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Abstract

Defensive Machine Learning Techniques for Countering Adversarial Attacks
By Fereshteh Razmi Marani

The increasing reliance on machine learning algorithms has made them a target for
exploiting vulnerabilities in these systems and launching adversarial attacks. The
attacker in these attacks manipulates either the training data or test data, or both,
known as a poisoning attack, adversarial example, or backdoor attack, respectively.
They primarily aim to disrupt the model’s classification task. In cases where the
model is interpretable, the attacker may target the interpretation of the model’s
output.

These attacks can have significant negative impacts; therefore, it is crucial to
develop effective defense methods to protect against them. Current defense methods
have limitations. Outlier detectors, used to identify and mitigate poisoning attacks,
require prior knowledge of the attack and clean data to train the detector. Robust
defense methods show promising results in mitigating backdoor attacks, but their
effectiveness comes at the cost of decreased model utility. Furthermore, few defense
methods have addressed adversarial examples that target the interpretation of the
model’s output.

To address these limitations, we propose defense methods that protect machine
learning models from adversarial attacks. Our methods include an autoencoder-based
detection approach to identify various untargeted poisoning attacks. We also provide a
comprehensive comparative study of differential privacy approaches and suggest new
approaches based on label differential privacy to defend against backdoor attacks.
Lastly, we propose a novel attack and defense method to protect the interpretation of
a healthcare-related machine learning model. These approaches represent significant
progress in the field of machine learning security and have the potential to protect
against a wide range of adversarial attacks.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Adversarial Attacks

Adversarial attacks against machine learning are a type of cyber attack that uses

data to manipulate a machine learning model. The adversarial attacks are mainly

divided into two classes, based on the time that the attack is applied. The attackers

can insert malicious data into the training process of model (poisoning attacks and

backdoor attacks), or at the inference time, after the model is deployed (adversarial

examples).

Poisoning Attack

Poisoning attacks which are a type of train-time attacks involve injecting malicious

data into the training set in order to manipulate the model’s behavior. Poisoning

attacks are particularly effective in crowd-based systems, where the attacker can

cause damage by poisoning the data collected from outside sources [27, 28, 75, 76,

82, 84]. Some examples of systems that are vulnerable to poisoning attacks include

autonomous driving cars, health systems, online review systems, and malware/spam
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detection systems. The most common types of poisoning attacks are label flipping and

optimal attacks, which involve changing the labels of training samples or distorting

the feature space of the samples in order to divert the training process from its usual

course [9, 89].

Backdoor Attacks

Backdoor attacks are a class of training-time attacks in which the attacker only targets

a group of test data that include a specific backdoor trigger [10, 33]. In contrast to

conventional poisoning attacks, a backdoor attack retains the inference accuracy for

benign samples and only activates in the presence of the trigger.

Adversarial Example Attacks

Adversarial examples are considered inference-time attacks. These attacks involve

perturbing a data point in a way that causes the model to make a incorrect prediction,

even though the perturbed data point is visually similar to the original data point

[32, 43, 51, 60]. Adversarial examples can be difficult to defend against because they

often involve small, subtle changes to the data that are difficult for a human to detect.

1.1.2 Defense Approaches

There are two major categories of defense methods: 1. reactive defense (detection)

2. proactive defense (robust training and inference).

Reactive defense

Reactive defense is a category of defense approaches which detects and removes the

anomalies existing in the data. Reactive defense methods against poisoned data typ-

ically involve the use of outlier detection or contribution-based techniques. Outlier
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detection are usually distance-based or cluster-based methods that identify and re-

move potentially malicious data points from the training dataset. These techniques

determine whether a data point is poisoned by comparing its distance to nearby

points or checking if it shares a common label with the rest of its cluster members

[15, 45, 66, 67, 77]. Contribution-based methods, on the other hand, measure the

influence of each data point on the final model accuracy, allowing for the identifica-

tion and removal of data points that have a disproportionate effect on the model’s

performance [7, 37, 39, 62]. Reactive defenses against adversarial examples typically

involve the use of some filters, such as an autoencoder which learns to approximate

the manifold of normal examples, or a classifier that distinguishes between normal

and adversarial examples [58, 59].

Proactive defense

Proactive defense is another category of defense techniques which aims to create the

robust machine learning models or techniques so that they become less vulnerable

and less sensitive to encountering malicious data. Proactive defense methods, such

as regularization, adversarial training, and distillation, are the most well-known tech-

niques for defending against adversarial examples [32, 64]. These methods aim to

provide robustness to a model by adding or modifying the components of the model,

making it less sensitive to the adversarial examples. Additionally, augmenting the

data and using randomness, such as differential privacy, can make the model more

robust against both training and test time attacks [10, 11, 23, 26, 54]. In addition to

these best-effort defenses, a new class of certified defenses has been developed that

can provide theoretical guarantees of robustness to norm-bounded attacks at both

training and inference time. These defenses can be both reactive and proactive, de-

pending on how they are implemented [20, 38, 48, 81]. However, they often have

limitations in terms of scalability and model support, making them less practical for



4

use with large datasets or complex model architectures [48].

1.1.3 Gaps and Challenges

There are several limitations to the current defense methods available. Reactive

methods, such as outlier detectors, tend to focus on specific parts of the data to

detect attacks, such as distortion in feature space or anomalous changes in labels.

As a result, these methods require prior knowledge of which parts of the data are

anomalous. These detectors also rely on clean data to train the detector on a clean

manifold. In addition, they require a pre-defined threshold to distinguish outliers

based on their impact on the detector. These factors make these detectors less effective

in practice. Furthermore, some of these detectors are computationally expensive due

to enumerative retraining.

On the other hand, while proactive defense methods can often offer theoretical or

certified results, their effectiveness may be limited to specific categories of attacks.

For instance, while adversarial training or randomized smoothing may be effective

at defending against adversarial examples, they may not provide [high] robustness

against training-time attacks. To address this issue, differential privacy, which aims

to protect the privacy of data, has recently been suggested as a proactive defense

method against training-time attacks. However, these theoretical results have not

been thoroughly evaluated in practice using state-of-the-art differentially private ap-

proaches.

Moreover, current defense methods in the literature tend to focus on specific attack

obejctives which are based on misclassification. However, some of the latest deep

learning models also provide explanations and reasoning for their output class [97].

As a result, attacks that target the interpretability of these models have recently

been proposed. Although these attacks are gaining popularity, there are still very few

reactive or proactive defense methods in the literature designed to address this new
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category of attacks. Only a few works in the image domain have proposed inference-

time attacks and defenses for interpretable models.

1.2 Research Contributions

In this dissertation, we propose defense approaches that protect machine learning

models from the negative impact of adversarial attacks. Our goal is to broaden the

defense methods to provide protection against a wider range of adversarial attacks,

including diverse types of poisoning attacks that distort the features and/or labels

space of the training data. We also aim to find a robust model against the hardest

class of training-time attacks, namely backdoor attacks, in which not only the train-

ing data is affected but also the feature space of the test data is influenced by the

attack. Finally, we extend our proposed defense methods to protect against a new

class of attacks that aim to harm the interpretability of the model, rather than the

classification accuracy.

In Chapter 2, a detection method based on autoencoders is proposed for various

untargeted poisoning attacks, without the need for access to a trusted dataset. In

Chapter 3, practical differentially private algorithms, including DP-SGD, PATE, and

Label-DP approaches, are explored to provide robustness against backdoor attacks.

In Chapter 4, an attack against the interpretability of a model is proposed and a

defense method is developed to protect against it. The summarized defense methods

we suggest and the corresponding attacks they tackle are presented in Table 1.1. The

details of these contributions are discussed in more depth in the rest of this chapter.
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Table 1.1: The category of the proposed defense approaches and the corresponding
attack’s objective they address in each chapter.

Chapter 2 Chapter 3 Chapter 4

Attack time Training-time Training-time Inference-time

Attack objective Dropping accuracy Evasion of targets Distorting interpretations

Defense category Reactive Proactive Proactive

Defense summary Auto-encoder Differential privacy Sequential auto-encoder

1.2.1 Classification Auto-Encoder based Detector against Di-

verse Data Poisoning Attacks (Chapter 2)

In this chapter, we develop a Classification Auto-Encoder based detector (CAE) that

utilizes both feature space and label (class) information to defend against diverse

poisoned data. We use a Gaussian Mixture Model for discriminating poisoned points

from clean data so that it does not require any explicit threshold. We further propose

an enhanced version of our method (CAE+) which does not require purely clean data

for training. We elaborate our contributions as follows:

1. We develop a classification auto-encoder based detector (CAE) to defend against

diverse data poisoning attacks, including flipping and optimal attacks. The

key idea is to utilize two components, a reconstruction part for learning the

representation of the data from the feature space and a classification part for

incorporating classification information into the data representation so it can

better detect the poison points.

2. We further propose an enhanced model CAE+ so that it can be trained even on

partially poisoned data. The key idea is to add a reconstruction auto-encoder

(RAE) with CAE to form a joint auto-encoder architecture combined with early

stopping of CAE so that it does not overfit the poisoned data while still learning

useful representations of the clean data.
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3. We evaluate our method using three large and popular image datasets and show

its resilience to poisoned data and advantage compared to existing state-of-the-

art methods. Our defense model can be trained using contaminated data with

up to 30% poisoned data and still works significantly better than existing outlier

detection methods.

1.2.2 Prevention of Backdoor Attacks through Differential

Privacy in Practice (Chapter 3)

This chapter aims to bridge the theory and practice and provide a comprehensive and

in-depth understanding of whether and, more importantly, how various DP models

and methods defend against backdoor attacks in practice given the theoretical promise

and preliminary evidence in the literature. We study both the standard DP class of

algorithms and the Label-DP variant for the first time against backdoor attacks and

compare four representative DP and Label-DP algorithms in their defense power. We

evaluate their performance empirically on two widely used datasets in the domain

of backdoor attacks and differential privacy, namely MNIST and CIFAR-10. To

summarize, we make the following contributions:

1. We conduct a comparative study of DP approaches against backdoor attacks,

including standard DP-SGD approach and the less-studied PATE approach.

Some studies use DP-SGD for training DP models, to defend against poisoning

or backdoor attacks. In this chapter, we explore another well-known DP algo-

rithm, PATE (Private Aggregation of Teacher Ensembles), and test it against

backdoor attacks.

We compare PATE to DP-SGD and show that these classical DP approaches

can provide robust models for backdoor attacks. Also, we will demonstrate

that the bagging structure of the PATE inherently makes it suitable against
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backdoors.

2. We investigate for a deeper understanding of the impact of noise and other

parameters of DP approaches on backdoor attacks. The effectiveness of DP

approaches is affected by other parameters besides noise. We explore the origin

of these algorithms’ resilience by examining whether randomness is the sole

player or if the other parameters have an impact.

We empirically show that the randomness (privacy budget) contributes to mit-

igating the backdoor attack success rate which is compatible with the theoreti-

cal results in the literature. However, we demonstrate that the impact of other

parameters can be significant on the outcome, especially for PATE, e.g. the

threshold utilized to aggregate the teacher models’ outputs.

3. We study the Label-DP class of algorithms for the first time against backdoor

attacks including two algorithms ALIBI [56] and LP-2ST [30]. Label-DP pro-

tects the privacy of the labels of the training data by ensuring the output model

is indistinguishable with respect to the label of a training sample. We have two

incentives for this study. First, based on the definition of label-DP, we expect it

to break the tight association between the backdoor triggers and their assigned

target class. Second, Label-DP methods usually converge faster than regular

DP algorithms with a higher model utility. It is because the indistinguishabil-

ity is only required on the labels, hence less noise can achieve the same level of

privacy.

Our evaluations confirm that Label-DP makes the model more immune to back-

door attacks while maintaining model accuracy. We show that Label-DP is

superior to DP approaches in terms of convergence speed. Furthermore, we

demonstrate they can achieve better robustness accuracy trade-offs under cer-

tain settings. For instance, for a lower percentage of backdoors, ALIBI can
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eradicate the negative impact of the attack while achieving the highest accuracy

among all the other approaches. For stronger attacks with higher backdoors,

LP-2ST outperforms other approaches when the privacy budget is low.

1.2.3 Interpretation Attacks on Interpretable Models with

Electronic Health Records (Chapter 4)

In this chapter, we study and propose an interpretation attack on temporal Elec-

tronic Health Record (EHR) data for the first time, utilizing specific metrics suitable

for this data type. An interpretation attack is a kind of adversarial example attack

targeting interpretable models for temporal EHR data that aims to change the in-

terpretation (importance vectors of the feature attributes) of the model output while

keeping the classification the same. We evaluate our attack against a powerful exist-

ing detection technique designed for conventional adversarial examples on EHR data

and demonstrate that the attack is not detectable. Furthermore, we aim to make

the EHR interpretations robust against the proposed attack. We show that using an

auto-encoder to de-noise the data at inference time is significantly more effective than

using noisy input, as in the state-of-the-art method SmoothGrad. We summarize our

contributions as follows:

1. We propose an interpretation attack on EHR data. This attack is created on top

of an interpretable model, so the interpretations are closely tied to the model’s

predictions. It differs from previous attacks in the image domain, which rely on

gradient-based and post-hoc interpretation methods.

2. We propose three metrics to assess the EHR interpretation attack. In the previ-

ous works, top-K salient explanations between the clean and adversarial images

were used for evaluation. However, it is not suitable for EHR data. Two of our

evaluation metrics are alternatives to the top-K criteria, and the third metric is
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based on the Wasserstein distance which better captures the similarity between

temporal data.

3. We conduct experiments showing that the state-of-the-art detector RADAR,

which was designed to detect conventional EHR adversarial examples, is not

successful in detecting the proposed attack. We then explore the factors that

contribute to this attack evasion.

4. Finally, we present a method to enhance the interpretations’ robustness and

reduce the attack strength. We employ an auto-encoder to boost the robustness

of our interpretations through a de-noising process. We show that out approach

outperforms SmoothGrad, which is commonly used in gradient-based methods

by averaging noisy data.
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Chapter 2

Classification Auto-Encoder based

Detector against Diverse Data

Poisoning Attacks

2.1 Problem Definition

Poisoning attacks are a category of adversarial machine learning threats in which

an adversary attempts to subvert the outcome of the machine learning systems by

injecting crafted data into training data set, thus increasing the resulting model’s test

error. The adversary can tamper with the data feature space, data labels, or both,

each leading to a different attack strategy with different strengths. Various detection

approaches have recently emerged, each focusing on one attack strategy. The Achilles

heel of many of these detection approaches is their dependence on having access to

a clean, untampered data set. In this chapter, we propose CAE, a Classification

Auto-Encoder based detector against diverse poisoned data. CAE can detect all

forms of poisoning attacks using a combination of reconstruction and classification

errors without having any prior knowledge of the attack strategy. We show that an
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enhanced version of CAE (called CAE+) does not have to rely on a clean data set

to train the defense model. The experimental results on three real datasets (MNIST,

Fashion-MNIST and CIFAR-10) demonstrate that our defense model can be trained

using contaminated data with up to 30% poisoned data and provides a significantly

stronger defense than existing outlier detection methods.

2.2 Preliminaries and Backgrounds

2.2.1 Untargeted Poisoning Attacks

Assume distribution R on X × Y where Y = {−1, 1}. For a clean training dataset

Dtr = {(xi, yi) ⊆ R}ntr
i=0, the goal of a binary classification task M parameterized

by www is to minimize objective loss function L(Dtr,www), w.r.t its parameters www. In

a poisoning attack, the attacker’s goal is to produce np poisoned data points Dp =

{(xi, yi) ⊆ R}pi=0 so that using new training data D′
tr = Dtr ∪ Dp by the learner

results in attacker’s goal or objective function. This goal can be maximizing the loss

on the entire clean test dataset (untargeted attacks) or on a subset or class of them

(targeted attacks).

Poisoning attacks have different manifestations depending on which part of the

data is manipulated during the attack. Each of them can have a different impact on

attacker’s objective function and different attack strength. In Label flipping attacks

or in short flipping attacks, only class labels of poisoned data are flipped, and the

adversary usually has a limited budget for the number of samples it is allowed to

change their labels [67, 89, 92, 98]. Optimal attacks are based on optimizing the

poisons to drastically degrade the model’s performance. These attacks are stronger

compared to other poisoning attacks, since both feature space and labels can be

changed.

For classification problems [9, 61, 91], the rule of thumb is to initialize poisons
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Table 2.1: Various types of poisoning attacks based on tampering different input
domains of the initial candidate poisoning points.

Domain
Attack

Flipping Semi-optimal Optimal

X - ✓ ✓

Y ✓ - ✓

with real samples from training data set and flip their labels. Since labels are not

differentiable, they only optimize the feature space. In this chapter, we also introduce

Semi-optimal attacks which keep the original labels of the points without flipping

them and only optimize the feature space. This attack can be realistic when the

attacker has no control over the labeling process. The distinction between the different

attacks are shown in Table 2.1.

Several defense methods have been recently developed to address flipping or opti-

mal poisoning attacks. Most of them consider poisoned points as outliers and utilize

outlier detection techniques. They can be based on k-Nearest Neighbor (kNN) algo-

rithms that consider a point with contrasting label with nearby samples as a poison

[67]. They can determine whether a point is poisoned by comparing its distance to a

nearby point or other data points in its cluster [45, 66]. However, they have several

limitations. First, they may only work for a particular type of attacks (optimal or

flipping) as the detection is based on the change of either labels or features. Second,

they rely on purely clean data to learn the patterns of normal points. Training on

tainted data is plausible only when the fraction of the anomalous data is negligible.

Also they usually rely on a threshold to determine an outlier.

2.2.2 Auto-encoders in Anomaly Detection

Auto-encoders [6, 85] are neural networks that learn data representation in an un-

supervised way. Auto-encoders reconstruct input x into output x′ by minimizing
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reconstruction error usually on an Lp-norm distance:

RE(x) =∥ x− x′ ∥p (2.1)

If auto-encoders are trained with only benign data, they learn to capture only the

main characteristics of these data. So when the reconstruction error of a sample

exceeds a threshold, it is considered an anomaly [2, 71]. Nevertheless most anomalies

are recognized as samples with observable differences from the real data [5], which

are not effective for poisoned data that have very small perturbations.

Auto-encoders have been proposed to detect adversarial examples at inference time

by Magnet [58]. In addition to considering reconstruction error between the input and

output, they also feed them to the target classifier and compare the corresponding

softmax layer outputs to boost the detection power. However, in the context of

poisoning attacks, a pre-trained trusted classifier does not exist. Instead the defender

has access to an extra piece of information which is the associated label of the poisoned

point.

While promising, utilizing auto-encoders for detecting poisoned points under poi-

soning attacks present several challenges. First, existing methods train auto-encoders

using clean data while there is no guarantee of purely clean data under poisoning

attacks [2, 15, 55]. Even in some works [5, 100] that considered anomalous data in

the training process of the auto-encoders, the percentage of anomalies in the dataset

is insignificant. Second, existing methods typically select a threshold by allowing cer-

tain percentage of clean points to pass (e.g., 90% clean data) but there is no access

to such clean data under poisoning attacks.

Finally, existing methods for detecting adversarial examples during inference time

only utilize feature space (adversarial examples do not have labels) [58]. Thus, if

they are leveraged in the context of poisoning attacks, they overlook some essential
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Figure 2.1: Auto-encoders Structure: (a) The structure of Classification
Auto-encoder (CAE). If trained on pure clean dataset it provides a high success
defense against all poisoning attacks. (b) The structure of CAE+. Both Reconstruc-
tion Auto-encoder (RAE) and Classification Auto-encoder (CAE) work together to
combat against poisons. This joint structure makes the defense method more robust
even if trained on a contaminated dataset.

aspects of the attacks, i.e., the labels of the poisoned data (they may be flipped).

In this chapter we use auto-encoders for defending agasint poisoning attacks. For

training our defense model, we assume 10% of poisoned points. By utilizing a joint

architecture, we show that our defensive model can remain resilient to poisoning

attacks.

2.3 Proposed Approach

As a baseline solution to untargeted poisoning attacks, we can train an auto-encoder

on feature space as in existing outlier detection methods. For a clean sample sc =

(xc, yc), and a poisoned sample sp = (xp, yp), RE(xp) can be used to discriminate xc

and xp:

RE(xc) << RE(xp) (2.2)

According to (2.2) any data point with significantly large reconstruction error can be

considered as a poison. The limitation of this approach is that it will only capture the

changes in the feature space. Hence it will address only semi-optimal attacks which
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only change the features. To defend against all types of poisoning attacks, we need

a method that incorporates both labels and features in detection process. In other

words, the latent encoding of the auto-encoder needs to reflect the label information.

We propose Classification Auto-Encoder (CAE) which has an auxiliary classifier fed

by the latent representation z of the encoder (Figure 2.1.a).

2.3.1 Classification Auto-Encoder(CAE)

If REcae indicates the reconstruction error, and Lcae indicates the auxiliary classi-

fier’s loss on representation layer z, while training the CAE, it tries to minimize∑
xi
(REcae(xi) + Lcae(xi))) on training dataset Dc = {xi, yi}ni=0. As a result, z is

learned in such a way that the classifier is able to predict the label, and the decoder

can reconstruct the associated input. To boost the connection between these two

tasks, we train the auxiliary classifier and the decoder simultaneously. It contrasts

with previous works that utilize classification auto-encoders for predictive or classifi-

cation objectives. They employ a two-stage training process; first, they train the pair

of encoder-decoder and then use the low-dimensional representation for training the

classifier [29, 93].

Detection Criteria

Once the CAE is trained, given a data point, we can use the combined reconstruction

error and classification loss as a detection criteria for poisoned data, since it considers

deviations in both feature space and label space.

Error(x) = α.REcae(x) + (1− α).Lcae(x) (2.3)

The first term REcae(x) is the reconstruction error of CAE and the second term

Lcae(x) is the loss of the CAE auxiliary classifier. α and 1− α are weights to control
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the effect of each term. Since RE(x) is indicative of changes in x, and L(x) reflects the

classification loss, the combined metric Error(x) can detect both changes in feature

space and labels and hence defend against the different types of attacks.

In general, a threshold can be defined based on a guess on the number of possible

poisoned points K [37]. Tuning K is a difficult job that makes the detector very sensi-

tive to the actual fraction of poisoned data. Instead, we use a clustering approach and

cluster all points based on Error(x) into two components using a Gaussian Mixture

Model (GMM). We show that the error is so distinct between clean and poisoned

points that GMM can separate it very well into two clusters, each representing clean

or poisoned data.

2.3.2 Enhanced Classification Auto-encoder (CAE+)

CAE requires clean data for training the auto-encoder so it can learn the structure

of the normal data and detect any deviation from that. Since we assume the training

data is poisoned, we need to add a mechanism that is robust to contaminated data.

We do so by leveraging a combination of early stopping method and a replicate

reconstruction auto-encoder.

Early Stopping

Since we assume there is no access to purely clean data for training the detector, to

prevent CAE to learn patterns from poisoned data, we use the early stopping method.

Early stopping leads the auto-encoder to focus on reconstructing the pattern of the

majority of data, and avoids overfitting on anomalies. The auxiliary classifier is a

single dense layer and can usually catch all the class information quickly, especially

in binary-class problems. Selecting a small number of neurons in this layer does not

provide sufficient parameters for the classification task, and leads to missing even the

general patterns of the training dataset. On the other hand, large number of neurons
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makes the classifier more complex and may overfit the poisonous data. To capture all

the information and avoid underfitting, we can select a fairly large number of neurons

and address the overfitting problem using early stopping.

By using this approach, CAE can be very robust to the poisoned data. However,

at the stop point of the training process, z has captured those patterns of the data

that help mostly with classification, but not the reconstruction (which takes longer to

learn). Hence we propose a joint auto-encoder architecture to address this challenge

by using a parallel reconstruction auto-encoder (RAE).

Reconstruction Auto-encoder

The Reconstruction Auto-Encoder (RAE) is a replicate of the encoder-decoder part of

CAE without the classification layer. RAE is trained to minimize the reconstruction

error only. By having these two auto-encoders, for an input {x, y} we calculate the

following combined error:

Error(x) = α.RErae(x) + (1− α).Lcae(x) (2.4)

This is a modification to (2.3), in which the reconstruction error has been replaced

with reconstruction error of RAE (RErae(x)). This extra auto-encoder helps us ad-

just the training process for RAE separately so that while RAE can be trained to full

capacity, CAE is not overfitting the poisonous data using early stopping. In compar-

ison to the classifier of CAE, RAE with high capacity (especially with convolutional

layers) can be trained with a high number of epochs without overfitting the poisoned

data. We call this joint structure of CAE and RAE, CAE+, since it is enhancing the

CAE functionality (Figure 2.1.b).

In practice, the training data may be poisoned, so using CAE+ and Equation 2.4

is required. In Section 2.4, we investigate potential scenario of having a clean training
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dataset Dc and compare CAE vs. CAE+. In the case of clean training data, since the

concern of overfitting on poisoned data does not exist, CAE can be trained until both

the classification layer and decoder converge. We show that CAE can be effective

under this circumstance. In contrast, when training data is poisoned, we show that

CAE+ is much more robust.

2.4 Evaluation Results

In Section 2.4.1, we describe the details of our experimental settings, including the

datasets, the attacker’s target model, the architecture of our detectors, the comparison

methods, and the attributes of the attacks. We also offer a fourth type of attack that

combines all other poisoning attacks to show the strength of CAE+ against all kinds

of attacks. Furthermore, we clarify how we used the periodic update of the model to

mimic real scenarios wherein poisoning attacks occur.

In the Results section 2.4.2, we depict the impact of each type of attack on the

poisoned data, the prominence of the Gaussian Mixture Model (GMM) over threshold

selection, and the effect of the different auto-encoders employed in the CAE+. Then

an ablation study reveals the dominance of CAE+ over CAE and RAE. To confirm

the superiority of CAE+, it is compared to the other state-of-the-art detectors in

the literature on multiple datasets, including CIFAR-10. Finally, we illustrate the

robustness of CAE+ vs. CAE when, unlike the other experiments, we assume there

is a trusted training dataset for training CAE.

2.4.1 Experimental Setup

Datasets

First, we evaluate the performance of CAE+ using the MNIST dataset [47], and more

challenging Fashion-MNIST dataset [90] on binary sub-problem classes: MNIST 9 vs.
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8 and 4 vs. 0, and Fashion-MNIST Sandal vs. Sneaker and Top vs. Trouser. It is

common practice to apply binary setting for data poisoning attacks [39, 9]. Second,

we conduct experiments on a more complex dataset CIFAR-10 [42] for two randomly

chosen classes Airplane vs. Automobile. All datasets are normalized within the

interval [0, 1].

Attacks

Support Vector Machines (SVM) are known to be subject to strong poisoning attacks

[9, 89]. In contrast to complicated models and neural networks [61], poisoning attacks

can achieve a high success in dropping the accuracy of SVM. As we will show in

Figure 2.6, the accuracy of optimal attacks on the SVM model drops to 60% with

10% of poisons. Hence, we use poisoning attacks against SVMs in the experiments to

better demonstrate and evaluate the effectiveness of different defense methods. We

use linear kernel for MNIST and Fashion-MNIST and RBF kernel for CIFAR-10. We

note that our methods work on poisoning attacks against any target models such as

neural networks.

We compare four types of attacks; flipping, optimal, semi-optimal, and mixed

attacks, then assess our defense model against them. In a mixed attack, the attacker

selects 1/3 of the poisons from each of the aforementioned attack types. This way, we

can challenge the defender’s ability to detect diverse poison simultaneously, despite

their different characteristics. The optimal attack is conducted based on [57] with

some modifications.

Setup

A common paradigm for training ML models in real world is the periodic update [45]

in which the data is acquired continuously. In this scenario, data is provided by users

and buffered until sufficient data is obtained to retrain the model. To implement such
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a periodic update setting for SVM classifier, we consider 60 rounds of SVM updates.

Each round represents a new batch of data which consists of 500 data points divided

into a training set, a validation set, and a test set of 100, 200, and 200 samples,

respectively. Based on different attack types, the attacker generates poisoned points

for each round and adds them into the training data for that round. At the next step,

we assume that the defender has access to the recent 50 rounds of buffered data. By

aggregating the contaminated buffered data of those 50 runs, we train our defense

model. Then for evaluation purposes, we use the remaining 10 rounds of updates for

testing the defense methods, namely 10 times the buffered data is fed to the detector

and the data passing through it is used for model assessment. Every result reported

in this chapter is the average of these 10 test runs.

Note that for each of the attacks unless otherwise specified, up to 10% of the clean

data are poisoned. Exceeding 10% may not be realistic in practice [41, 14, 9, 45]. We

believe this is high enough to validate the robustness of CAE+ against poisonous

data. To further show the impact of the percentage of the poisoned data, we conduct

the experiment on CIFAR-10 with a higher poisoning rate (up to 30%).

Implementation Details

The structure of CAE reconstruction component and RAE is inspired by the auto-

encoders introduced in Magnet [58] with some modifications. Our reconstruction

auto-encoders, for MNIST and Fashion-MNIST dataset, consist of 3x3 convolutional

layers in the encoder, each composed of 3 filters of size 3x3 with 1x1 strides and

sigmoid activations. Between these two convolutional layers a MaxPooling 2x2 is

located. At the decoder, the structure of Convolutional layers are the same as the

encoder. The only difference is that the MaxPooling layer is replaced with a 2D

UpSampling layer. As the last layer of the decoder we have a third 3x3 convolutional

layer with only one filter (compatible to number of channels in MNIST and Fashion-
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MNIST) to reconstruct an output image with the same size as the input image. Also,

as [58] suggests, we use a slightly different architecture for CIFAR-10, by utilizing only

one convolutional layer in the encoder and one in the decoder with the mentioned

parameters. For the auxiliary classifier, encoder’s output is flattened and fed to a

dense classification layer with size 128. We experimentally found out that dropping

out the data with rates 0.25 and 0.5 before and after the dense layer serves the

best in training the model and reduces the overfitting. For each dataset, we train

CAE for 100 epochs and the RAE for 300 epochs with a batch size of 256 using the

Adam optimizer. The aggregated error Error(x) is calculated based on Equation 2.4

on weighted sum of the normalized L1-norm reconstruction error and the auxiliary

classifier’s cross entropy loss.

Comparison Methods

Distance-based outlier detectors are state-of-the-art methods in defending against

poisoning attacks [41, 66]. One of their interesting properties is that they are very

robust against poisoned data and do not require to be trained on a purely clean

dataset. So, similar to [66], we select centroid-based Outlier Detectors (OD) as

the baseline. It first finds the centroids of each class in the training dataset and then

discards the points that are distant from their respective class centroid.

Furthermore, we compare our method to a modified Magnet, a state-of-the-art

auto-encoder based detector designed for adversarial examples. We make the following

modifications in order to make it compatible with poisoning attacks under our setting.

We train Magnet on the same poisonous data as the other defense methods. It

contrasts with the Magnet original paper in which the authors train the Magnet

on a thoroughly clean dataset. It is based on the assumption of access to such a

clean dataset, which is valid under evasion attack (against adversarial examples) at

inference time, but not the poisoning attacks during training time. We use the same
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Figure 2.2: The effect of different attack types on the reconstruction error
and auxiliary classification loss for poisoned MNIST-4-0 dataset. Triangles
and circles represent clean and poisoned points, respectively. The poisons’ size rep-
resents their impact on degrading the SVM accuracy (larger circles indicate higher
impact).

structure as the original paper suggests [58], the only hyperparameter we change is

the number of epochs for a better adaptation to poisoning attacks (from 100 epochs to

300 epochs). In addition to the detector, we also evaluate the performance of Magnet

detector paired with a reformer [58]. In this case, after Magnet detector filters out

poisons, it passes the remaining data through the reformer, which is another auto-

encoder. The reformer’s reconstructed output will replace the original input and then

be fed to the classifier.

2.4.2 Results

Effect of Different Attacks

As we discussed in Section 2.3.1, each type of poisoned data can have a different

impact on CAE+ components. Figure 2.2 illustrates this fact by showing the classifi-

cation error Lcae and reconstruction error RErae of the different poisoning attacks on

MNIST-4-0. Blue triangles and orange circles represent the clean and poisoned points,

respectively. Clean data is the same for all four plots. For the poisoned data, the

size of circles indicates their importance in degrading the SVM classification results.
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Figure 2.3: Changes on MNIST-4-0 F1-score over different thresholds for
CAE+ and OD. Thresholds are guesses on the probable number of poisoned data
within the training dataset.

Larger circles imply that the insertion of those poisons to the SVM clean training

dataset drops more accuracy.

For the flipping attack, the reconstruction error RErae cannot differentiate the

poisoned samples from the rest of the data since the feature space of the poisons is

intact, while the classification loss Lcae is much larger for the poisoned data. Under the

optimal and semi-optimal attacks, the transformations that occur in the feature space

discriminate the clean data and the poisons through RErae. It is more noticeable for

the semi-optimal attack because the features alter more drastically than in the optimal

attack. This discrepancy between the poisons’ features and the clean space impacts

their classification results and increases the loss Lcae. Therefore, as Equation 2.4

suggests, a mixture of both reconstruction and classification errors is required to

detect diverse attacks in the context of an attack-agnostic defense.

Threshold vs. GMM

According to Section 2.3.1, we pass the detectors’ output to a GMM for clustering

the data into poisoned and clean data, so that we do not need to specify a threshold

of possible poisoned points K for filtering poisons. We compare our GMM-based

approach with the baseline threshold approach when a fixed number of training data
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is poisoned (about 10% of the training data, i.e., 10 poisons). We report F1-score for

the detection, which is the harmonic mean of the precision and recall with the best

value at 1. F1-score is indicative of how successful a detector is in filtering poisons

and passing clean data. An ideal detection algorithm can identify all and only poison

data, which means a perfect F1-score.

Figure 2.3 depicts how the detectors’ F1-scores change with different threshold of

K for MNIST-4-0 (solid lines). For flipping, optimal and mixed attacks, the F1-score

of CAE+ hits almost 1 at K = 10. In other words, it can accurately detect all ten

poisoned points with very few false positives. The V shape of CAE+ plots depicts its

sensitivity to an accurate threshold K. Before threshold 10 there are naturally some

false negatives, and after that point, false positives are emerging. In contrast, we do

not need to specify any threshold in the unsupervised GMM method (dashed line)

for CAE+. We can see that it competes very closely with the best guess on K in the

threshold-based method.

For the semi-optimal attacks, the scenario is slightly different. The majority of the

poisoned points in semi-optimal attacks get stuck in local maxima and do not change

their feature space; hence they have little impact on the attack. For the same reason,

they do not harm the accuracy even though they can not be filtered out. This fact is

illustrated in Figure 2.2. Some of the low-impact attacked points (shown with small

circles) are placed at the bottom left corner of the plot, where the majority of the

clean data points are located. As a result, in Figure 2.3, F1-score for semi-optimal

attacks is not high; but we show later that CAE+ can detect all the high impact

attack points and achieve the original SVM’s accuracy.

In all the attacks, for both threshold-based and GMM methods, CAE+ yields

significantly better F1-scores than OD. For linear SVM, overlooking poisoned points

can be much more harmful than filtering out clean data. So despite the high false-

positive rate, OD can still partially enhance the SVM accuracy. OD completely fails
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Figure 2.4: CAE+ F1-score for different values of α (Equation 2.4).

to operate as a detector if the system is sensitive to clean data removal. In the

remaining experiments, we leverage GMM for all the detection approaches to have a

fair comparison of how they boost SVM accuracy.

Impact of Alpha

There are four types of attacks. Each of the CAE+ reconstruction or classification

auto-encoders is suitable to address different attack types. Coefficient α in Equa-

tion 2.4 can be adjusted to meet this goal. Since the attacker’s attack type is not

known to the defender, α should be pre-adjusted considering all the attack types.

Figure 2.4 demonstrates how different values of α affect F1-score. Reconstruction er-

ror has a significant impact on semi-optimal attacks, and as a result, higher α boosts

the F1-score. In flipping attacks and optimal attacks, classification error gains more

importance. In particular, in optimal attacks, there is a trade-off between reconstruc-

tion error and classification error. The vertical dashed line shows α=0.66 in which

every attack sustains high F1-socre. According to Equation 2.4, at this value the

coefficient of RE(x) is twice as the coefficient of L(x).
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Figure 2.5: Ablation study between CAE+, CAE and RAE on MNIST 4-0.

Ablation Study

In this section we show the contribution of each component in CAE+ (recall Fig-

ure 2.1). We train two additional models for comparison: 1) CAE that is not com-

bined with the RAE (the bottom auto-encoder in Figure 2.1.b) and has the error

function in Equation 2.3; 2) RAE that is a stand-alone reconstruction auto-encoder

(the top auto-encoder in Figure 2.1.b) and uses reconstruction error as defined in

Equation 2.1.

The error for CAE is calculated based on Equation 2.3, and for RAE, it is lim-

ited to just reconstruction error. Note that all these methods are trained with 10%

contaminated data and paired with GMM. Figure 2.5 shows the effectiveness of these

detectors based on F1-score. Since RAE considers only feature space, it is effective

on semi-optimal attacks and, to a less extent, on optimal attacks. However, flipping

attacks can evade it. On the other hand, CAE relies on classification and recon-

struction errors with more emphasis on classification loss. So it fails on semi-optimal

attacks. CAE+ has the advantage of using both CAE classification error and RAE

reconstruction error, and as a result, it gains a better F1-score on average. Since the

attack is not known in advance, CAE+ is the best detector among these three.
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Figure 2.6: Comparison of SVM accuracy after filtering suspicious points
by CAE+, OD, and Magnet over different percentages of poisons. The first
row represents MNIST-4-0, the second row is Fashion-MNIST Sandal-Sneaker and
the third row belongs to CIFAR-10 Airplane-Automobile.
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Comparison

In this experiment, we compare the performance of CAE+ in terms of accuracy of the

resulting model with state-of-the-art defense methods. We feed the learner’s training

data into detectors and filter suspicious poisoned points using GMM. The rest of the

points are used to retrain the SVM classifier. A perfect filter leaves us with the entire

clean data, excluding all poisons, which results in a high SVM accuracy.

Figure 2.6 illustrates the resulting accuracy on different percentages of poisoned

training datasets. The plots on the first row (a to d), second row (e to h) and

third row (i to l) belong to MNSIT-4-0, Fashion-MNIST-Sandal-Snkear and CIFAR-

10 Airplane-Automobile, respectively, with original accuracies of 99%, 88% and 73%

on clean unpoisoned datasets. In each row, all plots have the same scale. Each plot

indicates one type of attack and corresponding detection methods.

In each plot, we show the accuracy without any detection (attack), and the ac-

curacy with CAE+, in comparison with other three detection methods (OD, Mag-

net, and Magnet+reformer). We first elaborate on the results of the first row, for

MNIST-4-0 dataset. Considering each plot individually, for all the attack types,

CAE+ constantly achieves almost the original accuracy (blue lines), and outperforms

other detectors. As expected, optimal attacks are the strongest among all four types

of attacks.

Magnet does not consider label flipping, so it fails on flipping attack scenarios.

When the feature space changes are significant (mostly semi-optimal attacks), its

performance is comparable to CAE+. Magnet’s sensitivity to perturbation size has

been explored in [58] for evasion attacks under multiple adversarial example distortion

rate ϵ. Adding the reformer enhances Magnet’s results significantly. It gives us the

insight that using the reformer along with CAE+ can boost its performance. We did

not experiment on CAE+reformer, but it can be a direction for future work. The

Fashion-MNIST and CIFAR-10 results are similar to MNIST.
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Figure 2.7: Comparison of SVM accuracy using detectors trained on clean vs. poi-
soned data.

Note that MNIST and Fashion-MNIST were tested for up to 10% of poisoned

data, and CIFAR-10 is tested for up to 30% of poisons. Although it is not practical

for an attacker to inject this high number of poisons into the system in real world,

but this is a good stress test to show CAE+ is robust to even higher poison rates.

Robustness

Given the assumption of having access to only an untrusted (contaminated) dataset,

CAE+ was chosen over CAE in all the previous experiments. However, if clean data is

available, we can simply use CAE. Therefore, to verify the impact of this assumption

on the detectors’ performance, we train a stand-alone CAE on clean data, utilizing

(2.3) and on a large number of epochs (300). In this experiment, we end up with two

new detectors; a clean CAE and a clean OD.

We use a training dataset with 10% poisoned data to train SVM, then apply

both clean and poisoned versions of CAE(+) and OD on this data to see how they

filter poisoned points and recover SVM accuracy. The result of this comparison

on four datasets MNIST 9-8, 4-0, Fashion-MNIST Sandal-Snkear, and Top-Trousers

are represented in Figure 2.7. The original SVM accuracies on trusted data for these

datasets are 95%, 99%, 88%, and 97%, respectively. We observe that OD is susceptible
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to contaminated data as clean OD usually surpasses its contaminated version. We

note that when the defender has access to a clean dataset, it is adequate to train

CAE directly without CAE+. Also, CAE+/CAE always outperforms OD, especially

in optimal attacks.
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Chapter 3

Prevention of Backdoor Attacks

through Differential Privacy in

Practice

3.1 Problem Definition

Differential privacy (DP) was initially proposed for privacy protection purposes. Re-

cently, it has been widely used for protecting machine learning (ML) models against

poisoning and backdoor attacks. Several studies utilize DP-SGD against backdoor

attacks. However, there needs to be a comprehensive and in-depth understanding of

whether and how well different DP techniques can defuse backdoor attacks in prac-

tice. In this chapter, we consider two classes of DP techniques, namely standard DP

methods and Label Differential Privacy (Label-DP), and comprehensively investigate

their effectiveness against backdoor attacks. We consider PATE and DP-SGD as the

primary standard representatives in the first class of DP methods. For the first time

in the literature, we investigate PATE in the context of backdoor attacks and compare

its effectiveness to that of DP-SGD. We then explore the role of various components
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of DP algorithms in defending against backdoor attacks. We show that although

PATE is very powerful in this context, its power lies not in its privacy preservation

characteristics but in the bagging structure of the teacher models it employs.

One of the main issues of DP-SGD and PATE is their prohibitive cost of training.

As an alternative solution, we study Label-DP. For the first time in the literature, we

use it against backdoor attacks. These classes of algorithms are faster and provide

privacy on the labels with less loss of accuracy when compared with classical DP

algorithms. We consider two state-of-the-art Label-DP approaches, ALIBI and LP-

2ST. We show in our experiments that hyper-parameters of DP algorithms -which

are hidden parts of the algorithm and do not directly impact privacy - and also the

number of backdoors in the training dataset affect the DP algorithm’s success against

backdoor attacks. We conclude that, in general, Label-DP algorithms are weaker in

the privacy they provide. However, if the hyper-parameters are tuned accurately,

they can outperform DP algorithms in some circumstances.

3.2 Preliminaries and Backgrounds

3.2.1 Backdoor Attacks

Backdoor attacks are a category of attacks that involve attaching a small patch to

a portion of a base class of the training dataset along with flipping their labels to a

specified target class. After the model has been trained using these backdoor samples,

it would be vulnerable to the presence of the patch in the inputs. So as the next step

of the attack, the attacker attach the same patch to some desired test samples of the

base class and pass it to the backdoored model, so that this combination of base class

pattern plus the patch pattern mislead the model to misclassify the sample as the

target class. This form of backdoor attacks initially introduced by Gu et al. [33] are

powerful attacks and have gain many attentions. Some other works tried to make
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Figure 3.1: Two samples of backdoor input data from MNIST and CIFAR-10 datasets
with a 4× 4 trigger patch attached to their bottom right corner

some other type of backdoor attacks that are less detectable or employ them in other

domains including videos [70, 99].

3.2.2 Differential Privacy and Label Differential Privacy

Differential Privacy (DP) is a privacy-preserving method that makes an observer

unable to tell if particular information contributes to the computation. [25] defines

DP as a quantifiable notion of individual privacy for statistical algorithms. In the

context of machine learning, the model’s outcome should not be sensitive to a specific

training sample, so it does not reveal whether the training sample has been utilized

in the training process.

Differential Privacy.

Let X and Y be the feature and label domain, respectively. Also, let the training

dataset consists of n samples from a domain U = (X×Y )n. Given sample x, we have

a classification task for the model M to predict y. A randomized training algorithm

M : U → R is (ε, δ)-DP if for any two adjacent datasets D,D′ ∈ U differing on at

most one sample, it holds that:

∀S ⊂ R,P [M(D) ∈ S] ≤ eεP [M(D′) ∈ S] + δ. (3.1)
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A smaller ε guarantees stronger privacy but leads to a lower utility. Using a

DP property called group privacy, this definition can be extended to two datasets

differing in k examples where k denotes more than one data point [24]. It is achievable

by a linear increase in the privacy cost.

Label Differential Privacy.

In contrast to the previous definition of DP notion, label differential privacy (Label-

DP) considers the labels as the only sensitive part of the training data that requires

to be kept secret. A randomized training algorithm M : U → R is (ε, δ)-Label-DP

if for any two adjacent datasets D,D′ ∈ U that differ on the label of at most one

sample, it holds that:

∀S ⊂ R,P [M(D) ∈ S] ≤ eε.P [M(D′) ∈ S] + δ. (3.2)

Based on the definitions of (ε, δ)-DP and (ε, δ)-Label-DP, the only difference

between these two randomized algorithms is in how the neighborhood in training

datasets D and D′ are defined. Therefore, Label-DP can be seen as a relaxation of

DP algorithms that guarantees only the privacy of the labels. One of the applications

of Label-DP is recommendation systems where the user’s profile or search queries are

public, but the history of the user rating is sensitive.

3.2.3 DP and Label-DP in Deep Learning

In this section, we explore the main methods for achieving DP (DP-SGD, PATE) and

Label-DP (LP-MST and ALIBI) respectively.
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DP-SGD

Abadi et al. [1] introduce the most widely used algorithm for building DP models.

DP-SGD restricts the privacy loss in each iteration of SGD (Stochastic Gradient

Descent), by updating model in two steps: 1) clipping the L2 norm of the gradients,

and 2) inserting calibrated Gaussian noise into those clipped gradients.

PATE

Papernot et al. [63] provides privacy through a teacher-student structure. First, an

ensemble of teachers is trained on disjoint subsets of the private data. Then, given

an unlabeled public dataset, a student model queries the teacher ensemble and uses

their noisy aggregated vote as the label. The number of queries is restricted. Plus,

their response is based on a noisy aggregation without access to any specific private

data point. However, access to a public dataset forces a strong assumption on PATE

compared to DP-SGD.

PATE was originally introduced with Laplacian noise [63]. Then it was revised to

improve the utility and privacy trade-off through a more confident aggregated teacher

consensus, called Confident-GNMax [65]. In this work, we adopt the Confident-

GNMax version of the PATE framework, which is based on Gaussian noise.

Label Private Multi-Stage Training (LP-MST)

Ghazi et al. [30], as a recent work, achieve Label-DP for deep learning. It leverages

a modified version of the Randomized Response (RR) algorithm to add noise to the

labels [88]. RR outputs the actual class of a sample or randomly replaces it with one

of the other classes. However, the randomness deteriorates the utility.

Ghazi et al. [30] alter the RR algorithm to compensate for the utility, by iteratively

training the model on disjoint subsets of the dataset. Then they use the trained model

from the previous stage to get the top-K predictions and limit the RR algorithm to
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Table 3.1: Parameters of the DP and Label-DP algorithms.

Method Parameters

DP-SGD

1. Noise multiplier : Added randomness to the model’s
clipped gradients to provide DP

2. Upper bound of the clipping norm (Cnorm) :
Bound to clip the L2-norm of the gradients to control
their sensitivity to the noise

PATE

1. Threshold T : Queries exceeding this minimum teach-
ers’ aggregation are selected for training the student
model

2. Selection noise with variance σ1 : Gaussian noise
added to the aggregator’s votes before applying thresh-
old to enforce privacy

3. Result noise with variance σ2 : Noise added to the
selected queries after applying threshold to guarantee
DP

4. Number of teacher models

5. Number of queries

LP-2ST

1. 1. Data split ratio : The portion the training dataset
split between two training stages (more in the first stage
helps with accurate prior but causes underfit in the sec-
ond stage)

2. 2. Temperature T : For logit zi and calculation of
prior pi of class i, a small T in pi =

exp(zi/T )∑
j exp(zj/T )

boosts

the confidence of the top classes and a large T makes
the priors more uniform

3. 3. Epsilon ε : Randomness parameter that is equiva-
lent to the privacy budget

ALIBI

1. 1. noise of soft training labels : Laplacian noise
with δ = 0 which is applied once and determines the
privacy budget
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those predictions. Similar to the main paper, we report our results on LP-2ST with

two training stages.

Additive Laplace Noise Coupled with Bayesian Inference (ALIBI)

Malek et al. [56] propose another Label-DP method in ML recently. It first adds

a Laplacian noise to one-hot labels, then uses these soft new labels to train the

model while preserving Label-DP. Since the post-processing does not affect differential

privacy, Bayesian post-processing de-noises the soft labels iteratively during each step

of SGD. The combination of additive Laplacian noise and iterative Bayesian inference

increases the utility.

3.2.4 Robustness of DP

DP has recently been highlighted for providing robust models to alleviate the negative

impact of backdoor attacks. The rationale is that according to the definition of DP

and group privacy, DP models are less sensitive to the impact of one or a group of

poisoned data. In this section, we go through the literature to investigate where and

how differentially private approaches used to defend against backdoor and poisoning

attacks. We then find the gaps in the literature, formulate those as research questions,

and try to answer them and assess the results empirically.

There are two lines of work in the literature that considered the defensive power

of DP methods on poisoning attacks; theoretical and practical studies.

Ma et al. [54] theoretically prove the robustness of DP models and provide a

theoretical bound. They assume a training dataset D and an attacker with full

knowledge creates some poisoned dataset D̃ from D. The poisoned model θD̃,b is

parameterized through the poisoned data D̃ and noise parameter b of the DP model.

The attacker’s objective loss C : Θ → R usually misclassifies some targets or disrupts

the overall classifier’s functionality. Assuming the attacker does not know the exact
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realization of the noise, then the attack is reduced to :

min
D̃

J(D̃) = Eb

[
C(θD̃,b)

]
(3.3)

Given k poisoned data, the authors utilize the property of differential privacy in

Equation 3.1 and conclude:

J(D̃) ≥ e−sign(C).kεJ(D) (3.4)

According to Equation 3.4 the attacker is unable to change J(D̃) arbitrarily be-

cause it is lower bounded by 0 if C is positive (for example, in case of Mean Squared

Error) or it is unbounded from below if C is negative.

This chapter provides insight into how DP methods may provide a natural immu-

nity against data poisoning attacks. However, it has two limitations. First, the lower

bound of J(D̃) is loose. Second, this work expands its findings on general attack loss

functions and DP frameworks. Thus the specific impact of Equation 3.4 on SOTA

deep learning models (e.g. DP-SGD) and practical attacks (e.g. backdoor attacks)

remains neglected.

To overcome the second limitation, a parallel set of works have employed DP-

SGD as a practical usage of differential privacy in deep learning to achieve protection

against poisoning attacks [10, 23, 94]. Hong et al. [35] was one of the first works that

considered DP-SGD against backdoor and other poisoning attacks. However, their

primary motive was not originated from the fact that DP-SGD is a private algorithm

and Equation 3.1. Instead, they observed that during the training on a poisoned

dataset, the gradients computed on poisoned samples have a higher magnitude and

different orientation than those computed on clean samples. Hence they leveraged

DP-SGD to offset the behavior of the model’s gradients on both clean and poisoned

data through the randomness of the gradients. Their results show some degree of
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protection against specific poisoning attacks, but their outcome is not promising on

backdoor (insertion) attacks. Later, Jagielski and Oprea claimed that differential

privacy itself can not serve as a defense against poisoning attacks [36]. They argued

that it is possible that the robustness of DP-SGD stems from some parameters other

than noise.

3.3 Proposed Approach

The existing studies on DP-SGD are inconclusive, and there are no studies on other

state-of-the-art DP approaches as a potential defense. It motivates us to extend

current works by conducting more comprehensive experiments on DP-SGD and in-

troducing other DP methods as a defense. Based on this primary motivation, in this

section, we pose some research questions and elaborate their significance. Then in

the following sections, we will try to address them empirically.

Question 1. Is DP-SGD a successful protective algorithm against backdoor attacks?

Can PATE, as another main DP approach, mitigate backdoor attacks?

Current studies have differing views on whether DP, particularly DP-SGD, can defend

against backdoor attacks. It opens the door for a more comprehensive study of DP-

SGD. It’s not clear whether the robustness is achieved by the randomization by DP

methods in general or other algorithmic specific parameters of DP-SGD. Additionally,

this outcome can emphasize the gap between DP’s theoretical and practical results

against poisoning data.

So in this chapter, we first explore DP-SGD to understand why there is no con-

sensus in the literature on DP-SGD as a defensive algorithm. Then for the first time,

we explore PATE as a DP method against backdoor attacks to demonstrate if it con-



41

firms DP models’ robustness. We examine the effectiveness of these algorithms by

analyzing their hyperparameters, even those that do not contribute to the random-

ness for DP. With this investigation, we hope to determine whether these algorithms

are effective defense mechanism solely because they are DP.

Question 2. Can other DP notions, such as Label-DP, also provide robustness and

even better accuracy and robustness trade-off? How do different DP notions and al-

gorithms compare in the trade-off?

Answering the research question 1, leads us to two other major challenges with regard

to DP-SGD and PATE. The first challenge is their prohibitive training time. Training

an ensemble of teachers in PATE is heavily costly. Also, DP-SGD requires compu-

tation of per-sample gradient norms, which is extremely slow. The other issue with

the DP algorithms is the trade-off between the privacy budget and the utility, which

means decreasing the privacy budget (i.e., achieving stronger DP) is accompanied by

a drop in models’ accuracy. We will show that lower privacy budgets usually lead to

a lower attack success rate (ASR), which is necessary to defeat attacks. We call this

simultaneous reduction in accuracy and ASR the Accuracy-ASR trade-off. We will

define the criteria for attack success rate in Section 3.4.1. To address these challenges,

we conduct a comparison between Label-DP and other DP algorithms by varying DP

budgets and attack strengths.
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3.4 Experiments and Results

3.4.1 Experimental Setup

Datasets and Models

We evaluate each DP model on two datasets: MNIST [46] and CIFAR-10 [42]. We

study end-to-end training and fine-tuning since both are common practices in modern

machine learning. We use the same CNN architecture as [4] with two convolutional

layers for MNIST and train it from scratch. Also, for CIFAR-10, as [86] suggests,

we use ResNet50 [34] pretrained on ImageNet as a feature extractor and fine-tune

its classification head. Table 3.2 elaborates the details of the architecture of neural

networks utilized for the MNIST and CIFAR-10 datasets in Chapter 3.

Table 3.2: Model structures used for MNIST and CIFAR-10.

Conv(8× 8, 16) → ReLU → MaxPool
MNIST :: → Conv(4× 4, 32) → ReLU →

MaxPool → Linear(32) → Linear(10)

CIFAR-10 :: ResNet50 → AvgPool →
Linear(256) → ReLU → Linear(10)

Training Configuration.

For each DP algorithm, we use a different training configuration. Corresponding to

each DP algorithm’s specification, we find an optimizer and a learning rate with a

grid search algorithm so that the training process achieves the highest accuracy. In

addition, data augmentation reduces the effectiveness of all of the attacks [40, 72]. It

leads to a bias in our results. So we skip the data augmentation in our experiments.

Table 3.3 lists the training setup for each DP algorithm on CIFAR-10. For MNIST
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the setup had just some minor differences so we did not list them here. For ALIBI

in CIFAR-10 experiments, we have a learning rate that is scheduled according to the

piecewise constant with linear ramp-up scheme, previously used by [30]. It increases

from 0.003 to 0.1 in the first 30 epochs and then remains piecewise constant at 0.01

and 0.001 in epochs 30 and 40, respectively. We noticed increasing the number of

epochs beyond 50 while using various learning rates did not enhance the outcome.

Table 3.3: Training configurations of four DP algorithms for CIFAR-10. The
physical batch size of DP-SGD is set to 128.

DP-SGD PATE LP-2ST ALIBI

Optimizer RMSProp Adam SGD SGD
Learning rate 0.001 0.001 0.001 0.003
Epochs 50 50 50 50
Batch size 512∗ 32 128 128

To conduct the experiments of Section 3.4.5, we pick the best parameters ob-

tained based on the results of the experiments in Sections 3.4.3 and 3.4.4. The best

parameters are those that produce both high accuracy and an ASR as low as possible.

Wherever there is a trade-off between accuracy and success rate, we prioritize high

accuracy. Table 3.4 and Table 3.5 list these parameters for MNIST and CIFAR-10,

respectively.

Table 3.4: Optimal hyperparamters of different DP algorithms for MNIST.
PATE has two different version, based on what parameter used to change the privacy
budget of the algorithm; the noises or the number of queries.

MNIST

DP-SGD Optimizer: SGD (lr=0.1) , Cnorm=2

PATE (Noise-based) #Teachers:200 , #Queries:10000 , Threshold:150

PATE (Query-based) #Teachers:200 , Threshold:150 , Selection noise:120,
Result noise:50

LP-2ST Temperature:0.5, Data split ratio: 50/50



44

Table 3.5: Optimal hyperparamters of different DP algorithms for CIFAR-
10.

CIFAR-10

DP-SGD Optimizer: SGD (lr=0.1) , Cnorm=2

PATE (Noise-based) #Teachers:200 , #Queries:10000 , Threshold:180

PATE (Query-based) #Teachers:200 , Threshold:180 , Selection noise:100,
Result noise:25

LP-2ST Temperature:0.1, Data split ratio: 40/60

Averaging the Results.

We discovered that Label-DP algorithms are less stable than the DP algorithms.

Therefore, to make the results more unbiased, we repeat their training process 10

times, using different random seeds for the noise, and report the average accuracy

and ASR. The query-based PATE is the PATE model in which noises are constant,

and the number of queries is changed to achieve different privacy budgets. In our

experiments, we noticed that the results vary among multiple runs. The reason is

that the backdoor samples change in different subsets of the queries. Thus in one

query subset, the backdoors can be stronger than the other subset. So we repeat the

training of query-based PATE 10 times with a random subset of queries selected from

10000 public data points. Finally, we report the average outcome.

Attack and Threat Model

All the DP models are in white-box settings. The backdoors are made based on the

triggers introduced in BadNets [33]. To generate backdoors, we first randomly select

two classes as base and target class. Then, according to Figure 3.1 we randomly select

half of the samples from the base class, attach a 4× 4 trigger patch to their bottom

right corner and assign the target class as their labels [10]. We poison 50% base class

to ensure the number of backdoors is high enough, and sufficient clean samples are

left in the base class. Under this condition, the model learns both clean and backdoor

data points.
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Evaluation Metrics

Attack success rate (ASR) is the metric to evaluate the success of the backdoor

attacks. According to the definition of the backdoor attacks in Section 3.2.1, ASR in-

dicates the number of test samples from base class that are patched with the backdoor

trigger and misclassified as the target class. Thus, a defense method is considered

more successful if it leads to a lower ASR.

The second defensive purpose is to maintain high accuracy for the clean test

data. The original accuracy of our CIFAR-10 vanilla model over the clean test data

is 91.24% and the backdoor ASR is 98.1%. The MNIST model’s initial accuracy and

ASR are 98.92% and 100%, respectively.

3.4.2 Experimental Roadmap

This section provides an overview of the experiments in the forthcoming sections. In

Section 3.4.3, we analyze two DP algorithms, DP-SGD and PATE, by assessing the

impact of their privacy budget and other hyperparameters on the attack success rate.

It helps us clarify the underlying reason for their defensive power. At the same time,

we will show their resulting accuracy and attack success rate. We will repeat these

sets of experiments for Label-DP algorithms in Section 3.4.4. Then, in Section 3.4.5,

we compare all the DP and Label-DP algorithms in various circumstances to witness

which one is prominent and whether the outcome alters in a different situation.

3.4.3 DP against Backdoors

This section investigates DP-SGD and PATE, against backdoor attacks. For each

algorithm, we will evaluate their key hyperparameters (introduced in Table 3.1) on

CIFAR-10 dataset and show that some of them have a critical impact on the accuracy

and ASR. The results of the MNIST dataset are very similar. So to be concise, we
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Figure 3.2: Effectiveness of DP-SGD against backdoor attacks, w.r.t the
noise multiplier, clipping norm, and the optimizer. The solid lines on the
top figures show the accuracy, and the dashed lines show the percentage of attack
success rate (ASR). Higher noises can reduce the ASR, but it costs some accuracy
reduction as well (Left). Although clipping norms change the accuracy and ASR, this
change does not follow a straightforward pattern (Right). For both noise multiplier
and clipping norm, the type of optimizer impacts the results significantly.

skip their reports here but use them to conduct the experiments in the subsequent

sections.

DP-SGD vs. Backdoors

SGD is the dominant optimizer in practice paired with the DP-SGD algorithm, espe-

cially in defeating poisoning attacks [1, 11, 35, 36]. So we consider different optimizers

and learning rates to depict the sensitivity of DP-SGD performance to these factors:

RMSProp, SGD with a learning rate of 0.1, and SGD with a learning rate of 0.01.

Based on the size of the dataset, we set the DP-SGD algorithm as (ε, 10−5)-DP and
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report ε as the privacy budget [65].

Figures 3.2.a and 3.2.b show the impact of the noise multiplier by fixing the

clipping norm to 1.2 (typical for CIFAR-10). Interestingly, the rate of the accuracy

drop to the ASR drop differs for each optimizer. However, in general, the higher

noises reduce the accuracy and ASR simultaneously. It suggests that SGD can resist

the backdoor attacks more significantly by paying slightly more utility cost.

Figures 3.2.c and 3.2.d illustrate the impact of different clipping norms on the ac-

curacy (top) and ASR (bottom) using a fixed noise of 5.6. In contrast to RMSProp,

for SGD optimizers, the choice of learning rate makes two different patterns of ASR

w.r.t the clipping norm, which reveals how SGD training without an adaptive learning

rate can be affected by the norm of the gradients. So while the clipping norm signif-

icantly impacts the model utility and robustness, it is difficult to optimally adjust it

when the defender is agnostic to the attack specifications.

According to [12], the impact of the clipping norm on accuracy is not monotonic,

which is manifested as a non-monotonic pattern of accuracy and ASR in Figures 3.2.c

and 3.2.d. For the reason of the different pattern of ASR in the left side of Figure

3.2.d with SGD-0.01, we speculate that the small learning rate accompanied by a

high noise and small clipping norm can hardly learn the normal images’ manifold,

and instead it retains the repetitive and striking patterns of the backdoor triggers.

Conclusion (Q1): In our evaluations, DP-SGD was successful in mitigating the

impact of backdoor attacks. However noise multiplier, clipping norm and training

parameters determine the extent of this success. As a result, differences in these

parameters contribute to the varying results reported in previous studies on the ef-

fectiveness of DP-SGD as a defense mechanism.
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Figure 3.3: The impact of number of teachers, number of queries, threshold,
selection noise and result noise on the student model’s accuracy and ASR
from left to right and top to bottom, respectively). For figures (a) to (e), we
select the optimized value of the discussed metric (highlighted on x-axis) and use it in
the next figures. The blue lines represent ASR and the black lines are accuracy. The
flat lines are calculated on vanilla model. The number of public queries is bounded
to 10000 (b).

PATE vs. Backdoors

In this section, we evaluate the robustness of PATE against backdoor attacks and

the impact of different parameters including number of teachers, number of queries,

threshold, selection noise, and result noise. The result is shown in Figure 3.3. When-

ever noises or threshold are not evaluated, we fix their values equal to 0. In the case

of number of queries and number of teachers, the default values are fixed to 10000

and 200, respectively. For training PATE, we assume 1/5 (i.e. 10000 samples) of

the training data is publicly available for training the student model, and the rest is
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private. In the original PATE paper [63], the number of queries is set to as low as

1000. However by doing so, we naturally remove a large fraction of poisoned data and

make the comparison between different DP methods unfair. So we keep the default

number of queries 10000 and in the next sections to compare the models, we analyze

the impact of both noise and the number of queries on the PATE’s utility and privacy

budget.

Figures 3.3.a and 3.3.b show the number of teachers and the number of queries

impact the accuracy and ASR in opposite ways. A higher number of teachers means

fewer training data and lower accuracy for each teacher, hence less accurate consen-

sus from the aggregator. It also compromises the consensus on assigning the target

class to the backdoor samples and decreases the ASR, which aligns with the literature

finding that bagging can hinder the success of the backdoor attacks [8, 18, 38]. Fur-

thermore, in Figure 3.3.b, lower number of queries are associated with less training

data for the student model and fewer backdoors, hence lower accuracy and ASR.

Figure 3.3c illustrates that aggregation threshold is crucial in defeating backdoors

and has minimal impact on utility loss. This finding complements previous results to

use bagging against poisoning attacks. The threshold forces the aggregation process

to filter out uncertain data and backdoors, resulting in higher accuracy and lower

ASR in the student model. To the best of our knowledge, this factor has not been

considered in previous works as a major contributor to the effectiveness of bagging.

Figures 3.3.d and 3.3.e demonstrate the effect of selection noise and result noise

used in selecting and randomizing queries which form the basis of DP for PATE. We

found the same trends when one of the noises is fixed to a random positive value.

Based on these results, to defeat ASR we need a high result noise which leads to a

dropped accuracy. Since we fixed the number of queries and only varied the noise

values to control privacy, the privacy budget still remains as large as ε = 4 at a high

noise level of 175.
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Conclusion (Q1): PATE is very successful in defeating backdoor attacks. It

can be more successful than DP-SGD but it is highly sensitive to the algorithm

parameters. Result noise (σ2) and number of queries which are the most influential

parameters on the privacy budget (ε) decrease the ASR but they also cause a drastic

decrease in the accuracy at the same time. On the contrary, the best result is achieved

through tuning the threshold, although it cannot provide any DP by thresholding

alone.

3.4.4 Label DP against Backdoors

Label-DP add randomness only to the labels, and keep the feature space intact. Thus

it raises this concern that the impact of the Label-DP approaches can be limited

on the backdoor attacks in comparison to the regular DP approaches which adding

randomness to the input space. We will show that despite this fact, Label-DP methods

still can disentangle the association between the trigger patch in backdoor samples and

their associated wrong labels, hence mitigate the backdoor attacks. In this section,

we evaluate LP-2ST, and ALIBI as two Label-DP models. We investigate if their

randomness or other related parameters can help to mitigate the backdoor attacks.

To this end, Table 3.1 presents the various parameters involved in these algorithms.

LP-2ST vs. Backdoors

For each figure from left to right, we pick a parameter bold on the x-axis (which are

chosen randomly) and apply it for the experiments in the succeeding figure. For the

first two figures, we set ε = 1.

Figure 3.4.a demonstrates the effect of temperature with a random data split of

[80/20]. Compatible to [30], sparsifying the priors helps to improve the utility, but to

our surprise, it decreases ASR. We speculate the reason is that the backdoor still has

a touch of the base class. Thus the first round of LP-2ST predicts target and base
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Figure 3.4: The impact of temperature, data split between two stages and
epsilon on LP-2ST (from left to right). Epsilon, the factor of privacy-preserving
in LP-2ST, can drastically deteriorate the ASR with an acceptable utility cost (c).

classes as the backdoors’ top-2 classes. The sparsified prior shifts the probabilities

of these two classes far away from zero, so the algorithm selects the base class more

confidently.

In Figure 3.4.b the training data has been partitioned for two stages. [p1/p2] on

the x-axis indicates the percentage of the data in stage 1 and stage 2 of LP-2ST,

respectively. When 100% of data is allocated to the first stage, it means that we are

using LP-1ST with RR. There is not a clear pattern between ASR and data split.

But an LP-2ST model with more data in the first stage has more enhanced priors

and higher accuracy.

Figure 3.4.c compares different privacy budgets ε, which is the random factor of

the RR algorithm. Naturally, more randomness helps to decrease the ASR. Especially

the results for ε = 1 are impressive since it drops the ASR to less than 40%, while

the accuracy is still roughly 80%.

Conclusion (Q2): To our surprise, eventhough Label-DP only randomize the

labels, but it is still successful against backdoor attacks. In this success all parameters

are involved but noise has the major impact. LP-2ST vividly can mitigate the attack

but it is very important what ε is selected to obtain a reasonable accuracy-ASR

trade-off.
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Figure 3.5: Effectiveness of randomizing labels on reducing ASR in ALIBI.
The noise added to one-hot labels in ALIBI impacts both accuracy and ASR propor-
tionally.

ALIBI vs. Backdoors

According to Figure 3.5, ALIBI with higher noise drops both accuracy and ASR

proportionally. It can be justified by the fact that all the labels randomly change just

once at the beginning of the training.

Conclusion (Q2): On average, ALIBI can mitigate the effect of backdoor attacks

but with reduced utility costs.

3.4.5 Comparison of DP and Label-DP Methods

In this section, we compare all the DP and Label-DP algorithms to discover which

one and under what conditions are more successful.

Privacy Budget Analysis

The ϵ in DP and Label-DP serves two different goals. So we do not directly compare

the ϵ values of the two methods even though both can be reduced to label DP [30].

Instead, what we care is the trade-off between accuracy and ASR provided by varying

ϵ of the two methods. We pick the best parameters from the results in the previous

section to conduct the current experiment. The best parameters lead to high accuracy
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Figure 3.6: The impact of epsilon on DP and Label-DP methods using
CIFAR-10 (top) and MNIST dataset(bottom). For PATE, the impact of chang-
ing noises and the number of queries are investigated.

and a low ASR. Wherever there is a trade-off between accuracy and ASR, we prioritize

accuracy. For MNIST, we do not present those parameter selections due to the similar

outcomes.

Figures 3.6.a and 3.6.b compare the accuracy and ASR of the different methods

for CIFAR-10 with varying ϵ while 3.6.c shows the trade-off of accuracy and ASR of

different methods (the ideal case correspond to 100%accuracy and 0% ASR). PATE

can achieve different levels of privacy by varying two factors: 1) noises (lime green

plots), and 2) number of queries (orange plots). The first observation is that non-DP

PATE outperforms all other results and methods (the rightmost point of the lime

green plot). It indicates the power of bagging with a threshold against backdoor

attacks. LP-2ST for some ϵ values works well. For instance, ε = 1 has high accuracy
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(78%) and a significantly decreased ASR (39%). However DP-SGD gives the best

results when ε = 0.5. For ALIBI, both accuracy and ASR drop proportionally.

Figures 3.6.d, 3.6.e and 3.6.f show similar trends for MNIST. Figure 3.6.f combines

the results of the two other columns by directly comparing the accuracy and corre-

sponding ASR. The rectangular areas with the hatched pattern in the last column

consist of the most desired results with high accuracy and dropped ASR regardless

of their privacy budget. It includes different private algorithms, but mostly PATE,

which indicates the dominance of PATE.

Conclusion (Q2): The DP and Label-DP techniques effectively reduce the vul-

nerability of backdoor attacks, albeit at the cost of decreased accuracy. If the optimal

approach is determined by the accuracy-to-ASR ratio, then the superiority of each DP

or Label-DP model depends on the allocated privacy budget. Label-DP approaches

have this advantage that they do not need any extra information such as access to

a public dataset as PATE does. However since Label-DP only provides differential

privacy for labels, it is weaker than DP approaches in terms of achieving differential

privacy. Therefore, if we aim to achieve both privacy and robustness, Label-DP may

not be sufficient.

Attack Strength Analysis

We discussed the hyperparameters and the privacy budget of the algorithm as two

factors that impact the immunity of the DP approaches against backdoor attacks.

A third factor that should be considered when assessing the level of immunity is the

strength of the attack itself. So far, we have synthesized powerful attacks by poisoning

50% of the data with backdoors. However, in practice, the attacker conceals her

malicious activity by limiting the percentage of poisoned data introduced into the

pipeline. Therefore we change the percentage of the backdoors in the base class to

develop a range of more realistic and more powerful (but less realistic) attacks.
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Figure 3.7: The significant impact of poisoned data on DP-based defense
methods. The epsilon is fixed to 1 and then all the methods are compared by varying
the percentage of the training data that has been poisoned. The accuracy does not
show a drastic change (Left). However the ASR is very dependent on the number of
poisoned data (Right).

Figure 3.7 shows the accuracy and ASR w.r.t number of backdoors, when the

privacy budget for all DP algorithms has been fixed to ε = 1. We observe that

the accuracy does not drastically change w.r.t number of backdoors, yet the ASR

increases as the attack becomes more powerful. Looking at the pattern, we can see

that the DP algorithms almost entirely diffuse the attack when the percentage of

backdoors is sufficiently small. It should be noted that the low accuracy of PATE

is a result of controlling its privacy budget by adding noise, rather than limiting the

number of queries according to the reasoning we had in Section 3.4.3.

Conclusion (Q2): These results illustrate the effectiveness of DP-SGD, LP-2ST,

and ALIBI against more realistic backdoor attacks (with backdoor% ≤ 10). For such

attacks, the accuracy drops by 10%, and the attack achieves no success. This is

compatible with Equation 3.4 that shows that the attacker’s loss limit in DP models

is theoretically linked to the number of poisoned data.
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Table 3.6: Comparison of the highest accuracy and epsilon that DP methods can
achieve while ASR=0.

DP-SGD PATE ALIBI LP-2ST

Accuracy 88.67 85.02 89.53 79.9
Epsilon 2 inf 2 0.9
Time 140s 220 59s 58s

Accuracy-Privacy Trade-off

To see the accuracy when a perfect defense is desired (close to 0 ASR), we have

analyzed different privacy budgets for each DP method and found the greatest ε

where the ASR does not exceed 1%. This small ASR is achievable when the number

of backdoors is insignificant (we set it to 10%). By doing so, we achieve the least

randomness that leads to a successful defense. After removing the impact of the

attack, we can have a fair comparison of accuracy and training time.

Table 3.6 highlights the best values of accuracy, privacy budget, and training time

in each row. The previous findings indicate that a deterministic version of PATE,

with noise removed, is the most resilient against attacks. However, when the goal

is to simultaneously defend against backdoors and protect privacy, this result is not

favorable for PATE. DP-SGD and ALIBI, with the same privacy budget, can achieve

better accuracy than PATE.

Finally, with respect to training time, two Label-DP methods demonstrate a con-

siderable reduction in training time, surpassing other DP techniques. It is important

to note that this experiment was conducted on a CIFAR-10 fine-tuning task, where

training time is negligible. However, in more complex architectures with end-to-end

settings, time may become a bottleneck for PATE and DP-SGD. Please note that the

inference times are very similar since the model architecture is the same for all the

approaches.

Conclusion (Q2): When a perfect defense is desired, Label-DP methods offers

best efficiency and comparable or better accuracy trade-off to DP approaches.
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Figure 3.8: An overview of the training process of LP-2ST, ALIBI and DP-SGD using
ε = ∞ (upper) and ε = 1 (lower).

Training Process

In this section, we compare the training process of DP-SGD, LP-2ST, and ALIBI on

CIFAR-10. These comparisons are based on two privacy budgets ε = ∞ and ε = 1,

to provide an overview over the training process with and without randomness. For

LP-2ST, we only illustrate the training of the second and final stage of the algorithm.

In Figure 3.8, each column demonstrates a different method, and each row indi-

cates one of the privacy budgets. For all three differentially private methods, on the

first row, with ε = ∞, the loss of the backdoor samples drops below the clean loss

on early training epochs. It is the opposite for all three methods when ε = 1 on the

second row. For LP-2ST the backdoor loss does not converge to the clean loss and

remains higher. It is consistent with the results of LP-2ST at ε = 1 in Figure 3.4.c.

For ALIBI the clean and backdoor losses are changing very closely. It explains the

similar values for the ALIBI accuracy and ASR in Figure 3.5. DP-SGD can resist the

backdoor samples on early epochs. So one of the suggestions is to stop the training
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early to avoid backdoors to overfit.

Conclusion (Q2): During training, the model underfits or suppresses the back-

door samples which results in defusing the backdoors’ impact on the model. This

finding confirms the results of the previous sections.
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Chapter 4

Interpretation Attacks on

Interpretable Models with

Electronic Health Records

4.1 Problem Definition

The emergence of complex deep neural networks made it crucial to employ inter-

pretation methods for gaining insight into the rationale behind model predictions.

However, recent studies have revealed attacks on these interpretations, which aim to

deceive users and subvert the trustworthiness of the models. It is especially critical

in medical systems, where interpretations are essential in explaining outcomes. This

chapter presents the first interpretation attack on electronic health records (EHRs).

Prior attempts in image interpretation mainly utilized gradient-based methods. In

our research we use RETAIN medical interpretable model that uses attentions instead

of gradients. We show that our attack can attain success on EHR interpretations

using RETAIN. We introduce metrics compatible with EHR data to evaluate the

attack’s success. Moreover, our findings demonstrate that detection methods that
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have successfully identified conventional adversarial examples are ineffective against

our attack. We then propose a defense method utilizing auto-encoders to de-noise

the data and improve the interpretations’ robustness. Our results indicate that this

de-noising method outperforms the widely used defense method, SmoothGrad, which

is based on adding noise to the data.

4.2 Preliminaries and Related Work

4.2.1 Attacks on Images via Model’s Gradients

Machine learning algorithms, particularly deep neural networks, are widely used in

various real-world tasks. However, their inner workings are often seen as a black

box. Thus, interpretation methods are essential for explaining an algorithm’s output,

allowing users to understand how and why an algorithm arrived at a particular de-

cision. Especially in sensitive applications such as medicine, interpretations improve

the system’s reliability and enable the discovery of new biomarkers and important

features for future decision-making processes. For instance, Quellec et al. [68] use

heatmaps to identify local patterns and demonstrate which pixels in retinal fundus

photographs are involved in the early signs of retinal disease.

Post-hoc interpretability are a set of interpretation methods that seek to ex-

plain the predictions of models without relying on their underlying mechanisms [50].

Gradient-based approaches are commonly used in image classification to extract these

explanations [73, 78, 79]. They result in a saliency map that explains the output of

the model (usually a convolutional neural network (CNN)) by visualizing the areas of

the input image that contribute the most to the network’s output. However, saliency

maps are less common in Recurrent Neural Networks (RNN) since RNNs are typically

used for sequential data such as time-series.

Recent research has shown that these methods are vulnerable to interpretation
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attacks, where small perturbations deliberately crafted and added to input images

to distort the explanations [31]. Several techniques have been proposed to address

this issue, including adding randomness to the input called SmoothGrad [80, 96],

modification of the model architecture [21], or altering the training process using

regularization or integrated gradients [16, 22]. These approaches are highly dependent

on the architecture of image models and their gradients.

Although interpretation attacks resemble conventional adversarial attacks, which

aim to change the classification of an adversarial example [32], they have received

less attention due to the challenge of defending high-dimensional saliency maps and

the absence of a ground truth for interpretation. Due to the hardship of the inter-

pretations attack and the methods for their robustness and since they are based on

gradient approaches, they are mostly limited to images.

4.2.2 Attack on EHRs via Medical Attention-based Models

Sequential electronic health records (EHR) are crucial data sources in the medical

field, containing discrete data of patients’ vital values and lab values collected over

time and across hospital visits. Due to the importance of these data and their use in

many classification based predictive models, recent efforts have been made to enhance

the interpretability of models trained on EHR data.

Recent research in the medical field has focused on using the attention mechanism

to improve the interpretability and accuracy of predictions made using EHR data

[17, 19]. The attention mechanism is an approach used in machine learning models

that assigns a weight to each input feature, indicating its relative importance to the

model’s final decision. They generally use BERT models [49, 69, 74] or multi-layer

RNNs [44, 52, 53, 95] as the baseline to obtain the attentions.

Despite the prevalence of interpretation attacks in image classification, to the best

of our knowledge, no interpretation attacks have been studied targeting EHR-based
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models. Conducting interpretation attacks on EHR data presents significant chal-

lenges due to the unique characteristics of the data. Firstly, for building interpretable

models using EHR data, models are designed to produce predictions and interpre-

tations simultaneously. In contrast, image interpretations are mostly gradient-based

and created via post-hoc approaches. Thus, manipulating the EHR interpretations

can easily alter the patient phenotype, consequently affecting the predicted class.

Secondly, the structure of EHR data is vastly different from images. As a result,

the widely used L∞ norm based attacks in image domain are less meaningful in the

EHR domain since L∞ does not capture the distance between the sequential data

well (e.g., the temporal trends). Also, unlike images, EHR data consist of multiple

attributes, such as heart rate or temperature, whose values are sequential and time-

dependent. Therefore, moving across time and attributes significantly influences the

interpretations. Consequently, the criteria used for assessing the image interpreta-

tion’s robustness on previous works cannot be directly applied in the EHR domain.

4.3 Proposed Approach

In this section, after decribing the problem setting, we present our approach to the

interpretation attack on EHR data and elaborate the rationale behind each objec-

tive loss term. We then improve the attack by incorporating dynamic weighing to

penalize the attack optimization process and reduce the detectability by modifying

the penalty term. We propose new metrics as the current evaluation metrics are un-

suitable for EHR data. Finally, we explore methods for defending against the attack

and demonstrate that de-noising is more effective than the state-of-the-art method

for improving the robustness of interpretations.
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4.3.1 Problem Setting

EHR dataset is a set of clinical trajectories for patients where each trajectory is a

sequence of hospital or clinic visits, each visit corresponding to a set of attributes /

measurements. Given longitudinal EHR data from N patients, denote X(n) as the

clinical trajectory of patient n, which is characterized by a sequence of tn hospital

visits. Then X(n) can be formulated as

X(n) = [X1, X2, ..., Xtn ], (4.1)

where Xi ∈ Rd denotes the variables from d vital sign measurements and lab events

of the i-th visit made by patient n. Each xi,j shows j-th attribute in the i-th visit. In

the following, we omit the superscript (n) to reduce clutter. Given a neural network

model f : R(t,d) → Rc where c is the number of possible classes, we denote the

interpretation that is associated with the parameters of function f as Φf : R(t,d) →

R(t,d) in which every attribute in a specific visit gets a score that shows its importance

on the predicted outcome. Given a test input X, the class and explanations of this

input is determined by c∗ = argmaxc f(X) and ω = Φf (X), respectively.

The chosen model for this study is RETAIN, an EHR attention-based RNN model

proposed by [19], with the aim of demonstrating vulnerability as a proof of concept.

While there are more advanced attention-based models available, such as [49, 52,

69, 95], we recognize that they were not addressed in this chapter. Therefore, we

suggest that these alternative models be explored in future research to potentially

enhance the results. RETAIN can give interpretation on both visit (temporal point)

and attribute level without requiring to access to some extra meta data. In RETAIN,

the impact of each input xi,k on the final classification result is calculated using the
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two-level attention weights:

ωi,k = αiW (β ⊙Wemb[:, k]) xi,k, (4.2)

where αi is the attention weight on the i-th visit, βi is an attention weight vector

for all features xi, of the i-th visit, W is the output weight matrix, Wemb is the

weight matrix at the embedding layer, and ⊙ denotes element-wise multiplication.

ωi,k is the corresponding contribution to the input xi,k. Therefore, we can obtain the

contribution matrix ω using all ωi,k.

4.3.2 Interpretation Attack Formulation

Given a patient record X, the goal is to find a new perturbed record X̃ that is

similar to the original record X both in input space and class predictions but with

distorted interpretations. The attack can either be targeted, where we try to make

the interpretations of X̃ closer to a new explanation ω†, or untargeted, where we

attempt to change the interpretations to be far from those of X. Here we aim for a

targeted attack and formulate the interpretation adversarial attack as below:

min
X̃

α · ∥Φf (X̃)− ω†∥ + γ · ∥X̃ −X∥1 +

β · (max{Logit(X̃)i : i ̸= c∗} − Logit(X̃)c∗)
+

(4.3)

where (r)+ represents max(r, 0), Logit is the outcome of the neural network before

the Softmax layer and X̃ is the adversarial example resulting in misleading interpre-

tations. α, β and γ are the coefficients to balance the impact of the loss function

terms. We will discuss each term one by one:

1. Interpretation Loss: The first term ensures that the interpretations of X̃

resemble the targeted interpretation ω†. This attack can be reformulated as an

untargeted attack by replacing the current term with −∥Φf (X̃) − Φf (X)∥. In
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the case of the targeted attack, ω† can come from another set of interpretations

with different but still realistic phenotypes, such as the interpretations of a

randomly-selected patient, or patients’ average interpretations of a different

class than the X’s class c∗. Since this leads to a more realistic scenario we

proceed with targeted attacks.

2. Perturbation Loss: To keep the adversarial perturbations small, we regularize

the perturbations using L1 norm rather than renowned L2-norm or L∞-norm

attacks. L1 norm for adversarial attacks on EHR data are more meaningful

for several reasons: First, EHR data are sparse, where many of the values

are either zero or imputed and hence do not carry much information. Second,

unlike images, different medical attributes carry different influences and weights

on the output. Consequently, L1 norm is suitable to meet both sparsity and

heterogeneity of the EHR data [3, 83].

3. Classification Loss: Our interpretation method is non-post-hoc, so the predic-

tions are highly tied to the interpretations. Thus we need a powerful function to

keep the class of X̃ unchanged. We employ this function for that purpose since

it can be well optimized for manipulating the class predictions, especially for

non-linear objective f(x̃) = c∗ [13]. We start with this term and in Section 4.3.4

will show that it can be improved so that the output space Logit(X̃) resembles

Logit(X) and hence helps the adversarial example remain undetectable.

4.3.3 Optimization with Dynamic Penalty

Equation 4.2 denotes how the parameters of the model, including weights and attri-

butions, are directly involved in the explanations of the input. We observed that in

some cases, the objective to change in interpretations might lead to a different class

label. Given that the interpretation attack is conducted using a gradient descent
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Figure 4.1: Interpretations of a patient’s EHR data for six attributes (RR,
HR, K, SBP, DBP, Temp) with heart failure at the final time-stamp.
Interpretations of different attributes can be compared with each other in each specific
time stamp. Also each attribute separately can be explored for its changes across
time. The interpretations for EHR data generally gain more importance as the time
of disease onset approaches.

algorithm, we use dynamic penalty for the interpretation and classification loss terms

for preventing the prediction change.

Concretely, it involves adjusting the coefficient in Equation 4.3 to prioritize the

objective of keeping the prediction label unchanged, i.e., incur a higher penalty when-

ever encountering a label change in any iteration. We can achieve this by decreasing

α and increasing β by a factor (e.g. the factor is set to 2 in our implementation) until

the original class label is attained. We can then continue using these coefficients for a

few more steps to move away from the class boundaries. If this penalization process

continues without successfully restoring the original class, the algorithm is considered

to have failed. Algorithm 1 outlines the different components of the attack.

4.3.4 Minimizing Detectability

To carry out a stealthy attack, two aspects must be considered. The first is to keep

the perturbations in the input space minimum, while the second is to maintain the

integrity of the output space which includes the final class predictions and their asso-

ciated logits. The reason is that many state-of-the-art defense methods for adversarial

examples check changes both in the input feature space and the output logits space
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Algorithm 1: Interpretation Attack on EHR

Function : MINIMIZE-ATTACK-LOSS(.) : returns X and the

corresponding Y by minimizing Eq. 4.3

Input : initial clean sample (Xclean, Yclean), initial coefficients (αinit, βinit) in

Eq. 4.3, number of iterations T, the maximum possible β value

βtreshold and the number of extra steps for penalizing stepsextra

Initialize : α, β = αinit, βinit

X0, Y0 = Xclean, Yclean

1 for t ∈ {1, ..., T} do

2 Xt, Yt = MINIMIZE-ATTACK-LOSS(Xt−1,α,β)

3 if Yt ̸= Yclean then // Dynamically penalize the optimization

4 while Yt ̸= Yclean do

5 α, β = α/2, β × 2

6 Xt, Yt = MINIMIZE-ATTACK-LOSS(Xt,α,β)

7 if β > βthreshold then return Attack-failure;

8 end

9 for se ∈ {1, ..., stepsextra} do

10 Xt, Yt = MINIMIZE-ATTACK-LOSS(Xt,α,β)

11 end

12 α, β = αinit, βinit

13 end

14 end

15 Return Xi from {X1, ..., XT} with Yi = Yclean and its interpretations have the

least distance to the target interpretations (i.e. min ∥Φf (Xi)− ω†∥)
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[58, 87]. So in order to minimize the detectability, it is necessary to ensure that the

logits do not change drastically during the attack. We observed that as we repeatedly

apply and remove the penalty according to algorithm 1, it causes the output space of

the adversarial example to oscillate near the classfication boundaries. Consequently,

while the final label is the same as the original class, the logits do not resemble the

original logits, nor does the confidence level of the adversarial prediction. This dif-

ference in logits, which we will refer to as output space, can be used to detect the

attack.

To address this issue, we propose enhancing (4.3) by replacing the classifica-

tion loss with two different alternatives; first we use the Kullback-Leibler diver-

gence to directly compare the distribution of the original sample and adversarial

example logits and by doing so keep them similar. We denote this divergence by

KL(Logit(X)||Logit(X̃)) (KL attack). Second, similar to the idea of C&W conven-

tional adversarial attacks [13], we use max(max{Logit(X̃)i : i ̸= c∗}−Logit(X̃)c∗ ,−κ)

where κ is a positive adjustable value and maintains a margin between the predicted

logit and the second largest logit value to ensure high confidence in the predicted

class (Confident attack parameterized by κ). Since the classifier is trained based

on the clean examples’ manifold, it can classify them with high confidence. So by

ensuring high confident predictions for the adversarial examples, we can keep their

logits similar to their original counterparts.

4.3.5 Metrics for Evaluation

For conventional adversarial examples, attack success rate (ASR) is measured as

percentage of examples with flipped class labels. However, interpretation attacks aim

to alter the multi-dimensional interpretation vector, making it difficult to establish

a clear binary metric for measuring the success of the attack. In the subsequent

discussion, we will outline two particular aspects of EHR data that must be taken
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into account when defining evaluation metrics.

In many application of EHR data, the interpretations may carry either positive

or negative connotations, each with its unique significance. For example, when pre-

dicting the likelihood of a specific disease, the use of a particular medication may

negatively affect the prognosis and decrease the chance of disease onset. For a clini-

cian, the classifier’s explanation of such a drug is no less important than the factors

that indicate positive interpretations towards the prediction.

Another characteristic of EHR data is the heterogeneity and time sensitivity. Un-

like pixels in images, the diverse attributes in EHR data hold distinct meanings, and

clinician’s interpretation may differ for each attribute. Additionally, the value of

interpretations for clinicians is affected by the timing of attribute collection. Clini-

cians attach more significance to the data points that are closer to the disease onset.

Figure 4.1 displays interpretations of some attributes calculated by RETAIN for pre-

dicting heart failure in a patient. Given these factors, we propose three metrics to

evaluate the sucess of the interpretation attack, which consider the connotations of

the interpretations, the attribute-level heterogeneity, and the visit-level time aware-

ness.

Signed top-K intersection: According to Ghorbani et al. [31], in many cases,

when interpreting a model, the explanations of the most important features are often

of interest. In a gradient-based saliency map, the top-K features are determined by

their magnitudes. Here we involve the connotation of the interpretations and assess

the success of the attack by comparing the proportion of top-K features with consis-

tent signs before and after the attack. So if A = {a1, ..., ak} and B = {b1, ..., bk} are

the sets of the K largest absolute-value dimensions of Φ(X̃) and Φ(X) respectively,

and C = A ∩B, then we have

topK = | {ci ∈ C : Φ(X̃)ci ∗ Φ(X)ci > 0} |. (4.4)
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Asymmetrical signed top-K intersection: Since the EHR is sequential and time-

sensitive, the importance of different attributes are comparable separately in each

timestamp that they are collected. To reflect that, we suggest a new metric that

measures the top-K salient features in corresponding multivariate time series at each

time point and then aggregate them.

Also, we assign weight ϕi to each time to better attain the perspectives of clinicians

who may place greater emphasis on certain times. These weights can be achieved by

background knowledge (e.g., higher weight on certain time points before the disease

onset) or approximated by how the interpretable model weight different times, e.g., by

taking 100 random samples from the clean data and summing up their interpretation

values of all attributes at any given time. The resulting values are averaged over all

samples to derive the weight that should be assigned to that specific time. For time

ti ∈ {1, . . . , t}, we denote Ati = {atij }kj=1 and Bti = {btij }kj=1 the sets of the K largest

absolute-value dimensions of Φ(X̃ti) and Φ(Xti), respectively, and their intersectino

as Cti = Ati ∩Bti .

topK asym =
t∑

i=1

ϕi ∗ topK(Ci). (4.5)

Wasserstein distance: The Wasserstein distance measures the cost of moving a

variable mass and is well-suited for comparing changes in time series. Its ability to

capture perturbations has made it increasingly popular in the context of adversarial

examples. We use the Wasserstein distance to measure the changes of contribution by

each attribute as time series - since the modality of data is different across different

attributes as discussed before. The resulting distances are then summed to obtain

the final Wasserstein distance. Given attribute index dj ∈ [d], we denote X
dj
[t] as the

sequential values of a specific attribute, and Wass as the Wasserstein distance. Then,
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we calculate the final distance as:

Wass dist =
d∑

j=1

W1(Φ(X̃
j
[t]),Φ(X

j
[t])). (4.6)

where W1 denotes 1-Wasserstein distance for one dimensional data.

To make Equations 4.4, 4.5 and 4.6 consistent to our targeted attack, we calculate

these relative metrics:

topKtargeted = topK(Φ(X̃i), ω
†
i )/topK(Φ(X̃i),Φ(Xi)); (4.7)

topK asymtargeted = topK asym(Φ(X̃i), ω
†
i )/topK asym(Φ(X̃i),Φ(Xi)); (4.8)

Wass disttargeted = Wass dist(Φ(X̃i), ω
†
i )/Wass dist(Φ(X̃i),Φ(Xi)). (4.9)

These three new metrics not only measure how the adversarial interpretations are

distant from the original ones, but also reflect how they resemble the target inter-

pretations ω†. The attacks with larger topKtargeted and topK asymtargeted, and with

smaller Wass disttargeted are more powerful. From now on, when we mention these

metrics, we are specifically referring to their targeted version.

4.3.6 Robustness

To provide robustness, we propose using an RNN-based auto-encoder to de-noise the

data and recover the original information. A typical auto-encoder comprises an en-

coder that compresses the data (X) into a smaller intermediate representation and

a decoder that attempts to reconstruct the data (X ′) from those embeddings. Since

temporal EHR data constitutes multivariate time series data, it is essential to con-

struct a recurrent auto-encoder framework capable of capturing temporal and feature

correlations. These auto-encoders utilize RNNs, such as stacked LSTM networks, as

both their encoder and decoder (refer to Figure 4.2).
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Figure 4.2: Structure of RNN auto-encoders.

As the encoder and decoder process the data, the output becomes de-noised. We

train the auto-encoder on clean data so it learns the normal manifold. Hence, at

inference time, it can remove the noise that caused the input data to become far from

this manifold. As a result, the reconstruction error for rebuilding X ′ from X is high

when X is an adversarial example compared to a clean normal sample. This aspect

of auto-encoders previously was used to detect outliers. However, here we use the

de-noised output of auto-encoders to defend against interpretation attacks. To do so,

we utilize the interpretations of the decoder’s output (Φf (X
′)) instead of those of the

input (Φf (X)). Our results show that this approach leads to robust interpretations.

There are two reasons for this. Firstly, the EHR attack perturbations are sparse

and have a greater magnitude wherever the features have notable interpretations.

Therefore, the de-noiser can restore the original interpretations by reducing the large

sparse perturbations on the salient features. Secondly, interpretation attacks dif-

fer from traditional adversarial examples in that they aim to modify smoothly dis-

tributed, high-dimensional interpretations, especially in EHR data. Once the de-

noiser eliminates sudden, sparse perturbations, the interpretations can be regained

by relying on the information present in the surrounding neighborhood.

We compare our method with SmoothGrad, a known and strong defense against

interpretation attacks [80]. Although the attack in our case is gradient-free, the idea

of SmoothGrad is still applicable. It involves adding noise to the data multiple times
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(usually 10 to 50) and averaging their contributions. However, this method is neither

computationally efficient nor effectively provides robustness against EHR attacks.

4.4 Experiments

In this section, we will address these questions: 1) What is the effectiveness of the

attack in altering the interpretations while maintaining the classification outcomes 2)

Can existing defense methods against adversarial examples detect the interpretation

attack? 3) How does the proposed de-noiser approach help with the robustness?

4.4.1 Experimental Setup

Dataset

The MIMIC-III dataset is a collection of electronic health records from thousands

of patients in intensive care units. We use a dataset that was processed by [83] for

the binary task of mortality prediction, resulting in 3177 positive samples and 30344

negative samples, each comprising 19 attributes across 48 timestamps. These features

include vital signs and lab events such as heart rate, temperature, Creatinine, and

Glucose, among others. Missing features were filled using the average value across

all timestamps, and outliers were removed and imputed according to interquartile

range criteria. Finally, each sequence was truncated or padded to 48 hours, and each

feature was normalized using min-max normalization. The classification task is the

binary task of predicting heart failure. We use 80% of the data for training and the

rest for testing.

Model Architecture and Parameters

Adversarial examples were generated using RETAIN [19], which includes an embed-

ding layer of size 128 and two GRU layers with 128 hidden units. Table 4.1 shows
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Table 4.1: RETAIN’s performance on the clean test set.

AUROC AUPR F1 Score Accuracy
0.92 0.73 0.57 0.86

the model performance on clean unperturbed test data. We evaluate the detectabil-

ity of the interpretation attack using RADAR [87]. It is a robust detection method,

specifically developed for traditional EHR adversarial examples where the objective

is to change the class. This detector identifies adversarial examples through both

changes in input space and also output space relative to the normal manifold, making

it well-suited for our purposes. Finally to enhance the data robustness, we de-noised

data by the same auto-encoder architecture suggested in [87].

4.4.2 Attack Performance

Comparison of Attacks

We evaluate the attack performance based on three different metrics introduced in

Section 4.3.5. We compare the original attack 4.3 with two alternatives, the KL

attack and the Confident attack, proposed in Section 4.3.4. In our experiments with

the Confident attack, we set κ = 0.8, as it provides a high level of undetectability.

Our comparison is based on different values of the coefficient γ in Equation 4.3, which

constrains the perturbation size. The higher the value of γ, the more restricted the

attack is in terms of its distance from the original sample. Since the parameters α

and β are dynamically ajusted by algorithm 1, we simply select their initial values as

1.

Figure 4.3 illustrates the results based on the three metrics (4.7, 4.8, 4.9) from left

to right, respectively. The hatched area in each figure demonstrates the most desirable

results. For Figures 4.3.a and b, a ratio of over 1 implies that the interpretations are

more similar to the targeted interpretations than the original ones, and the larger the
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Figure 4.3: The comparison of three interpretation attacks, which differ
in their penalty term, shown using three metrics. The desirable results are
located in the hatched area. A lower perturbation achieved by a smaller γ leads to
better attack success, but may also result in a higher detection rate.

ratio, the better. Conversely, in Figure 4.3.c, the opposite is true, as this measurement

employs a distance metric rather than the intersection of salient features. Although

the attacks are very similar, in the next section, we will show the main difference lies

in the stealthiness of each of these attacks.

Selection of K

Figure 4.4 demonstrates that how the selection of K in top-K metrics (4.7 and 4.8)

impacts our evaluation of the attack’s success when γ = 0. In metric 4.4 since K is

calculated in each time and over a lower dimension than the entire EHR data, we set

the value of K to a lower number than in metric 4.8. As expected, the value of K

affects the degree of overlap between interpretations before and after attack.

Figure 4.4.c shows the average perturbations of all the adversarial examples when

γ is zero and there is no constraint on the input space. The perturbations are con-

centrated on the latest time-stamps which hold the most significant interpretations

in the model and clinical environments. Therefore, selecting a large K does not yield

significant interpretations, particularly since many interpretations that are distant
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Figure 4.4: The comparison of different values of K in two metrics, top-
K (a) and asymmetrical top-K (b). The concentration of perturbations on the
latest time-stamps (c) confirms that small values of K are sufficient for evaluation.

from these timestamps have close to zero. Consequently, considering large K results

in overlapping interpretations that do not offer meaningful insights into the attack’s

success.

4.4.3 Attack Detectability

Figure 4.5 illustrates an example before and after the attack and their difference for

the confident attack with γ = 0.5. The attack causes sparse but strong perturbations,

which lead the interpretations to shift from the original to the target interpretations.

As previously discussed, the low number of perturbations and their sparsity make

them undetectable in EHR data. By decreasing γ, the magnitude and density of the

perturbations become more flexible.

Figure 4.6 illustrates the interpretations of the original sample and its adversarial

counterpart from Figure 4.5 as well as the target interpretations across the latest

timestamps for six attributes. It reveals that the sparse perturbation attack caused

the adversarial interpretations to deviate from their original values and align more

closely with the target interpretations.

We evaluated RADAR to demonstrate whether our proposed interpretation at-
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Figure 4.5: An example before (a), and after attack with γ=5 (b), and its additive
perturbation (c).

Figure 4.6: Comparison of Adversarial, original and target contributions (interpreta-
tions) of six attributes over time.

tacks can be detected by existing defense methods against conventional adversarial

examples. RADAR exhibits a 100% detection rate for conventional adversarial exam-

ples on RETAIN. Our results shows the detection rate on our interpretation attack

is in general low, compared to the high detection rate for adversarial examples by

RADAR.

Figure 4.7 presents the detection percentage of different attacks by RADAR. As γ

increases, the perturbations become smaller, resulting in a decrease in the detection

rate in input space. Additionally, considering the detection in output space,, when

γ is small, the adversarial example has more flexibility during optimization, allowing
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Figure 4.7: The detection results of RADAR on the input and output spaces
of various attacks. Although the objective of interpretation attacks is more complex
than conventional prediction attacks, detecting such attacks on EHR interpretations
is more difficult.

it to approach the classification decision boundary more closely and activate the

penalty process in algorithm 1 more frequently. In Section 4.3.4, we discussed how

KL and confident attacks better maintain similarity between the original and output

space in such cases. However, for larger values of γ, the original attack is less likely to

trigger the penalty process and remains more stealthy than the KL attack. Generally,

the confident attack keeps the output space less detectable and maintains a greater

distance from the class boundary. Note that RADAR exhibits a 100% detection rate

for conventional adversarial examples on RETAIN.

4.4.4 Robustness

In this section, we employ a robustness method by passing both the original and

adversarial examples through the auto-encoder and comparing the interpretations of

the corresponding outputs. We repeat this comparison for both the results of the

attack itself and for the SmoothGrad method. We select the confident attack with

κ = 0.8 and γ = 0.5 as the representative of successful attacks with reasonably high

success rate and low detection rate. For SmoothGrad, the best results are reported

based on selecting a noise level of 0.1 and calculating the average over 50 samples,
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Figure 4.8: Robustness of de-noising method vs. SmoothGrad based on
three metrics. All figures show the de-noising method outperforms SmoothGrad.

which is consistent with the result of the main paper [80].

Figure 4.8 displays a comparison of the median and quartile charts of the attack

versus the robustness achieved through the de-noising method and SmoothGrad for

100 samples. Smaller values for top-K and asymmetric top-K indicate better robust-

ness, whereas higher values for Wasserstein distance indicate better robustness. As

depicted in the figure, the de-noising method outperforms SmoothGrad in all metrics.
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Chapter 5

Conclusion

This dissertation addresses the critical concern of data security in machine learning.

The research proposes approaches to enhance the robustness of machine learning

models against malicious attacks that manipulate training data and defending against

poisoning and backdoor attacks. Additionally, the dissertation suggests a defense

strategy aginst interpretation attacks for EHR. Overall, the research contributes to

the development of more reliable and trustworthy machine learning systems, with

implications for a range of applications. The results of the research demonstrate

promising outcomes in providing data security.

5.1 Summary

Chapter 2 utilized auto-encoders to defend against various types of poisoning attacks

for the first time. We proposed CAE, a two-component auto-encoder that enjoys an

auxiliary classification layer to boost detection performance. We enhanced the struc-

ture of CAE by introducing CAE+. The enhanced version is a joint auto-encoder

detector that has a high robustness against contaminated data. Experiments demon-

strated the detection power of CAE+ against diverse poisoning attacks including

optimal, semi-optimal and label-flipping attacks and showed that it surpasses the
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state-of-the-art distance-based outlier detector and Magnet detector. In all these

cases, CAE+ is trained on a dataset that is corrupted with a high rate of poisoned

data and still preserved its performance.

Chapter 3 posed important questions regarding the ability of DP to provide ro-

bustness against backdoor attacks in practice. In addition to DP-SGD, we explored

the other commonly used DP algorithm (PATE) and two Label-DP algorithms (LP-

2ST and ALIBI) for the first time for this purpose. We have several main findings.

First, the noise and randomness added to the private models can indeed decrease the

attack success rate of the backdoors, but at the cost of utility drop for clean input.

In a nutshell, a model trained with privacy guarantee have inherent benefit in robust-

ness against backdoor attacks. This statement holds for all four methods mentioned

above. A somewhat unexpected outcome is that PATE delivers the best results, even

without the use of noise (without DP guarantee).

Second, contrary to the claims of some previous studies, DP-SGD provides good

resistance against backdoors while keeping the accuracy relatively high. We also

observed the same phenomenon for Label-DP algorithms. The accuracy-ASR trade-

off is diverse among the DP and Label-DP methods we analyzed. One model may

outperform the others depending on the privacy budget, algorithm parameters, and

attack specifications. Therefore it is possible to use DP models as defense strategies.

A proper selection of the above mentioned factors can adequately balance the accuracy

and ASR. This work was an empirical study on two benchmark datasets, MNIST and

CIFAR-10. It offered new empirical understandings of the connection between DP

and backdoor attacks in relation with existing theoretical understandings.

Chapter 4 was the first study to develop and adapt interpretation attacks for EHR

data. We investigated various aspects of EHR data, including their heterogeneity and

sparsity, as well as attribution-based models that are designed specifically for EHR

data. Using this knowledge, we expanded the interpretation attack on EHR data by
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testing various loss functions and evaluating the attack using customized metrics that

address EHR specifications. Our results show that with a good choice of loss function,

2/3 of the data can evade the detector RADAR, which is capable of detecting 100%

of conventional adversarial examples. To counteract the attack, we suggested using

a de-noiser and demonstrated that it successfully made the attacked interpretation

closer to its clean counterpart, with a 0.4 improvement in the top-K measurement

compared to SmoothGrad.

5.2 Future Work

While these chapters propose effective defense methods against specific types of at-

tacks, future research could focus on developing more general defense strategies that

are effective against multiple types of attacks (e.g. both training-time attacks and

test-time attacks). This could involve investigating the underlying causes of vul-

nerability to different types of attacks and developing methods that address these

underlying vulnerabilities.

Another area of future work could be to investigate the interaction between dif-

ferent types of attacks and defenses. For example, it would be interesting to explore

whether using a combination of different [proactive and reactive] defense methods can

provide better overall protection against attacks than using a single defense method.

Also, we can further generalize the proposed defense strategies by exploring their

effectiveness on other models and datasets. For example, in the case of EHR in-

terpretation attacks, it is beneficial to investigate the effectiveness of the proposed

defense methods on a wider range of interpretable models. Similarly, in the case of

poisoning attacks, investigating the effectiveness of the proposed defense methods on

non-convex models could provide valuable insights.

By addressing these future research directions, we can continue to improve the
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robustness and security of machine learning models in the face of evolving attack

methods.
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Lupu. Regularisation can mitigate poisoning attacks: A novel analysis based

on multiobjective bilevel optimisation. arXiv preprint arXiv:2003.00040, 2020.

[15] Jian Chen, Xuxin Zhang, Rui Zhang, Chen Wang, and Ling Liu. De-pois: An

attack-agnostic defense against data poisoning attacks. IEEE Transactions on

Information Forensics and Security, 16:3412–3425, 2021.

[16] Jiefeng Chen, Xi Wu, Vaibhav Rastogi, Yingyu Liang, and Somesh Jha. Robust

attribution regularization. Advances in Neural Information Processing Systems,

32, 2019.

[17] Peipei Chen, Wei Dong, Jinliang Wang, Xudong Lu, Uzay Kaymak, and

Zhengxing Huang. Interpretable clinical prediction via attention-based neural

network. BMC Medical Informatics and Decision Making, 20(3):1–9, 2020.

[18] Ruoxin Chen, Zenan Li, Jie Li, Junchi Yan, and Chentao Wu. On collective

robustness of bagging against data poisoning. In International Conference on

Machine Learning, pages 3299–3319. PMLR, 2022.

[19] Edward Choi, Mohammad Taha Bahadori, Jimeng Sun, Joshua Kulas, Andy

Schuetz, and Walter Stewart. Retain: An interpretable predictive model for

healthcare using reverse time attention mechanism. Advances in neural infor-

mation processing systems, 29, 2016.

[20] Jeremy Cohen, Elan Rosenfeld, and Zico Kolter. Certified adversarial robustness

via randomized smoothing. In International Conference on Machine Learning,

pages 1310–1320. PMLR, 2019.

[21] Ann-Kathrin Dombrowski, Maximillian Alber, Christopher Anders, Marcel

Ackermann, Klaus-Robert Müller, and Pan Kessel. Explanations can be ma-



87

nipulated and geometry is to blame. Advances in neural information processing

systems, 32, 2019.

[22] Ann-Kathrin Dombrowski, Christopher J Anders, Klaus-Robert Müller, and

Pan Kessel. Towards robust explanations for deep neural networks. Pattern

Recognition, 121:108194, 2022.

[23] Min Du, Ruoxi Jia, and Dawn Song. Robust anomaly detection and backdoor

attack detection via differential privacy. In ICLR 2020, 2020.

[24] C. Dwork. Differential privacy. volume 2006, pages 1–12. ICALP, 2006. URL

https://link.springer.com/chapter/10.1007/11787006 1.

[25] Cynthia Dwork, Krishnaram Kenthapadi, Frank McSherry, Ilya Mironov, and

Moni Naor. Our data, ourselves: Privacy via distributed noise generation. In

Annual international conference on the theory and applications of cryptographic

techniques, pages 486–503. Springer, 2006.

[26] Cynthia Dwork, Frank McSherry, Kobbi Nissim, and Adam Smith. Calibrating

noise to sensitivity in private data analysis. In Theory of cryptography confer-

ence, pages 265–284. Springer, 2006.

[27] Enrique Estellés-Arolas and Fernando González-Ladrón-de Guevara. Towards
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