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Abstract 

 
Impact of Predictive Ability on Identifying Higher-Risk Population for  

Common Diseases in Polygenic Risk Prediction 

By Qi Zhang 
 
 

Objective: Polygenic risk scores can identify individuals with increased risk for common diseases. 
However, the magnitude of increased risk is unclear for different predictive ability, which is assessed 
by the area under the receiver operating characteristic curve (AUC). Sensitivity, specificity, PPV, NPV 
and reclassification measures can reflect predictive performance from various aspects. We aimed to 
investigate how the magnitude of increased risk for higher-risk group and the above parameters for 
predictive performance will vary by increasing the AUC. 
 
Methods: We simulated hypothetical risk data with genetic variants and disease status for 100,000 
individuals and constructed risk prediction models with the AUC ranging from 0.60 to 0.80. Predicted 
risks were calculated from Bayes’ theorem and logistic regression. We first replicated the findings in 
the study of Khera et al., then examined odds ratio (OR) for higher-risk group, sensitivity, specificity, 
PPV and NPV when AUC improved against different cut-offs that can define higher-risk group. We also 
explored the relationship between reclassification measures (IDI, percentage of total reclassification, 
NRI and reclassification improvement of cases and non-cases) and increment of AUC (∆AUC). 
 
Results: OR of the higher-risk population (versus the remainder) increased with improving AUC at an 
increasing rate for a fixed risk threshold; sensitivity and PPV increased with increasing AUC, but 
specificity and NPV remained almost constant when AUC improved. IDI, percentage of total 
reclassification and NRI increased with increasing ∆AUC; the reclassification improvement was higher 
for cases than for non-cases at the same ∆AUC. 
 
Conclusions: We can identify the higher-risk population with increased OR for common diseases across 
risk thresholds compared with the remainder when the predictive ability of genetic risk model improves. 
The sensitivity and PPV increase with improving AUC, and this influence varies across different risk 
thresholds. Reclassification measures favorably increase when the ∆AUC improves, which is achieved 
mainly by improving the reclassification of individuals with events. 
 
Keywords: Area under curve; Polygenic risk; Reclassification; Prediction 
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Introduction 

Identifying individuals with higher genetic risks can predict multifactorial diseases and initiate 

screening or presymptomatic diagnosis. This could play a key role in prevention and treatment of 

common complex disorders and even facilitate the development of personalized medicine (1). 

Polygenic risk scores (PRS) are calculated from genetic risk models using multiple single-

nucleotide polymorphisms (SNPs) that are proven to be associated with specific disease among 

genome-wide association studies (GWAS) (2-4). It is expected that higher-risk individuals for 

common diseases could be identified using PRS. However, currently only modest predictive 

performance was indicated for most genetic risk models in empirical studies (5, 6). The predictive 

ability of genetic risk models can be improved by adding more SNPs to polygenic profiling for 

common diseases (7). It has long time been debated about whether it is possible that polygenic 

scores, based on multiple genes, can be applied to the identification of individuals at meaningfully 

high risk in clinical practice. Some maintain that the application of polygenic risk prediction is 

limited in the stratification of multifactorial disease risk for individuals because each SNP conveys 

only a weak effect and substantial environmental factors also affect the disease risk, although many 

genetic variants are included. Whereas, others believe that most common diseases involve a large 

number of common SNPs of low risk rather than rare monogenic mutation, and the accumulated 

polygenic effects can predict the disease risk based on the susceptibility from polygenic inheritance 

(8-10). 

 

Using the genotype data from UK Biobank cohort, Khera et al. (11) reported that individuals with 

more than three-fold increased disease risk were identified using genome-wide polygenic scores 

for five common diseases (coronary artery disease, atrial fibrillation, type 2 diabetes, inflammatory 

bowel disease, and breast cancer) at top 8.0, 6.1, 3.5, 3.2, and 1.5% of the population in the risk 

distribution respectively, which seems comparable to the increased risk from rare monogenic 

mutations. The findings of Khera et al. (11) triggers discussion on the possibility of identifying 

individuals at higher risk of developing complex diseases on the basis of predictive ability of 
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polygenetic risk models. Whether using multiple genetic variants as predictors can identify 

individuals at clinically meaningfully higher risk remains to be determined and requires more 

evidence. 

 

The area under the receiver operating characteristic (ROC) curve (AUC, or the c-statistic) is usually 

used to assess the predictive ability of risk models. AUC reflects discriminative accuracy between 

people who will develop diseases and those who will not (12). Apart from AUC, sensitivity, 

specificity, positive predictive value (PPV) and negative predictive value (NPV) are a group of 

indicators evaluating the discriminative ability of risk models. The improvement of prediction 

model is commonly evaluated using the increase in AUC (∆AUC), which could be resulting from 

inputting more meaningful risk factors. ∆AUC was blamed for being insensitive to detecting 

improvement in risk prediction, achieved by adding risk factors(13, 14). Recently, Marten et al. (15) 

illustrated that there was “insensitivity” of ∆AUC only when the baseline model was at a high level 

of AUC. They explained that AUC, as a rank-order test, evaluates the discriminative ability of risk 

models by comparing the predicted average ranks for cases and non-cases, and the ranking might 

not or only slightly be impacted if cases have higher predicted risk or non-cases have lower 

predicted risks since the discrimination of average ranks is already excellent at higher baseline 

AUC. 

 

Reclassification measures are gaining more attention in the studies of polygenic risk prediction and 

reflect clinical utility of risk models (7). When new risk factors are added to the initial prediction 

model, predicted risks are updated for each individual. Individuals are reassigned to a risk category 

based on the comparison of predicted risks and risk cutoff thresholds, and it affects clinical 

decisions when the risk category of an individual is changed compared with the initial risk model. 

The proportion of individuals that are assigned to a different risk category is referred to as the 

percentage of reclassification (7). Not all individuals are reclassified correctly, and thus alternative 

measures were developed, such as percentages of correct reclassification, net reclassification 
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improvement (NRI), and integrated discrimination improvement (IDI) (16). Reclassification 

measures after adding more new SNPs to risk model reveals the change of risk categories, which 

helps explain what happened behind the increased magnitude of risk for higher risk group compared 

with the reference group at the population level. From the perspective of clinical utility, 

reclassification measures quantify the effects of the updated prediction model on clinical decisions. 

The reclassification measures against the improvement in predictive ability of prediction models 

remains to be investigated. 

 

Identifying higher-risk individuals also depends on risk cutoff thresholds. Higher risk thresholds 

would identify individuals with high risk of developing diseases but might miss a proportion of 

individuals with future events; lower risk thresholds would capture most of the cases but might 

result in many false negatives. Risk thresholds have effects on sensitivity, specificity, PPV and NPV, 

and also influence the feasibility of preventive strategy focused on higher-risk individuals. 

 

This study is aimed at investigating the impact of improved predictive ability of the polygenic risk 

model on the identified magnitude of increased risk for the higher-risk group and reclassification 

of risk categories. We first used simulated data to validate the findings on the identification of 

population at three-, four- and five-fold increased risk in the empirical study of Khera et al. (11, 

17). Next, we investigated the odds ratio of higher-risk group, and predictive performance (i.e., 

sensitivity, specificity, PPV and NPV) with increasing predictive ability against different risk cut-

off thresholds. Finally, we explored the reclassification measures across varied risk thresholds and 

increases of predictive ability.  
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Method 

Analyses were conducted using simulated data, which allows for varied modeling parameters that 

determine the predictive ability. We created datasets consisting of risk genetic variants and disease 

status and constructed prediction models based on the risk genetic variants. In this study, we varied 

the frequency of added SNPs to change the predictive ability of genetic risk models. We used AUC 

to quantify the predictive ability of prediction models and ∆AUC to assess the improvement of 

predictive ability. To answer the research question about the identification of increased risk for the 

higher-risk population at different predictive ability, we simulated a hypothetical population for 

each value of AUC ranging from 0.6 to 0.8 for the prediction model; for the research question about 

reclassification for different improvement in predictive ability, we created a hypothetical population 

based on the frequency of SNPs for maximum AUC (0.8). For the same simulated population, 

baseline models were created with ∆AUC of 0.05, 0.10 and 0.15 from maximum AUC. To this end, 

we changed the number of risk alleles that the prediction model was based on until the specific 

∆AUC (± 0.0025) was reached. The model for which the AUC is 0.65 was used as the baseline 

model for reclassification analyses. 

 

Data simulation 

Hypothetical risk data were derived by simulating genotypes and disease status based on 

prespecified disease prevalence, odds ratios and frequencies of the risk allele and values of the 

AUC.   

 

Simulation method for a hypothetical population. The modeling procedure used to construct 

simulated dataset was described in detail elsewhere (18). The simulated risk datasets were modeled 

to match the prespecified values of disease prevalence, odds ratios of genetic variants and risk allele 

frequencies. We constructed hypothetical populations by modeling individual genotypes, predicting 

individual disease risks and assigning disease status. Specifically, frequencies of three genotypes 

(homozygous risk genotype, heterozygous risk genotype and homozygous wildtype) for each SNP 
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were calculated based on allele frequencies, assuming Hardy-Weinberg equilibrium, the same risk 

allele frequencies for all SNPs and no linkage disequlibrium. Genotypes were randomly assigned 

to 100,000 individuals. Next, individual disease risks were predicted using Bayes’ theorem based 

on disease prevalence and likelihood ratios of genotype profiles, assuming no interaction between 

SNPs and the same odds ratio for all genetic variants. To assign disease status, we compared the 

predicted individual disease risks (i.e. posterior risk based on Bayes theorem) with the randomly 

drawn values from a uniform distribution between 0 and 1. The individual was assigned to the 

group of patients if the predicted disease risk was higher than the random value and otherwise to 

the group of non-patients. AUC was calculated from predicted disease risks and disease status. To 

obtain a risk dataset from a specific AUC, we iterated the procedure of adding SNPs to genetic 

profiles until the AUC of the genetic risk model reached the prespecified value (19). Then we used 

the method above to predict individual disease risks and assign disease status. 

 

Calculation of predicted risk. The predicted risk of the same individuals for analyses of 

reclassification measures were obtained by logistic regression for baseline and updated prediction 

models, since the posterior risks based on maximum AUC were fixed for the same population. All 

other analyses used the posterior probability as the predicted risk for individuals, which were 

calculated on the basis of Bayes’ theorem (18). According to Bayes’ theorem, the posterior odds of 

disease were derived through multiplying the prior odds by the likelihood ratio of individuals’ 

genetic profiles, and the posterior odds can be converted to posterior probability (𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =

	 ,--.
/0,--.

), which is the predicted risk associated with genetic risk factors. 

 

Calculation of AUC. AUC was calculated as the c-statistic by the ROCR package in R. ∆AUC 

was defined as the difference between the AUC of the baseline and updated risk models. 

 

Model parameters. The sample size for each hypothetical population in different scenarios was 
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100,000 (except for Atrial fibrillation, the sample size of which was 200,000). For each 

combination of model parameters, we used an allele OR of 1.1, an allele frequency of 0.15, 

considering that common complex diseases are affected by many SNPs with weak effects. Average 

population risk (disease prevalence) were extracted from the study of Khera et al. (20), which was 

3.4% for coronary artery disease (CAD) and 1.7% for Atrial fibrillation. Given the range of AUC 

between 0.6-0.8, the genetic profiles were defined by no more than 700 SNPs. 

 

Statistical analyses 

First, we used simulated data to validate the findings on relative risk of higher-risk population in 

the study of Khera et al. Khera et al. (11, 17) stated that top 8.0, 2.3 and 0.5% of polygenic scores 

distribution could confer three-, four- and fivefold increased risk with the remainder as the 

reference population for CAD, and top 6.1, 1.5 and 0.7% of the distribution were identified at three-, 

four- and fivefold increased risk compared to the remainder for Atrial fibrillation. We tried possible 

values of AUC to achieve the specific ORs of the higher-risk group compared with the remainder 

of the population at the fixed risk thresholds for CAD and Atrial fibrillation, and corresponding 

OR, sensitivity, specificity, PPV and NPV are shown for each possible AUC. The sample size of 

simulated data for atrial fibrillation was increased to 200,000 so that we could obtain stable relative 

risks for the higher-risk group based on small average population risk (1.7%). 

 

Next, to investigate how the relative risk (odds ratios) of the higher-risk group for multifactorial 

diseases will vary with the predictive ability of the risk model, we calculated the OR of higher-risk 

group compared with the lower-risk group at different cut-off thresholds across AUC values from 

0.6 to 0.8. The top percentages of predicted risk distribution were used as risk cut-off thresholds. 

The main thresholds are set at 5%, 10% and 20% selected from the study of Khera et al (11). We 

also compared the difference in using top percentages and ORs as risk thresholds to define risk 

category. Predicted risk distributions of individuals that will and will not develop the disease across 

risk categories were derived to illustrate the predictive ability indicated by AUC. To evaluate the 
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impacts of predictive ability on the predictive performance in terms of risk stratification, we 

analyzed the relationship between the indicators of predictive performance (sensitivity, specificity, 

PPV and NPV) and varied AUC of the risk model at risk cut-off thresholds of 5, 10, 20%. 

Sensitivity is the proportion of individuals that are classified into the higher-risk group among cases, 

and specificity is the proportion of individuals that are classified into the lower-risk group among 

non-cases. PPV is the probability that individuals classified in the higher-risk group will develop 

the events, and NPV is the probability that individuals classified in the lower-risk group will remain 

unaffected. 

 

Finally, to understand the reclassification of risk category when predictive ability of risk model 

improves, we calculated the percentage of total reclassification, NRI and IDI when AUC improved 

from baseline 0.65 to 0.70, 0.75 and 0.80 against varied cut-off thresholds, with the ∆AUC of 0.05, 

0.10 and 0.15. To simulate a ∆AUC using the hypothetical population from the maximum AUC 

(0.80), the frequency of SNPs was changed by decrements of 10, and by 1 when ∆AUC approached 

the higher end of the range. Correct reclassifications are those moving from the lower-risk group 

to the higher-risk group for individuals with events and moving from the higher-risk group to the 

lower-risk group for individuals without events. Percentage of total reclassification was calculated 

as the proportion of individuals that were reclassified to a different risk category, not only including 

correct moves. NRI was calculated as the sum of net correct moves after reclassification, i.e., the 

difference of the percentage of cases that were reclassified from lower-risk group to higher-risk 

group and the percentage of cases that moved in the opposite direction (which is defined as the 

reclassification improvement of cases), plus the difference of the percentages of non-cases that 

moved from higher-risk group to lower-risk group and the percentages of non-cases that were 

reclassified in the opposite direction (defined as the reclassification improvement of non-cases) (16, 

21, 22). IDI was obtained by calculating the improvement of risk difference of average predicted 

risks for cases and non-cases between baseline model and updated model (22) (see Appendix 1 for 

formulas). All figures of reclassification measures were presented with the cut-off range of 0-60th 
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percentile, as we did not have enough power to detect the trends after the 60th percentile, resulting 

in bizarre curves. 

 

Confidence intervals were not included in our study since we constructed huge simulated data and 

the confidence intervals were very small. All metrics (AUC, OR, Sensitivity, Specificity, PPV, NPV 

and reclassification measures) were presented as the average of 10 simulations, repeated for each 

hypothetical population and derived relevant prediction models. All analyses were performed using 

R software, version 3.5.2. 
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Results 

Validation of the Odds ratio for high-risk group in the study of Khera et al. (11, 17) 

Table 1 shows the OR of higher-risk group ≥ 3, 4 and 5 in the top 0.5, 2.3 and 8% of risk 

distribution compared with the remainder of population, respectively, for CAD. However, the AUC 

of the prediction model that can identify such a level of OR at the specified risk thresholds is 0.67, 

much lower than the AUC (0.81) described in the article of Khera et al.(11), which was determined 

by a logistic regression model adjusted for age, sex and millions of genetic variants. Similarly, 

Table 2 illustrates that a prediction model with AUC of 0.67-0.68 can identify the population in the 

top 0.7, 1.5 and 6.1% of the risk distribution with OR ≥ 3, 4 and 5 respectively for Atrial 

fibrillation, versus the AUC of 0.77 in the study of Khera et al (11). In both tables (Table 1 and 

Table 2), the specificity and NPV were very high (>0.9); sensitivity and PPV were relatively low. 
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Table 1. Odds Ratios and predictive performance for the high-risk population of CAD for 

prediction models with different AUCs (sample size= 100,000)c  

AUC Top% of distribution a  OR b Sensitivity Specificity PPV NPV 

0.65 

0.5 4.50 0.020 0.996 0.134 0.967 

2.3 3.48 0.071 0.979 0.104 0.968 

8 2.85 0.190 0.924 0.08 0.97 

       

0.66 

0.5 5.37 0.025 0.995 0.083 0.983 

2.3 3.85 0.080 0.978 0.059 0.984 

8 3.01 0.203 0.922 0.043 0.985 

       

0.67 

0.5 5.29 0.024 0.995 0.082 0.983 

2.3 4.00 0.082 0.978 0.061 0.984 

8 3.22 0.214 0.922 0.045 0.985 

 

a The predicted risk at the top percentage of the risk distribution was used as the threshold to define the higher-

risk population: the individuals with predicted risks higher than or equal to the threshold were classified as 

the higher-risk group, and those with predicted risks lower than the threshold were classified as the lower-

risk group. 

b OR was the odds ratio of the disease for the higher-risk group compared with the lower-risk group, i.e., the 

remainder of the distribution. 

c Each value in the table came from the mean of 10 simulations.   
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Table 2. Odds Ratios and predictive performance for the high-risk population of Atrial fibrillation 

for prediction models with different AUCs (sample size= 200,000) * 

AUC Top% of distribution  OR Sensitivity Specificity PPV NPV 

0.65 

0.7 4.13 0.027 0.993 0.065 0.983 

1.5 3.75 0.052 0.986 0.058 0.984 

6.1 2.98 0.158 0.941 0.044 0.985 

       

0.66 

0.7 4.53 0.029 0.993 0.071 0.983 

1.5 4.00 0.055 0.986 0.062 0.984 

6.1 3.06 0.162 0.941 0.045 0.985 

       

0.67 

0.7 4.67 0.030 0.993 0.073 0.983 

1.5 4.16 0.057 0.986 0.064 0.984 

6.1 3.33 0.173 0.941 0.048 0.985 

       

0.68 

0.7 5.56 0.035 0.993 0.085 0.984 

1.5 4.87 0.065 0.986 0.074 0.984 

6.1 3.58 0.183 0.941 0.051 0.985 

 

* The threshold of risk stratification and OR were defined in the same way as the Table 1, and each value in 

the table came from the mean of 10 simulations. 
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Investigate how OR of the higher-risk group varied with the predictive ability 

Figure 1.a demonstrates the OR of population at higher-risk varied with predictive ability and risk 

cut-off thresholds. For each fixed cut-off threshold, the OR grew with an increasing rate when AUC 

was improved. When the risk threshold was higher, the same risk model could identify individuals 

in the top percentage of distribution with a greater OR, and the difference in OR between different 

risk thresholds ascended with the increment of AUC. For example, the difference of OR were 

minimal for the higher-risk group when top 5 and 20% were set as the cut-off thresholds using the 

model with AUC of 0.60; whereas, the OR was estimated around 10 and 8, respectively, for top 5 

and 20% of the distribution, when the AUC was increased to 0.80. To detect an OR of 3-5 compared 

with the remainder of the risk distribution, the required range of AUC for the top 5% of the 

distribution was roughly 0.64-0.72, for the top 10% of the distribution was around 0.66-0.74, and 

for the top 20% of the distribution was approximately 0.68-0.75. The predicted risk distribution of 

individuals who will develop the disease and those who will not overlapped a lot when the AUC 

was lower, and two risk distributions diverged when AUC improved (refer to Appendix 3). 

 

Figure 1.b compared the options of using OR and top percentages of risk distribution to define the 

higher-risk group in the reclassification analyses. It shows the values of OR were symmetrically 

distributed across the percentiles of risk distribution and there was a limited range for the OR with 

a minimum at the thresholds around top 40%-60% of distribution. 
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Figure 1. Odds ratios of the individuals at higher risk for different risk thresholds across varied AUCs. a). 

OR of the higher-risk group compared with the remainder of the distribution across AUCs for thresholds at 

top 5, 10, 20% of distribution. b). OR versus cut-off percentile (i.e., top percentage of the risk distribution) 

as the threshold for defining the higher-risk group when the AUC was 6.5, 7.0 and 7.5. 

 

 

b. 

a. 
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Investigate how predictive performance varied with the predictive ability 

Figure 2 presents the change of sensitivity, specificity, PPV and NPV with the improvement of 

AUC against different risk thresholds. The specificity almost remained unchanged when AUC of 

the prediction model improved for a fixed risk threshold, and the change of sensitivity was positive 

with the improvement of AUC. When the threshold for risk stratification decreased from top 5% to 

top 10% and 20% of the distribution, the specificity of prediction declined from 0.95 to 0.90 and 

0.80, but the sensitivity increased when the AUC was fixed, ranging from 0.099 to 0.294 for the 

risk threshold of top 5% of the distribution, from 0.177 to 0.438 for the threshold of top 10%, and 

from 0.315 to 0.615 for the threshold of top 20%. The increasing rate of sensitivity appeared to 

limitedly rise when the risk threshold decreased from top 5% to top 20%. NPV also almost 

remained constant when AUC changed and even when risk threshold varied. In contrast, PPV 

increased when AUC was improved, and the increasing rate ascended when the risk threshold was 

improved. 
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Figure 2. Change of Sensitivity, Specificity, PPV and NPV when AUC improved with different thresholds of 

the high-risk population. Top % of distribution was used as the threshold to define the two risk categories: 

the individuals with predicted risks higher than or equal to the threshold were classified as the higher-risk 

group, and those with predicted risks lower than the threshold were classified as the lower-risk group. Disease 

prevalence = 3.4%, allele OR = 1.1, allele frequency = 15% and sample size = 100,000. Each value was the 

mean of 10 simulations, and the accuracy of AUC was 0.0025. 
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Investigate how reclassification measures varied with the predictive ability 

Table 3 reveals how the main reclassification measure varied with different increments of predictive 

ability. Percentage of total reclassification, NRI and IDI all increased when ∆AUC was altered from 

0.05, to 0.10 and 0.15.  

 

Table 3. Reclassification measures with AUC improved by varied increments c  

∆AUCa Top % of distributionb  Total reclassification (%) NRI (%) IDI 

0.05 
5 7 2.66 

 
0.0108  

10 11 5.55 
20 18 7.59 

     

0.10 
5 8 9.46  

10 14 14.33 0.0291 
20 23 15.42  

     

0.15 
5 9 15.8  

10 15 21.45 0.0633 
20 26 23.85  

 
a ∆AUC was 0.05, 0.10 and 0.15 when the AUC improved to 0.70, 0.75 and 0.80, respectively, from the 

baseline of 0.60. 

b The predicted risk at the top percentage of the risk distribution was used as the threshold to define the higher-

risk population: the individuals with predicted risks higher than or equal to the threshold were classified as 

the higher-risk group, and those with predicted risks lower than the threshold were classified as the lower-

risk group. 

c Each value in the table was the mean of 10 simulations. 
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The percentage of total reclassification, including both correct and incorrect moves across risk 

categories for individuals, displayed an increase with the decrease of cut-off threshold until it 

approached around the cut-off threshold of top 40%, then the percentage of total reclassification 

decreased (Figure 3). The percentage of total reclassification rose with increment of ∆AUC for 

across fixed thresholds, and it increased with a greater magnitude when the cut-off threshold 

approached the maximum percentage of total reclassification.. 

 

Figure 3. Relationship between total reclassification percentage, ∆AUC and threshold of the high-risk group 

when AUC varied from 0.65 to 0.70, 0.75 and 0.80. Cut-off percentages (i.e., the percentile of the distribution) 

were used as the thresholds to define the two risk categories: the individuals with predicted risks higher than 

or equal to the threshold were classified as the higher-risk group, and those with predicted risks lower than 

the threshold were classified as the lower-risk group. Disease prevalence = 3.4%, risk allele OR = 1.1, risk 

allele frequency = 15% and sample size = 100,000. Total reclassification % was presented as the mean of 10 

simulations. 
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The NRI improved first and then dropped with the decrease of cut-off thresholds, with a maximum 

around top 20-30% of the distribution, and the range of NRI was wider for greater magnitude of 

∆AUC. The NRI increased with increment of ∆AUC across cut-off thresholds. (Figure 4). 

 

 

Figure 4. Relationship between total reclassification percentage, ∆AUC and threshold of the high-risk group 

when AUC varied from 0.65 to 0.70, 0.75 and 0.80. Cut-off percentages (i.e., the percentile of the distribution) 

were used as the thresholds to define the two risk categories: the individuals with predicted risks higher than 

or equal to the threshold were classified as the higher-risk group, and those with predicted risks lower than 

the threshold were classified as the lower-risk group. Disease prevalence = 3.4%, risk allele OR = 1.1, risk 

allele frequency = 15% and sample size = 100,000. NRI was presented as the mean of 10 simulations. 
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The improvement of reclassification for cases increased apparently when ∆AUC was greater for a 

fixed threshold, and the improvement of reclassification for non-cases had only a minor increase 

(almost remained same) when ∆AUC improved (Figure 5). 

 

Figure 5. Reclassification improvement for individuals who will develop disease and those who will not, 

varied with the cutoff threshold and ∆AUC. Cut-off percentages (i.e., the percentile of the distribution) were 

used as the thresholds to define the two risk categories: the individuals with predicted risks higher than or 

equal to the threshold were classified as the higher-risk group, and those with predicted risks lower than the 

threshold were classified as the lower-risk group. Disease prevalence = 3.4%, risk allele OR = 1.1, risk allele 

frequency = 15% and sample size = 100,000. NRI was presented as the mean of 10 simulations.  
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Correct and incorrect moves for cases and non-cases 

According to Figure 6, the percentage of correct reclassification for cases increased and the 

percentage of incorrect reclassification for cases decreased with decreasing cut-off thresholds. 

The opposite trends of the correct and incorrect reclassification with decreasing cut-off apply 

to cases. The correct moves in risk categories increased for individuals with or without events 

when ∆AUC improved. The change was minimal for incorrect classification of cases, and also 

minimal for non-cases when the threshold was close to the higher end of distribution. 

 

Figure 6. Percentage of Correct and incorrect reclassification for individuals who will develop disease and 

those who will not, with the cutoff threshold and ∆AUC. Cut-off percentages (i.e., the percentile of the 

distribution) were used as the thresholds to define the two risk categories: the individuals with predicted risks 

higher than or equal to the threshold were classified as the higher-risk group, and those with predicted risks 

lower than the threshold were classified as the lower-risk group. Disease prevalence = 3.4%, risk allele OR 

= 1.1, risk allele frequency = 15% and sample size = 100,000. Reclassification % was presented as the mean 

of 10 simulations. Please refer to Appendix 1 for the definition of correct/incorrect reclassification % for 

cases and non-cases. 
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Discussion 

This study demonstrated that OR of the higher-risk population (versus lower-risk population) 

increased with improving AUC at an increasing rate for a fixed risk threshold. In line with previous 

studies (23), sensitivity and PPV of risk prediction increased with increasing AUC for a fixed risk 

threshold, but specificity and NPV remained almost constant when AUC improved. Moreover, IDI, 

percentage of total reclassification and NRI increased with increasing ∆AUC. The reclassification 

improvement is higher for cases than for non-cases at the same ∆AUC, and the same goes for the 

increase of reclassification improvement when the ∆AUC improved. 

 

Based on the comparative analyses for the identification of higher-risk group, we can draw several 

inferences about the relationship between the magnitude of increased risk in the higher-risk group 

and improvement of predictive ability, and the relationship between reclassification measures and 

increment of predictive ability. First, in line with earlier studies, a higher AUC is needed in order 

to identify the population at substantially increased risk for a fixed risk threshold. This can be 

explained using the reclassification measure. When AUC improved, the NRI was positive (Figure 

4), which indicates more individuals were correctly reclassified in the risk stratification, resulting 

in more cases in the higher-risk group and fewer cases in the lower-risk group, followed with higher 

relative risk of disease in the higher-risk group. Also, the percentage of total reclassification and 

the NRI increased with improving ∆AUC (Figure 3 and 4 ), which was in concordance with 

previous studies (7). This suggests that the greater magnitude of AUC would bring about more 

correct reclassification, leading to increased OR for the higher-risk group.  

 

Second, the OR of the higher-risk group dropped when the risk threshold decreased until the 

minimal value of OR at risk thresholds of around 50% of the risk distribution (i.e., the disease 

prevalence), and the distribution of the OR was symmetrical with respect to the risk cut-off 

percentiles (Figure 1b), which means the OR was not monotonically increasing against the cut-off 

percentiles. What is more, the values of OR were insensitive to the percentiles change of 
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distribution in a limited range, with a minimum at cut-off thresholds around the top 50% of risk 

distribution (Figure 1b). For example, the minimal OR we could identify was around 2.4 when 

AUC was 0.65 and the minimum was about 4.7 when AUC was 0.75. Noted that using OR to define 

risk categories requires considering the minimal value of OR for a specific AUC and the 

corresponding risk percentile of the distribution. Therefore, we used the top percentage of 

distribution for risk stratification in this study, allowing for the comparison of different predictive 

ability across a universal range of cut-off thresholds. 

 

Third, similar to previous results(24), sensitivity, specificity, PPV and NPV were impacted at 

different magnitudes by AUC and cut-off thresholds, which might be related to the disease 

prevalence. To begin with, the discrepancy in change of sensitivity/PPV and specificity/NPV with 

increasing AUC is in line with the reclassification measures for cases and non-cases in this study, 

which demonstrated that the reclassification improvement for cases was much higher than non-

cases with increasing ∆AUC. The reclassification improvement was also higher in cases than non-

cases for each ∆AUC (Figure 5). This will be discussed later in this section. In other words, the 

improvement of AUC would generate more favorable reclassification for cases than for non-cases, 

which is the reason for greater influence of AUC on sensitivity and PPV compared with specificity 

and NPV. Additionally, the changes of sensitivity and PPV were different with increasing AUC and 

cut-off thresholds. The rate of increase for sensitivity with improving AUC decreased with the 

increasing cut-off threshold; in contrast, the rate of increase for PPV increased with sensitivity had 

a moderate decrease when the risk cut-off increased even at a relatively low AUC. On the contrary, 

the increase of PPV held a higher rate when the cut-off threshold increased and there was a minor 

increase in PPV when the risk cut-off increased at a relatively low AUC. The patterns of sensitivity 

and PPV we observed is in line with the earlier study by Mihaescu et al. (24), where the researcher 

reported that only when the cut-off percentile approximated disease prevalence, the improved AUV 

increased both sensitivity and PPV; otherwise, either sensitivity or PPV would be increased. We 

also obtained similar results in the finding that sensitivity and PPV were closer when the higher-
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risk group frequency approximated the disease frequency. 

 

Fourth, with increasing ∆AUC, NRI improved mainly by increasing the reclassification 

improvement for cases, which was also indicated in previous studies (25). Reclassification 

improvement for cases and reclassification improvement for non-cases are the components of NRI. 

By comparing the two components, we found the improvement in reclassification of cases was 

much higher than that of non-cases (Figure 5). Figure 6 can validate this distinction between the 

reclassification improvement of cases and non-cases. For the improvement of ∆AUC at a fixed cut-

off threshold, the correct reclassification percentage of cases increased with a higher magnitude 

than the correct reclassification percentage of non-cases. Meanwhile, the incorrect reclassification % 

for cases almost remained the same and even decreased for most of the cut-off thresholds with the 

increase of ∆AUC. By contrast, the incorrect reclassification % for non-cases was also almost 

unchanged, but for some cut-off thresholds, the incorrect reclassification % for non-cases increased 

by a small increment with the increase of ∆AUC. In short, the greater increase in correct 

reclassification % and the more negative change in incorrect reclassification % for cases, compared 

with the metrics for non-cases, suggests greater improvement for reclassification of cases versus 

non-cases. From this perspective, the specific reclassification measure for cases and non-cases play 

a more critical role in demonstrating the mechanism of reclassification. Nevertheless, the 

distinction between reclassification improvement for cases and reclassification improvement for 

non-cases we observed in this study conflicted with the demonstration in the study of Mihaescu et 

al.(7), who stated that for a cut-off value higher than the risk of the disease, reclassification was 

markedly improved for cases and worsened for non-cases and vice versa for a cut-off value lower 

than the disease risk. But in our study, the reclassification improvement for non-cases was positive 

for most cut-off thresholds (Figure 5). This inconsistency might be related to the difference of 

starting AUC (0.65 in this study versus 0.61 in their study), which would affect the risk distribution 

of cases and non-cases (Appendix 3) and change the reclassification measures. 
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Fifth, AUC, parameters of predictive performance (sensitivity, specificity, PPV and NPV) and 

reclassification measures inform different aspects of risk prediction, as mentioned in earlier 

studies(7, 24). AUC evaluates the overall predictive performance (26), and reflects the clinical 

validity. Sensitivity and specificity assess the predictive performance by demonstrating the 

possibility of four test outcomes (i.e., true positives, true negatives, false positives and false 

negatives), and they varied with cut-off thresholds (Figure 2); PPV and NPV are not stable 

parameters to describe the predictive performance as they depend much on disease prevalence. 

Reclassification measures reflect the clinical utility when the cut-off threshold for risk stratification 

motivates different preventive strategies or treatment options (25). When ∆AUC improved, there 

was an evident improvement in total reclassification %, NRI, and correct moves for cases and non-

cases. However, NRI has been criticized for being unstable in some circumstances (27), and it is 

substantially influenced by cut-off thresholds (Figure 4). NRI based on percentile threshold has 

been believed to be relatively more stable. It was recommended by previous studies that NRI should 

be used cautiously as an addition to other evaluation tools (28). Evidently, the cut-off thresholds 

are influential factors to quite a few parameters and measures in the evaluation of risk prediction. 

The optimal cut-off for defining the higher-risk group would be determined by balancing the 

benefits and costs as a consequence of false positives and false negatives, which varies in different 

epidemiologic situation (such as different disease prevalence in the target population) (26). For 

instance, a high cut-off was better for a deadly disease of high prevalence to increase sensitivity; a 

lower cut-off was more appropriate for a test aimed to identify patients for an invasive or expensive 

treatment of a low-prevalence disease, which increases the specificity. 

 

This study started with replicating the findings in the study of Khera et al. (11, 17). Khera et al. 

used the UK Biobank cohort (n=409,258) to conduct an empirical study on five common diseases, 

for which they developed, validated and applied polygenic scores to identify individuals with risk 

similar to monogenic mutations. In the study of Khera et al. (11, 17), the population in the top 8.0, 

2.3 and 0.5% of polygenic scores distribution were identified at three-, four- and fivefold increased 
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risk with the remainder as the reference population for CAD, and the population in the top 6.1, 1.5 

and 0.7% of the distribution were identified at three-, four- and fivefold increased risk compared to 

the remainder for Atrial fibrillation. The AUC of their prediction model based on polygenic scores 

was 0.81 for CAD and 0.77 for atrial fibrillation, after additional adjustment for two related 

phenotypic variables (i.e., age and sex). Our validation results show that we were able to derive the 

values of OR, three-, four- and five-fold respectively for top 8, 2.3 and 0.5% of distribution for 

CAD (disease prevalence=3.4%) when the AUC was 0.67, and the similar magnitudes of OR for 

top 6.1, 1.5 and 0.7% for atrial fibrillation (disease prevalence=1.7%) when AUC was 0.67-0.68. 

The AUC we obtained for CAD was close to the AUC they reported in their preprint version of the 

article (17), the value of which was 0.64 when they did not adjust for age and sex. We then further 

validated the similarity in the predictive performance of the prediction model with the AUC of 0.67 

from our results and that with the AUC of “0.81” in the study of Khera et al., by comparing our 

OR, sensitivity, specificity, PPV and NPV for CAD with the corresponding values in their preprint 

(17), where they announced the CAD risk in both high polygenic-score group (i.e., higher-risk 

group) and the remainder when the cut-off was at top 2.5% of the distribution. Appendix 2 shows 

that the OR was 4.0 vs. 3.96, which was almost the same, and all other measures of predictive 

performance, including sensitivity, specificity, PPV and NPV, were also consistent. In terms of their 

high AUC (0.81) after adjusting for age and sex (11), it might because that the UK Biobank study 

involved a cohort with a wide range of age, leading to the inflation of the AUC since age was a 

traditional risk factor for CAD (29). In addition, researchers argued that it might not be appropriate 

to use “three-fold increased risk”, since the “three-fold” was actually referring to the OR compared 

with the remainder of distribution rather than the comparison of absolute risks, and the risk ratio 

was lower than 3 (2.6) for CAD (29). 
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Strengths and Weaknesses 

The key strengths of this study lie in the design of simulation study. When empirical data are not 

available, simulation studies can be used to create a hypothetical population with genetic profiles 

and disease status based on Bayes’ theorem, construct genetic risk prediction models, and assess 

the predictive ability. The simulation study not only save time and cost for data collection, but also 

is more flexible for investigating the mechanisms behind the influence of predictive ability on the 

identification of higher-risk group and reclassification measures by varying the risk factors. Using 

large sample size and the average results from 10 simulations, this study could provide stable results 

and insight on how AUC impacts the risk prediction, which are easier to replicate. Nevertheless, 

this study only involved a dichotomous genetic test, which simplified the reclassification of risk 

categories. The number of risk categories should be determined by clinical utility based on the 

impacts on clinical decisions and medical practice (30, 31) and more risk thresholds would cause a 

higher percentage of reclassification (22). In addition, the simulate data cannot be used to adjust 

for other common covariates (e.g. sex, age and other disease related risk factors), leading to 

difference between the AUC in the simulated data and the AUC in the practice. 
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Conclusions 

Our findings suggest that we can identify the higher-risk population with increased OR for common 

multifactorial diseases across risk thresholds compared with the remainder when the predictive 

ability of genetic risk model improves. We have shown that the sensitivity and PPV of the genetic 

risk prediction are strongly influenced by AUC and the association was positive. In addition, 

reclassification measures have favorable increase when the ∆AUC improves, and this is achieved 

mainly by improving the reclassification of individuals with events. 
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Appendix 1: Definitions and Formulas for Reclassification Measures  

 

Net Reclassification Improvement (NRI) is defined as the sum of reclassification improvement 

of cases and non-cases. The correct reclassification for cases refer to the upward movements 

(from the lower-risk group to higher-risk group) in cases, and the correct reclassification for non-

cases refers to the downward movements (from the higher-risk group to lower-risk group) in non-

cases(16). The movements of the opposite direction are the incorrect reclassification for cases and 

non-cases. The difference in proportion of correct reclassification and proportion of incorrect 

reclassification in cases is the reclassification improvement of cases. Similarly, the difference in 

proportion of correct reclassification and proportion of incorrect reclassification in non-cases is the 

reclassification improvement of non-cases Thus, NRI include two components, reclassification 

improvement of cases and Reclassification improvement of non–cases. 

i.e., 

𝑁𝑅𝐼 = [𝑃𝑟(𝑢𝑝|𝑐𝑎𝑠𝑒) − 𝑃𝑟(𝑑𝑜𝑤𝑛|𝑐𝑎𝑠𝑒)] + [𝑃𝑟(𝑑𝑜𝑤𝑛|𝑛𝑜𝑛– 𝑐𝑎𝑠𝑒) − 𝑃𝑟	(𝑢𝑝|𝑛𝑜𝑛– 𝑐𝑎𝑠𝑒)]  (22) 

where  

𝑃𝑟(𝑢𝑝|𝑐𝑎𝑠𝑒) = 	
#	cases	moving	up

#	cases	
 

𝑃𝑟(𝑑𝑜𝑤𝑛|𝑐𝑎𝑠𝑒) = 	
#	cases	moving	down

#	cases	
 

𝑃𝑟(𝑢𝑝|𝑛𝑜𝑛– 𝑐𝑎𝑠𝑒) = 	
#	𝑛𝑜𝑛– 𝑐𝑎𝑠𝑒	moving	up

#	𝑛𝑜𝑛– 𝑐𝑎𝑠𝑒	
 

𝑃𝑟(𝑑𝑜𝑤𝑛|𝑛𝑜𝑛– 𝑐𝑎𝑠𝑒) = 	
#	𝑛𝑜𝑛– 𝑐𝑎𝑠𝑒	moving	down

#	𝑛𝑜𝑛– 𝑐𝑎𝑠𝑒	
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Integrated Discrimination Improvement (IDI) is defined as the improvement in difference of 

average predicted risks for cases and non-cases between the baseline model and updated model. 

Noted that risk category is not taken into consideration when we calculate IDI (16). 

𝐼𝐷𝐼 = 	𝑅𝐷UV-WXY- −	𝑅𝐷ZW.Y[\]Y 

i.e., 

𝐼𝐷𝐼 = ^𝑝̅̂a,/ − 𝑝̅̂a,cd − (𝑝̅̂/,/ − 𝑝̅̂/,c) 

where 𝑝̂ is the predicted risk, the first subscript of 𝑝̂ denotes the model (1 = baseline model; 2 = 

updated model) and the second subscript denotes the disease status of individuals (0 = non-cases; 

1 = cases). Namely, 𝑝̅̂a,/ denotes the mean of predicted risks in cases based on the updated model, 

𝑝̅̂a,c denotes the mean of predicted risks in non-cases based on the updated model, 𝑝̅̂/,/ denotes 

the mean of predicted risks in cases based on the baseline model, and 𝑝̅̂/,c denotes the mean of 

predicted risks in non-cases based on the baseline model. 
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Appendix 2: Comparison of the Validation Results and the Study of Khera et al. 

 

Table 1. Validation of OR and Predictive Performance for the Study of Khera et al. 

AUC Top% of distributiona OR Sensitivity Specificity PPV NPV 

0.67b 2.5 4.00 0.086 0.977 0.116 0.968 
       

0.81c 2.5 3.96 0.076 0.977 0.092 0.972 
 

a The top percentage of the risk distribution was used as the threshold to define the higher-risk population. 

b Results from our validation study, using the parameters: disease prevalence = 3.4%, allele OR = 1.1, 

allele frequency = 15% and sample size = 100,000. Each value was the mean of 10 simulations, and the 

accuracy of AUC was 0.0025. 

c Results from the study of Khera et al. (17), of which the AUC was doubted. 
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Appendix 3: Risk Distributions of Cases and Non-cases for Varied AUCs 

 

 

 

Figure 1. Distribution of predicted risk associated with genetic profiles for individuals who will develop 

the disease (solid lines) and who will not (dashed lines). Disease prevalence = 3.4%, risk allele OR = 

1.1, risk allele frequency = 15% and sample size = 100,000. AUC=0.60-0.80 by the increment of 0.5 for 

the plots, and the accuracy of AUC was 0.0025. 


