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Abstract

Exploring Novel Quantum Phases in both Periodic and Fractal Topological Systems
By Lakshmi Pullasseri Madom Narayana Iyer

The collective electronic behavior in materials, fundamental to condensed matter
physics, often arises from the periodic potential landscape created by an ordered
atomic lattice, which allows the application of Bloch’s theorem and traditional
band theory. These frameworks reveal characteristic energy bands and gaps in
periodic systems, with features such as Van Hove singularities (VHS) enhancing
interaction-driven quantum phases like superconductivity, magnetism, and charge
density waves. Interestingly, higher-order VHS (HOVHS), arising from higher-
order saddle points in band dispersion, exhibit an even stronger density of states
divergence, amplifying correlation effects and providing fertile ground for novel
electronic phases. In this thesis, we focus on the interplay of HOVHS and broken
time-reversal symmetry (TRS) in topological systems.

We investigate this phenomenon in the context of two distinct systems. First,
we examine the interplay between HOVHS and broken TRS on the surface of 3D
topological insulators (TIs). Specifically, we explore the emergence of topological
Chern bands on the surface of TIs, which host higher-order Van Hove singularities
characterized by a power-law divergence in the density of states. These singularities
arise from the interaction between a time-reversal symmetry-breaking Zeeman field,
induced by proximity to a ferromagnetic insulator, and a time-reversal invariant
moiré potential influencing the surface electrons. The singularities are modulated
by the relative energy scales of the Zeeman field and moiré potential, providing a
novel platform for realizing exotic Lifshitz transitions in topological bands.

We next turn our attention to the kagome lattice, a geometrically frustrated
system with the potential for hosting exotic quantum phases. By introducing time-
reversal-breaking next-nearest-neighbor (NNN) hopping, we induce non-trivial
topological band structures characterized by higher Chern numbers. This intricate
interplay between geometry and topology gives rise to a rich landscape of HOVHS
in the electronic band structure, controlled by the phase and magnitude of the NNN
hopping. This classification of HOVHS in kagome systems provides a platform
to explore unconventional electronic orders induced by electronic correlations.
Furthermore, the NNN hopping induces topological bands with higher Chern
numbers obeying a sublattice interference, where electronic states in specific bands
became maximally localized on particular sublattices at high-symmetry points in
the Brillouin zone.

The second focus of this thesis extends beyond conventional band theory by
exploring electronic systems with fractal symmetry, thereby challenging traditional
frameworks that rely on translational invariance. By employing fractal geometries,
we construct potential landscapes that lack periodicity, aiming to understand how
self-similarity influences the behavior of Dirac fermions on the surfaces of 3D
topological insulators (TIs). We investigate a novel class of states that arise from the



coupling of surface Dirac fermions to a time-reversal symmetric fractal potential,
which breaks translational symmetry while preserving self-similarity. Using large-
scale exact diagonalization, scaling analysis of the inverse participation ratio, and
the box-counting method, we identify the emergence of self-similar Dirac fermions
with fractal dimension for a surface potential modeled after the Sierpinski carpet
fractal. These states, characterized by their fractal dimension, open promising
avenues for exploring exotic transport phenomena and the potential for quantum
information storage in topological systems with fractal dimensionality.

In summary, this thesis systematically studies novel quantum phases in both pe-
riodic and non-periodic topological systems. By investigating systems both within
and beyond the constraints of translational invariance, this research highlights how
unique electronic behaviors can emerge when established paradigms of band theory
are pushed into new regimes.
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first moiré Brillouin zone and the black lines show the Fermi surfaces

passing through VHS. (b)α(hz, V) obtained numerically from the

expression given in Eq. (2.10) (top) and from the Taylor expansion of

the energy dispersion around the K points (bottom). The thick black

curve indicates the α(hz, V) = 0 line which, as expected, coincides

with the hz − V curve corresponding to the emergence of HOVHS at

the K point shown in (a). . . . . . . . . . . . . . . . . . . . . . . . . . 23



2.7 (a) Intrinsic anomalous Hall conductivity (σint
xy ) and (b) differential

anomalous Hall response (
dσint

xy
dµ ), at zero temperature plotted as a func-

tion of the Fermi energy µ for the Chern band supporting HOVHS at

(hz, V) = (0.5, 1.38) in units of (vF/a). The dashed red line denotes

the energy at which HOVHS occurs, µ∗. The differential anoma-

lous Hall response exhibits a power law divergence around µ∗, as

given in Eq. (2.17) (b), with ν = 0.39 ≈ 1/3, and κ+ = κ− = 0.43.

(c) Intrinsic anomalous Hall conductivity (σint
xy ) and (d) differential

anomalous Hall response (
dσint

xy
dµ ), at zero temperature plotted as a

function of the Fermi energy µ for the lower energy band of the

Chern insulator model defined on a square lattice of lattice con-

stant a, H = (vF/a)[sin kxσx + sin kyσy + (m − cos kx − cos ky)σz] at

m = 1.5 where it supports VHS at µ∗ = −1.5(vF/a) (denoted by the

red dashed line) and carries a Chern number of 1. The differential

anomalous Hall response exhibits a log divergence around µ∗, as

given in Eq. (2.17) (a), with Λ = 1.35(vF/a) = 0.45× bandwidth and

ρ0 = 0.58
vF/a . Note that in (a) and (c), as the Fermi reaches the top of the

band, the total Hall conductivity approaches 1, the Chern number of

the corresponding band. . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.8 Differential anomalous Hall conductivity
dσint

xy
dµ plotted against the

Fermi energy µ for the HOVHS band with (hz, V) = (0.5, 1.38) in

units of (vF/a), for different values of temperature (T) that are la-

belled on the plot. The temperature T is scaled with T0 = (v f /a)/kB

where kB is the Boltzmann constant and vF/a ≈ 30 meV. [1, 2] The

yellow dashed line denotes the energy at which the HOVHS occurs,

µ∗. The peak in
dσint

xy
dµ associated with the HOVHS gets progressively

stronger as the temperature decreases. . . . . . . . . . . . . . . . . . . 29



3.1 Kagome lattice with the sites A, B, and C marked in orange, blue,

and green respectively. The vectors connecting site B with its nearest

neighbors A and C are denoted as a2 and a1 respectively. The real

NN hopping amplitude, t1, is represented by solid black lines. The

black dashed arrows show the orientation of the NNN hoppings with

strength t2eiϕ. This NNN hopping breaks time-reversal symmetry

while preserving C3 rotation and inversion symmetry about the center

of the hexagon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2 Band structure at (a) (t2, ϕ) = (0, 0) and (b) (t2, ϕ) = (0.76, 0.9π),

with the first BZ shown in (a). The corresponding DOS is displayed

on the right. The red dashed lines in (a) and (b) denote the energy at

which the M points of the second band support a conventional VHS

and a HOVHS respectively, as indicated by the divergences in the

corresponding DOS. Notice that the energy corresponding to the M

points on band 2 is always zero. . . . . . . . . . . . . . . . . . . . . . . 37



3.3 Contour plots of the energy dispersion corresponding to band 2, near

the high-symmetry points (a) ±K, (b) Mi, and (c) Γ points, where

the Hessian vanishes, thereby supporting HOVHS. The white lines

denote the boundaries of the first BZ and the black lines correspond

to the Fermi surface contour at the corresponding energy of the

HOVHS. At the K point (a), the dispersion exhibits a monkey-saddle

dispersion. In contrast, around the M3 point (b), the dispersion

becomes locally flat only along the kx direction. At the Γ point (c),

which is an extremum, the second-order curvature of the dispersion

vanishes along both kx and ky directions. (d) The energy dispersion

considered in (c), around the Γ point, plotted along kx with ky held

constant at zero, in order to highlight the flatness of the band around

the Γ point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.4 (a)-(c) Parameter space plots showing the set of (t2, ϕ) values for

which the the high-symmetry points Γ(orange), ±K (blue) and M(green)

corresponding to the bands 1-3 (from left to right) support HOVHSs.

The dashed lines correspond to the high-symmetry points which

can be classified as higher-order saddles whereas the solid lines cor-

respond to extrema with vanishing Hessian. (d) Parameter space

plot zoomed in around the intersections of the lines highlighted with

the black dashed lines in (a), clarifying the different intersections of

boundary lines. The parameter pair of interest is labeled with ⋆, with

values (t2 = 0.45, ϕ = 0.76π). (e) The 3D plot of the band structure

at parameters labeled with ⋆ in (d), supporting HOVHSs at both M

and Γ points. (f) Band diagram of the same bands to showcase the

exceptional flatness of band 1, with an approximate bandwidth of

0.08 t1. The first BZ is shown in the diagram as well. . . . . . . . . . . 41



3.5 Phase diagrams for band 1 (left), band 2 (middle), and band 3 (right),

showing the Chern numbers in the t2-ϕ parameter space. White

regions indicate non-positive indirect energy gaps where the Chern

number is not well-defined. Only [0, π] is shown on the ϕ axis, since

for any Chern number C at (t2, ϕ), as ϕ goes to −ϕ, the Chern number

flips sign. As seen in certain regions of the parameter space, band 2

can support Chern number as high as ±4. . . . . . . . . . . . . . . . . 42

3.6 (a-c) Intrinsic anomalous Hall conductivity σint
xy (µ; 0) and (d-f) the

corresponding differential anomalous Hall conductivity
dσint

xy (µ;0)
dµ at

zero temperature, plotted as a function of the Fermi energy µ in

units of t1 for the Chern bands supporting HOVHS at (t2, ϕ) =

(0.39, π/2) for band 1 (left), (t2, ϕ) = (0.26, π/2) for band 2 (middle)

and (t2, ϕ) = (0.80,−0.9π) for band 3 (right). The high-symmetry

point where the HOVHS is located is mentioned in each plot. The

differential anomalous Hall response, like the corresponding DOS,

exhibits a power-law divergence around µ∗ (marked by the blue

dashed line) with exponents 1/3, 1/4 and 1/2 for K, M and Γ point

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.7 Contour plot of the sublattice weights for the second band corre-

sponding to the sites A (left), B (middle), and C (right) of the kagome

lattice at (t2 ϕ) = (0.258, π/2), demonstrating that each Mi point on

band 2 corresponds to one of the three sites of the kagome lattice. In

this example, the band carries a Chern number of +2 while support-

ing HOVHS at the M points. Here, the black lines denote the first

Brillouin zone boundaries. . . . . . . . . . . . . . . . . . . . . . . . . . 49
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unit of the Sierpiński carpet. The same procedure is then applied

to the remaining 8 square units of G(1) to generate G(2). Similarly,

G(n) can be constructed from G(0) by recursive application of this

procedure. (b) Schematic of the model given in Eq. 4.1 that couples

the surface Dirac cone of 3D TI with Sierpiński carpet fractal of fourth
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4.5 (a) Distribution of the IPR logarithm, P [ln P2] of the two classes

of states separated by ED, for each of the first four generations of

the Sierpiński carpet fractal potential of strength V = −0.25 t. The

dashed line indicates the mean ln Ptyp
2 of P [ln P2] corresponding to

E > ED for each of the first four fractal generations. (b) The log-

log scaling of the typical values ln Ptyp
2 shown in (a), with linear

dimension L f /ln = 3n. The fractal dimensions, D2 and D̄2 of the

set of states with E > ED and E < ED respectively, are given by the

corresponding regression slopes. (c) Ratio of the typical IPR values

(Ptyp) corresponding to E > ED and E < ED, denoted as P f
2 and Pn f

2

respectively, plotted as a function of the fractal generation n. . . . . . 65
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strength V = −0.25 t, calculated using the box-counting method,
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1.890 ± 0.004 indicates the fractal dimension for threshold values
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(b) Fractal dimensions of the states as a function of the corresponding

energy values for a G(4) Sierpiński carpet fractal potential of strength

V = −0.25 t, calculated using the box-counting method, as shown in

(a). The black dashed line in (a) and (b) marks the fractal dimension
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C.1 Distribution of the IPR logarithm, P [ln Pq] of the class of states above

ED, for each of the first four generations of the Sierpiński carpet
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Chapter 1

Introduction

The fundamental basis of condensed matter physics lies in understanding how the

collective behavior of a vast number of atoms and electrons in a material gives

rise to its macroscopic properties, such as electrical conductivity, magnetism, and

superconductivity. To understand these emergent properties, it is essential to study

how the electrons move through and interact with the potential energy landscape

created by the host material’s atomic structure, which significantly influences these

properties.

When the atoms of the host material are arranged in a periodic lattice, the

potential energy landscape experienced by the electrons as they traverse the crystal

mirrors the periodicity of the lattice. This periodicity implies that the system

possesses translational invariance, meaning that the lattice remains invariant under

translations by lattice vectors. Such a translational invariant potential allows for

the application of Bloch’s theorem [3, 4], which posits that the wave function of

an electron in a periodic potential can be expressed as a plane wave modulated

by a periodic function that reflects the periodicity of the lattice. Consequently,

the electron’s wave function can be expressed in terms of wave vectors that are

intrinsically linked to the periodicity of the crystal lattice, enabling the electron’s

1
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behavior to be effectively described in momentum space.

The translational invariance of the crystal imposes specific limits on the energies

that electrons can have, leading to the creation of distinct energy bands in mo-

mentum space. As electrons move through the crystal, the periodic potential they

encounter causes constructive and destructive interference at certain wave vectors.

This interference creates regions where electrons are allowed to exist and regions

where they are not, known as permitted and forbidden energies, respectively. As a

result, energy bands are formed, separated by gaps where no electrons can reside

(band gaps) [3, 4].

These energy bands can be visualized as compact manifolds in momentum space,

with electron energy varying continuously with respect to the wave vector. While

energy bands are bounded in all dimensions, something particularly intriguing

occurs in two-dimensional (2D) systems. In 2D, the momentum space manifold

takes the form of a torus and the Poincaré-Hopf theorem [5] implies that the presence

of both maxima and minima within an energy band necessitates the existence of

saddle points. At these saddle points, the gradient of the energy dispersion vanishes,

as shown in Fig. 1.1(a), causing the energy surface to locally flatten. In the 1950s,

physicist Léon Van Hove showed that around these points—now known as Van

Hove singularities (VHS)—the density of states diverges logarithmically [6], as

shown in Fig. 1.1(b). This sharp increase in the density of states near the VHS

signifies a critical point in the band structure, with profound implications for the

material’s electronic properties.

The large accumulation of electronic states near these VHS creates an ideal

environment for studying interaction-driven effects. With so many states available

at similar energy levels, electrons near a Van Hove singularity experience amplified

interactions, often giving rise to novel quantum phases, such as unconventional

superconductivity, magnetism, or charge density waves [7–27]. These dense regions
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(a)

E(k)

kx
ky

(b)

Figure 1.1: (a) Energy dispersion of the form E(k) = k2
x − k2

y, depicting a saddle
point at E = 0 where the red lines cross. The red lines denote the gradient at the
saddle point along the kx and ky directions. (b) The corresponding density of states
exhibiting logarithmic divergence as E → Evhs = 0 (denoted by the dashed black
line).

of states provide a fertile ground for exploring exotic phenomena in 2D systems,

making them especially valuable in the quest to discover new material properties

and potential applications in quantum technologies.

An intriguing scenario arises when the energy dispersion of electronic bands

supports higher-order saddles, giving rise to higher-order Van Hove singularities

(HOVHS), which are characterized by a stronger power-law divergence in the den-

sity of states [28, 29]. Unlike conventional VHS [6], which exhibits a logarithmic

divergence, HOVHS enhances this effect further, resulting in an even denser con-

centration of electronic states at specific energy levels. This extreme accumulation

of states near HOVHS creates an amplified setting for interaction effects, making

them highly promising for exploring unconventional electronic phases [28–40].

Although HOVHS have been studied in time-reversal symmetric systems, their

behavior in time-reversal broken systems remains largely unexplored. The breaking
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(a) (b)

Figure 1.2: (a) Schematic representation of the 3D TI in real space. Electrons with
spins up and down (denoted by the red arrows) move in opposite directions. (b) The
corresponding energy dispersion plot, showing Dirac cones at the surface states.

of time-reversal symmetry (TRS) in topological systems can give rise to phenomena

such as topological superconductivity [41–45] and fractional quantum Hall effects

[46, 47], which are often driven by strong correlations that are naturally intensified

near HOVHS. Moreover, the interplay between HOVHS and broken TRS could lead

to the emergence of novel quantum states, such as superconducting pair-density

waves and Chern supermetals [48] in the time-reversal broken Haldane model that

supports HOVHS. Breaking TRS also provides a unique opportunity to explore the

interaction between HOVHS and band topology, an area that remains relatively

underexplored. This combination of factors makes time-reversal symmetry-broken

systems particularly exciting for the discovery of new quantum phases.

Driven by the potential to uncover novel quantum states that may emerge from

this unique combination, we focus on the interplay between HOVHS and broken

TRS in two distinct systems: the surface of a 3D topological insulator (TI) and a

kagome lattice system.
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3D TIs [49–51] (Fig. 1.2(a)) are characterized by insulating bulk behavior and

conducting surface states that arise due to the strong spin-orbit coupling intrinsic to

these materials. These surface states are protected by the bulk-boundary correspon-

dence, a hallmark of topological states, and exhibit a Dirac-like dispersion, as shown

in Fig. 1.2(b). A crucial feature of these surface states is their spin-momentum lock-

ing, where the spin of an electron is orthogonal to its momentum, which gives rise

to robust transport properties and suppresses backscattering in the presence of

non-magnetic impurities.

The exposed boundary of a 3D TI provides a unique platform for manipulat-

ing these topologically protected surface states and engineering exotic quantum

phenomena. External perturbations such as magnetic fields, magnetic doping, or

proximity-induced effects can break time-reversal symmetry (TRS), opening a gap

at the Dirac point and altering the electronic dispersion. This broken symmetry

enables phenomena like the quantum anomalous Hall effect [52, 53], where dis-

sipationless edge currents arise even in the absence of an external magnetic field.

Furthermore, coupling the surface states to a superconducting substrate can in-

duce topological superconductivity [54, 55] and pave the way for realizing exotic

quasiparticles like Majorana fermions [56–58], which hold promise for fault-tolerant

quantum computing.

The manipulability of these surface states is complemented by the accessibil-

ity provided by techniques such as angle-resolved photoemission spectroscopy

(ARPES) and scanning tunneling microscopy (STM), which allow precise mapping

and control of their electronic structure. This makes the surface of a 3D TI an ideal

platform to explore how HOVHS interacts with broken TRS to generate unique

quantum states.

Similarly, the kagome lattice [59, 60] shown in Fig. 1.3(a), known for its geometric

frustration and the potential to host flat bands [61–65], Dirac fermions [66, 67] as
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Figure 1.3: (a) Schematic representation of the kagome lattice. (b) Band structure of
the nearest-neighbor kagome model demonstrating the flat band (the highest band)
and Dirac cone at the K point. The corresponding DOS is displayed on the right.
The red dashed lines denote the energy at which the M points of the second band
support a conventional VHS.

well as VHSs [39, 67], as shown in Fig. 1.3(b), provides a natural setting for the

emergence of HOVHS. When coupled with time-reversal symmetry breaking—such

as through magnetic ordering or applied magnetic fields—the kagome lattice system

offers a rich ground for studying the enhanced effects of HOVHS in the presence of

nontrivial band topology. This interplay opens up a wealth of possibilities for novel

quantum phases, as seen in kagome metals [59, 68] where the potential for exotic

states, such as quantum spin liquids or chiral superconductivity [68–77], grows as

HOVHS come into play. Both systems— the surface of a 3D TI and the kagome

lattice—offer distinct but complementary environments for studying the interplay

between HOVHS and broken TRS, each providing unique opportunities to uncover

new quantum states and phenomena.

While Bloch’s theorem provides a robust framework for understanding the elec-

tronic properties of crystalline solids with perfect periodicity, real-world materials
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often exhibit deviations from this ideal. Disordered crystals, for instance, can intro-

duce subtle imperfections that, while not completely disrupting long-range order,

can give rise to quantum interference effects such as weak localization. Amorphous

materials, lacking any long-range order, pose even greater challenges to traditional

band theory. To fully comprehend the behavior of these complex systems, a sys-

tematic approach to studying materials with a complete absence of translational

symmetry is essential. Exploring such systems not only addresses the practical

need to understand the behavior of real-world materials and devices but also fuels

intellectual curiosity to uncover novel quantum phenomena beyond the confines of

periodic lattices.

To systematically study these translation symmetry-broken systems, we em-

ploy fractal geometry as a framework to construct and analyze potential energy

landscapes with complex spatial structures. Fractals [78, 79] provide a unique

setting where self-similarity replaces periodicity, enabling us to explore electronic

behaviors in a fundamentally non-periodic, yet highly ordered setting. A recent

study demonstrated that the assembly of Sierpiński gasket fractal networks on

copper surfaces—achieved through the deposition of CO molecules—results in

surface states with fractal dimensions [80]. Motivated by this, this thesis focuses

on investigating the effects of fractal geometry on the surface of 3D TIs, aiming to

understand how potential landscapes with fractal symmetries influence electronic

states.

Unlike the surface of copper, 3D TIs possess a unique electronic structure charac-

terized by topologically protected Dirac fermions. These massless fermions exhibit

remarkable properties such as Klein tunneling, allowing them to traverse potential

barriers regardless of their height, and a quantized Berry curvature of π, leading

to anomalous Hall effects and other exotic transport phenomena. The interplay

between the unique electronic properties of 3D TIs and the intriguing nature of
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fractal geometry makes this a particularly exciting avenue for exploration.

In a nutshell, this thesis explores two distinct avenues of research. The first

focuses on the behavior of electrons within a translational invariant potential energy

landscape, specifically investigating the interplay between HOVHS and broken TRS.

This investigation is conducted in the context of two specific systems: the surface

of a 3D topological insulator (TI) and a kagome lattice system. The second avenue

delves into the realm of non-periodic systems, examining the electronic properties of

potential energy landscapes that exhibit fractal geometry. This exploration involves

coupling the surface Dirac fermions of 3D TIs with fractal geometries.

Structure of the Thesis

In Chapter 2, we investigate the interplay of HOVHS and broken TRS on the

surface of 3D TIs. We examine how the interplay of a time-reversal breaking Zee-

man field and a time-reversal invariant moiré potential leads to the formation of

topologically non-trivial bands on the surface, which host HOVHS. Our analysis

further identifies a characteristic signature in the low-temperature intrinsic anoma-

lous Hall conductivity near the VHS, providing a potential pathway to probe Van

Hove singularities in Chern bands through anomalous transport measurements.

In Chapter 3, we turn our attention to a spinless fermion kagome system with

both nearest-neighbor (NN) and next-nearest-neighbor (NNN) hopping. The intro-

duction of the complex NNN hopping that breaks TRS yields topological bands

with non-zero Chern number. We explore the resulting electronic structure, with a

particular focus on how HOVHS emerges in this system, and we uncover a rich and

complex landscape of HOVHS, controlled by the magnitude and phase of the NNN

hopping. Additionally, the NNN hopping induces the formation of higher Chern

number bands in the middle of the spectrum obeying a sublattice interference.

Chapter 4 introduces a novel system in which surface Dirac fermions on 3D TIs

are coupled to a fractal potential. This potential breaks translation symmetry while
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maintaining self-similarity, and the study focuses on understanding the influence

of fractal geometries on the electronic properties of the surface states. The work

aims to uncover how fractal geometries can lead to unique transport phenomena

and quantum states on the surface of 3D TIs.

Finally, in Chapter 5, we present a summary of the key findings of this disserta-

tion. We emphasize the intricate relationship between HOVHS and band topology

in 3D TIs as well as kagome systems. Additionally, we explore the coupling of

surface Dirac fermions in 3D TIs with fractal geometry, where we have systemati-

cally investigated a non-periodic system that extends beyond the scope of Bloch’s

theorem. This chapter also outlines potential future directions for research.



Chapter 2

Chern Bands with Higher-Order Van

Hove Singularities on Topological

Moiré Surface States

Note: The material presented in this chapter has been published in Physical Review

B, 110(11):115125, 2024. DOI: 10.1103/PhysRevB.110.115125

In this chapter, we investigate the emergence of topological Chern bands on

the surface of three-dimensional topological insulators, which host higher-order

Van Hove singularities that are characterized by the power-law diverging density

of states. Such singularities emerge from the interaction between a time-reversal

symmetry-breaking Zeeman field, induced by proximity to a ferromagnetic insu-

lator, and a time-reversal invariant moiré potential affecting the surface electrons.

These singularities are modulated by the Zeeman and moiré potential energy scales,

presenting a novel platform for realizing exotic Lifshitz transitions in topological

bands.

In two-dimensional systems, topological changes of the Fermi surface, known

as Lifshitz transitions [81], are marked by saddle points in the energy dispersion,

10
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which give rise to Van Hove singularities (VHS) where the density of states has a

logarithmic divergence. [6] Van Hove has demonstrated that these singularities

are generic features of two-dimensional periodic systems, and the existence of

saddle points in the periodic energy dispersion ε(k) is of topological origin and

can be understood within the framework of Morse theory. Recent progress in the

synthesis of new classes of two-dimensional materials along with the possibility

of engineering electronic band structures have renewed interest in characterizing

electronic states near VHS. In particular, the enhancement of interaction effects

due to the large accumulation of electronic states in the vicinity of VHSs has been

studied as a fruitful setting to characterize Fermi liquid instabilities in cuprates

[19, 82, 83], doped graphene [20, 84–86], Hofstadter systems [21, 22] and moiré

graphene superlattices [10–18, 87].

A physically rich scenario occurs when the energy dispersion of electronic

bands supports higher-order saddles, giving rise to higher-order Van Hove singu-

larities (HOVHS) characterized by stronger power-law divergence of the density

of states.[28, 29] While previous studies of HOVHS have mainly focused on the

properties of time-reversal invariant bands, the interplay between HOVHS and

time-reversal broken Chern bands has been recently highlighted as a path towards

new electronic phases. [48, 88] In particular, Ref. [48] has mapped the landscape of

VHS of Haldane Chern bands on the honeycomb lattice [89] and demonstrated that,

under inversion symmetry, the system supports a pair of HOVHS at the two valleys

of the Brillouin zone which, under repulsive interactions, give rise to a rich phase

diagram containing pair density wave superconductivity and a Chern super metal

state. These developments highlight the importance of identifying new electronic

platforms supporting Chern bands with HOVHS.

In this work, we present an approach to design Chern bands that support

HOVHS. Our mechanism combines the breaking of time-reversal symmetry and the
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presence of a moiré pattern in a system that hosts a single Dirac cone. Specifically,

we provide a route to realize Chern bands supporting HOVHS on the surface of

three-dimensional topological insulators (TI). [49–51]

Recent experiments have revealed that a moré pattern can emerge on the surface

of topological insulators that host a single Dirac fermion when the crystals are grown

using the technique of molecular beam epitaxy (MBE). In the case of Bi2Te3[2] a small

in-plane rotation of the top layer (facilitated by Cu dopants that reduce the interlayer

coupling) results in the emergence of a triangular moiré superlattice of constant ≈

13nm. [1] Moreover, on Bi2Se3 [90] grown using MBE on a substrate, superstructures

with lattice constants ≈ 10nm can be constructed from the direct lattice mismatch

of the crystal with substrates like graphene, [91] FeSe,[92] Au(111),[93] hBN[94]

and In2Se3. [95] The interplay of Dirac surface states with a time reversal invariant

moiré surface potential reorganizes the surface states into a sequence of moiré

bands hosting satellite Dirac fermions.[30, 96]. Furthermore, near charge neutrality,

one of these time-reversal invariant bands can support a pair of HOVHS with cubic

dispersion on each of the valley points ±K of the moiré Brillouin zone.[30].

We explore the effects of a Zeeman field on these HOVHS states near charge

neutrality. The addition of a Zeeman field significantly modifies the characters

of the HOVHS band near charge neutrality. First, the Zeeman field gaps out this

band resulting in a pair of topological bands with Chern numbers ±1 near charge

neutrality. Second, the Zeeman field behaves as a control knob for the character

of the Lifshtz transition. Specifically, while the time-reversal symmetric pair of

HOVHS occurs for a fine-tuned value of the moiré potential V,[30] the Zeeman

field gives rise to a line HOVHS in the (V, h) plane. Remarkably, we uncover

simple expressions for these lines of HOVHS in a Chern band for moiré potentials

with C3 and C6 rotation symmetries, and we estimate that this HOVHS manifold

could be within experimental reach for certain TI systems. These results establish a
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FM Insulator

3D Topological InsulatorSubstrate

Figure 2.1: Schematic illustration of the experimental realization of 3D TI surface
with a relative twist between the top quintuple layers, as shown in the inset, in
proximity with a ferromagnetic insulator that breaks TRS.

promising route to achieve higher-order Lifshitz transitions in time-reversal broken

TI surface states.

The existence of exotic Lifshtz transitions in topological Chern bands raises

the prospect of exploring new interplays between Van Hove singularities and

band topology. Along these lines, we establish a connection between Lifshitz

transitions and the quantum geometry of Chern bands through the intrinsic part of

the anomalous Hall conductivity σint
xy . [97–99] The intrinsic Hall anomalous Hall

contribution arises from non-zero Berry curvature of the Bloch states, which leads

to an anomalous Hall velocity[100–102] when charges are coupled to an electric

field. In the low-temperature limit, we show that dσint
xy /dµ is proportional to the

average Berry curvature on the Fermi surface and the density of states at the Fermi

energy. In particular, this relationship implies a diverging behavior in dσint
xy /dµ as

the chemical potential µ is tuned across the Lifshitz transition, a salient feature that

could be observed in low-temperature transport experiments when the anomalous

Hall response is dominated by Berry phase effects.
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2.1 Higher Order Van Hove Singularities

In this section, we describe a mechanism to obtain Chern bands supporting HOVHS,

which relies on a system described by a single Dirac fermion coupled to a periodic

potential and a time-reversal breaking uniform Zeeman field. Notably, these three

ingredients can be realized on the surface of 3D TI such as Bi2Se3 or Bi2Te3, subject

to a moiré pattern in proximity to a ferromagnetic insulator. As such, we henceforth

focus on this system described by the Hamiltonian

Ĥ =
∫

d2r ψ̂†(r)H ψ̂(r) (2.1a)

where ψ̂T(r) = (ψ↑(r), ψ↓(r)) is the two-component spinor with ψσ=↑,↓(r) the

electron annihilation operator, and

H = vF ẑ · (−i ∇× σ) + V(r)σ0 + hzσz , (2.1b)

where vF is the Fermi velocity, σ =
(
σx, σy, σz

)
are the Pauli matrices, σ0 is the

identity matrix, and h̄ = 1. V(r) = V(r + R) (where R is a translation vector) is

a time-reversal invariant periodic superlattice potential, and hz is a time-reversal

breaking uniform Zeeman field. The low energy theory depends upon three en-

ergy scales: the effective bandwidth vF/a where a is the superlattice constant, the

strength of the moiré potential V, and the Zeeman energy scale hz. Henceforth,

we work in rescaled units where the low-energy physics is determined by the

dimensionless parameters V a/vF and hz a/vF.

In TIs such as Bi2Te3 and Bi2Se3, the moiré pattern can emerge when the crystals

are grown using MBE. For Bi2Te3 with a Fermi velocity of approximately 0.3 eV

nm, [2] a small in-plane rotation of the top layer, which is facilitated by Cu dopants

that reduce the interlayer coupling, results in the emergence of moiré triangular
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superlattice with lattice constant a ≈ 13 nm. [1] In Bi2Se3 with a Fermi velocity of

0.4 eV nm [90] grown using MBE on a substrate, superlattices with periodicity a

ranging from 2 to 7 nm can be constructed from the direct lattice mismatch of the

crystal with the substrates like graphene, [91] FeSe,[92] Au(111),[93] hBN[94] and

In2Se3. [95]

Since the single particle Hamiltonian Eq. (2.1b) is invariant under translations

by a lattice vector R of the moiré superlattice, the eigenvalue equation for the Bloch

states reads

HΨn,k = En,kΨn,k , (2.2)

where the two-component spinor Ψn,k(r) = eik·rUn,k(r) with Un,k(r + R) = Un,k(r).

From Eq.(2.2) it follows that

HkUn,k(r) = En,kUn,k(r) , (2.3a)

where

Hk = vF
[
ẑ · (−i∇+ k)× σ

]
+ V(r)σ0 + hzσz . (2.3b)

We numerically diagonalize Eq.(2.3) for a total number of 242 bands. One of

our main findings is that the reconstructed Dirac spectrum obtained from Eq.(2.3)

contains a Chern band near charge neutrality supporting cubic HOVHS with power

law diverging density of states ρ(ε) ∼ |ε|−1/3, where the energy scale of the HOVHS

is set to zero.

The appearance of HOVHS in this topological band is controlled by hz and V.

The energy scale hz corresponds to the Zeeman gap opened in the Dirac spectrum,

which can be experimentally realized in heterostructures where the 3D TI surface is

coupled by the proximity effect to a ferromagnetic insulator (FMI). Experimental

realizations of the TI-FMI heterostructure of the quintuple layered 3D TIs such as

Bi2Se3 and Bi2Te3, and FMIs with comparable lattice constants, such as EuS,[103,
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104] MnSe,[105, 106] MnTe,[107] and Y3Fe5O12[108] present evidence for broken

TRS on the TI surface. Leveraging on these experimental conditions, we propose a

path to realizing moiré Chern bands on the TI surface by coupling 3D TIs where

there is an in-plane rotation of the top quintuple layers, with an FMI of comparable

lattice constant, as shown in Fig. 2.1.

The point group symmetries of the moiré potential play an important role in

the structure of the higher-order Lifshitz transitions. To address the role of point

group symmetries, we consider two classes of superlattice potentials with C6 and

C3 symmetry. In the C6 symmetric case, the HOVHS appears as a pair at the valley

±K, as shown in Section 2.1.1. Breaking the C6 symmetry down to C3 results in a

single HOVHS located either at K or at −K valley, as discussed in Section 2.1.2. In

what follows, we study each of these cases separately.

2.1.1 C6 symmetric moiré potential

We consider Dirac electrons under the effect of the C6 periodic moiré potential as

shown in Fig. 2.2a

V6(r) = 2V
3

∑
j=1

cos
(
Gj · r

)
, (2.4)

where Gj =
4π√

3a

[
− sin

(2π j
3

)
, cos

(2π j
3

)]
are the reciprocal lattice vectors, and V is

the strength of the lattice potential. This potential has invariance under three-fold

rotations and inversion symmetry since V(r) = V(−r). Without a Zeeman field,

the potential given in Eq.(2.4) yields a gapless spectrum that supports a band with

a pair of HOVHS at the valleys ±K of the moiré Brillouin zone when the strength

of the potential V0 = 1.36vF/a [30]. Despite this higher-order Lifshtiz transition,

these bands remain topologically trivial due to time-reversal symmetry. At V = V0,

the higher-order saddle point at each valley carries a topological index of −2

corresponding to the winding of the vector field ∇kε(k) around the higher-order
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Figure 2.2: (a) Contour plot of the C6 symmetric potential V6(r), given in Eq. (2.4),
with superlattice constant a. (b) Band structure of the model given in Eq. (2.1b) with
the C6 periodic potential for (hz, V) = (0.5, 1.38) in units of (vF/a) to the left. The
mini Brillouin zone is shown in the center. The isolated band shown in red carries
the Chern number C = 1, and it supports HOVHS at the ±K points, as indicated by
the peak in the DOS shown on the right. The green dashed line denotes the energy
at the ±K points, where the DOS diverges.

saddle point.[109, 110]

To achieve a topological band supporting HOVHS, time-reversal symmetry is

broken with the Zeeman field induced by the proximity effect. On turning the

Zeeman field on for V = V0, the higher-order saddle point splits into 4 critical

points, of which 3 are ordinary saddle points with a topological index of −1 each

and the remaining one is a local extremum with a topological index of 1, such that

the sum of the topological indices 3 × (−1) + 1 = −2 remains conserved. At the

same time, the lowest pair of conduction bands acquire an energy gap and Chern

numbers of ±1 [111], as shown in Fig.2.2(b).

Remarkably, we notice that these split critical points (i.e., three conventional

VHS and one extremum) can be merged together again at ±K to generate a HOVHS

in the Chern band marked in red in Fig.2.2(b) by adjusting either V or hz. We

uncover a line in (hz, V) parameter space, shown in Fig. 2.3(a), where the C = 1
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band supports pairs of HOVHS. This line in (hz, V) parameter space obeys the

relation

V6(hz) = V(0)
6 + Γ h2

z , (2.5)

where, V(0)
6 = V6(hz = 0) = 1.36vF/a, and Γ ≈ 0.05 is a fitting parameter. The

quadratic scaling between hz and V is observed for hz values ranging from 0 to

≈ 2vF/a. As a result, for moiré surface states with lattice constant a ≈ 10 nm and

Fermi velocity vF ≈ 300 meV. nm, the parameters hz and V that can be employed to

tune the HOVHS follow the scaling relation given in Eq. (2.5) for hz as large as 60

meV

To understand the relation given by Eq. (2.5), we study the energy dispersion

around the valley K,

ε(p) ≡ E(p + K)− E(K) = αp2 + β(p3
x − 3px p2

y) , (2.6)

where p = (px, py) is the momentum in the vicinity of the valley. The momentum

dependence of the dispersion Eq. (2.6), expanded up to the third order, is dictated

by the point group symmetries of the hexagonal lattice. From this, we obtain

the critical points ∇pε(p) = 0 and characterize their behavior by computing the

Hessian H = det
(

∂pi ∂pj ε(p)
)

.

While the gradient of the dispersion vanishes for p ∈
{
(0, 0),

(−2α
3β , 0

)
,
(

α
3β ,± α√

3β

)}
,

the corresponding Hessian H = 4(α2 − 9β2p2) evaluated at each of the four afore-

mentioned critical points vanishes only when the coefficient α = 0, which implies

the vanishing of the term quadratic in momentum. Thus, the scaling relation Eq.

(2.5) characterizes the points in the (hz, V) parameter space for which the quadratic

in momentum coefficient α(hz, V) = 0, so that the energy dispersion around K can

be described by a third-order polynomial ε(p) ≈ β(p3
x − 3px p2

y), corresponding to

a HOVHS with diverging density of states ρ(ε) ∼ 1
|ε|1/3 . [28]
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V > V6(hz)

V < V6(hz)

E/(vF/a)
(a) (b)

𝛼 x 10-2

Figure 2.3: (a) Parameter space plot showing the values of the Zeeman mass (hz)
and the lattice potential strength (V) that corresponds to HOVHS located at the
±K points of the BZ. The (hz, V) pairs follow a scaling relation given by Eq.(2.5).
The contour plots of the Fermi surfaces corresponding to the regions- V > V6(hz),
V = V6(hz), and V < V6(hz) are shown in the inset, where the dotted black lines
indicate the boundaries of the FBZ and the black lines show the Fermi surfaces
passing through VHS. (b) α(hz, V) obtained using Eq. (2.7) plotted in the hz − V6
parameter space. The thick black curve indicates the α(hz, V) = 0 line which, as
expected, coincides with the hz − V curve shown in (a) that corresponds to the
emergence of HOVHS at ±K points.



20

Furthermore, in the range of (hz, V) values where we observe the quadratic

scaling given in Eq. (2.5), the parameter α(hz, V) can be well approximated by the

empirical form,

α(hz, V) = α0 ln
[ V

V6(hz)

]
, (2.7)

where α0 ≈ 0.4, and V6(hz) is given by Eq. (2.5). The manifold of (hz, V) values

for which α(hz, V) vanishes is denoted by the black curve in Fig. 2.3(b). When the

strengths of the potential and the Zeeman energy deviate from condition (2.5), the

HOVHS splits into three ordinary saddle point VHS for p ∈
{(−2α

3β , 0
)
,
(

α
3β ,± α√

3β

)}
and a local extremum at p = (0, 0). Under small deviations δV of the moiré potential

and the Zeeman energy from (hz = 0, V = V6), a perturbative expansion of the

coefficient α(hz, δV) to lowest order yields α(hz, V) ≈ c1 δV + c2 h2
z, where a linear

term in hz vanishes due to inversion symmetry. Then the condition α(hz, δV) = 0

yields Eq. (2.5).

Apart from the high concentration of density of states, the bands supporting

HOVHS display another interesting feature. As shown in Fig. 2.4, the real space

wave functions for the energy states at the HOVHS and projected on the valleys

±K are particularly polarized on two sublattices that form a honeycomb lattice

localized between the maxima of the moiré potential. This sublattice polarization

behavior is observed along the HOVHS line given by Eq. (2.5), and highlighted

in Fig. 2.4 for (hz, V) = (0.5, 1.38). We note that this sublattice polarization in

the vicinity of HOVHS on the TI surface states is a feature observed in other two-

dimensional systems tight-binding systems such as in Haldane Chern insulators

tuned to higher-order Lifshitz transitions [48] and kagomé bands. [69, 112]
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Figure 2.4: Real space wavefunction of the up (left) and down (right) spin electrons
with momentum K on the HOVHS band of the C6 symmetric model with (hz, V) =
(0.5, 1.38) in units of (vF/a). The difference in the maximum amplitude of the up
and down spins can be attributed to the broken TRS. The maxima of the lattice
potential are denoted with black dots.

2.1.2 C3 symmetric moiré potential

We investigate the effects of breaking inversion symmetry such that V(r) ̸= V(−r)

by adding a contribution to the C6 symmetric lattice potential given in Eq. (2.4) that

yields a potential with C3 symmetry

V3(r) = 2V
3

∑
j=1

[
cos
(
Gj · r

)
− cos

(
Gj · r + ϕ

)]
, (2.8)

for any ϕ ̸= 0, π. Subsequently, we narrow our focus to the specific case where

ϕ = 2π
3 , as depicted in Fig. 2.5a.

In the absence of the Zeeman field, the C3 symmetric model supports a gapless

spectrum of moiré bands, wherein we uncover one band supporting a pair of

HOVHS in the moiré Brillouin zone valleys when the strength of the moiré potential

V(0)
3 = V3(hz = 0) = 0.802(vF/a). The existence of a pair of valley HOVHS follows

from TRS degenerate states at ±K despite breaking of inversion symmetry by the

potential Eq. (2.8).

On turning the Zeeman field on with V = V(0)
3 , the HOVHS splits into 3
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Figure 2.5: (a) Contour plot of the C3 symmetric potential V3(r), given in Eq. (2.8),
with superlattice constant a. (b) Band structure of the model given in Eq. (2.1b)
with the C3 periodic potential with (hz, V) = (0.5, 0.83) in units of (vF/a), to the
left and the corresponding DOS to the right. The sharp peak in the DOS at the K
point indicates the presence of HOVHS while the shorter peak right above it in
energy points towards the conventional VHS around the K′ point. Here, the lowest
conduction band (shown in red) that carries a Chern number of −1, hosts HOVHS
located at the K points.

conventional VHS located around each of the K and −K points of the lowest

conduction band which carries a Chern number of −1, as shown in Fig. 2.5b.

By adjusting the lattice potential strength or the Zeeman field, the conventional

VHS can merge back into a HOVHS. However, due to the breaking of inversion

symmetry, this HOVHS is located in either one of the valleys. This situation is

analogous to the effect of an inversion-breaking sublattice potential on the Haldane

Chern insulator model that can lead to a single HOVHS on one of the valleys. [88]

Similarly to the approach of Sec. 2.1.1, we characterize the (hz, V) parameter

space for which the C = −1 band supports HOVHS in one of the valleys. For the K

valley HOVHS, we uncover the relation between moiré potential and Zeeman field,

V3(hz) = V(0)
3 + Γ1hz + Γ2h2

z + Γ3h3
z , (2.9)
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V < V3(hz) V = V3(hz) V > V3(hz)

V < V3(-hz) V = V3(-hz) V > V3(-hz)

V3(hz)V3(-hz)
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𝛼 x 10-2

Fitted
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Figure 2.6: (a)Parameter space plot showing the values of the Zeeman mass (hz)
and the lattice potential strength (V) that corresponds to HOVHS located at the K
(blue) and the K′ (green) points of the BZ. The (hz, V) pairs that support HOVHS
located at K (K′) follow a scaling relation V3(hz) (V3(−hz)) given by Eq. (2.9). The
contour plots of the Fermi surfaces corresponding to the regions- V < V3(hz),
V = V3(hz ̸= 0), and V > V3(hz) are shown above, and those corresponding
to the regions- V < V3(−hz), V = V3(−hz ̸= 0), and V > V3(−hz) are shown
below. When hz = 0 and V = V(0)

3 , we find HOVHS located at both K and K′

points, as in the case of the C6 symmetric lattice potential. Here, the dotted black
lines indicate the boundaries of the first moiré Brillouin zone and the black lines
show the Fermi surfaces passing through VHS. (b)α(hz, V) obtained numerically
from the expression given in Eq. (2.10) (top) and from the Taylor expansion of the
energy dispersion around the K points (bottom). The thick black curve indicates the
α(hz, V) = 0 line which, as expected, coincides with the hz −V curve corresponding
to the emergence of HOVHS at the K point shown in (a).
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in terms of numerically fitted coefficients (Γ1, Γ2, Γ3) ≈ (0.033, 0.039, 0.007), and hz

and Vare measured in units of (vF/a). We note that unlike in the case discussed in

Sec. 2.1.1, the breaking of inversion symmetry allows for terms with odd powers

in hz. Furthermore, while (hz, V3(hz)) corresponds to a higher-order saddle point

at the K point, (hz, V3(−hz)) corresponds to the one at the −K point. In Fig. 2.6(a),

we plot these curves and the character of the Fermi surface contours at and in the

vicinity of the higher-order Lifshitz transitions.

Eq. (2.9), which describes the condition for the coefficient α(hz, V) in Eq. (2.6) to

vanish, can be well approximated by

α(hz, V) = α0 ln
[ V

V3(hz)

]
, (2.10)

where α0 ≈ 0.4 for hza/vF < 2. Similarly, the Hessian vanishes at the −K points

when α(hz, V) = α0 ln(V/V3(−hz)) with α0 ≈ 0.4. Thus, we have established a

mechanism to create and access a larger landscape of HOVHS topological bands

with Chern number C = ±1, which occur through the interplay of a moiré potential

and a uniform Zeeman field coupled to the surface states a 3D topological insulator.

In the next section, we discuss an important feature in anomalous Hall response

implied by the existence of Van Hove singularities in Chern bands and apply it to

the case of conventional and higher-order VHS.

2.2 Intrinsic Anomalous Hall Conductivity near Lif-

shitz Transitions

In this section, we discuss the manifestation of Lifshitz transitions in the context

of anomalous transport in a Chern band. We establish a general result that relates

the divergence in the density of states associated with Van Hove singularities to the
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low-temperature differential anomalous Hall response, as expressed in Eqs.(2.17).

While the discussion in this section applies generally to Chern bands, we specifically

explore this connection for the HOVHS characterized in Sec. 2.1.

In Chern bands, the presence of non-zero Berry curvature of the Bloch states

leads to an anomalous Hall velocity[100–102] when charges couples to an electric

field, giving rise to the intrinsic anomalous Hall effect.[97–99] While for a filled

Chern band insulator, this leads to a quantized Hall conductivity in units of e2/h,

in a partially filled Chern band, the intrinsic anomalous Hall conductivity σint
xy can

be continuously tuned by the electronic filling of the Chern band, and it probes

the Berry phase contribution of the occupied electronic states. In particular, when

the Fermi energy crosses a Lifshitz transition in a Chern band, the large peak in

the density of states entailed by the change in the topology of the Fermi surface

suggests that the anomalous Hall response may correspondingly manifest some

distinct property. Furthermore, this distinct behavior should be a generic feature

of Chern bands, provided the sharp features in the density of states are not signifi-

cantly rounded by disorder and thermal broadening. Thus, we hereafter discuss the

character of the intrinsic anomalous Hall response of Chern bands at low tempera-

tures and in cases where the anomalous Hall effect is dominated by the intrinsic

contribution[99], where we uncover a characteristic feature relating the anomalous

Hall conductivity and the density of states. Specifically, in the T → 0 limit, we show

that d σint
xy /d µ diverges when the Fermi energy µ crosses the scale of logarithmic

and power-law Van Hove singularities. Also, in what follows, we assume that the

system remains a Fermi liquid as the Fermi energy crosses a Van Hove singularity.

To establish these connections, we consider an isolated Chern band described by

Bloch states |uk⟩ with energy dispersion ε(k) and non-vanishing Berry curvature

Ω(k) = ∇k × Ak, where the Berry connection Ak = i ⟨uk| ∇k |uk⟩. This system is
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characterized by the intrinsic anomalous Hall conductivity [97]

σint
xy (µ; T) =

e2

h
1

2π

∫
d2k Ω(k) fµ;T(ε(k)) , (2.11)

where the integral extends over the first Brillouin zone, e is the charge of the electron,

h is Planck’s constant and fµ;T(ε(k)) =
(

e
ε(k)−µ

kBT + 1
)−1

is the Fermi distribution at

temperature T and chemical potential µ.

In the T → 0 limit, Eq. (2.11) becomes

σint
xy (µ; 0) =

e2

h
1

2π

∫
d2k Ω(k)Θ(µ − ε(k)) , (2.12)

where Θ(x) is the Heaviside step function signaling a sharp separation between

occupied and empty electronic states. This contribution varies continually with the

Fermi energy µ when the Fermi energy lies between the minimum and maximum

of the Chern band.

An insight can be obtained by considering differential anomalous Hall conduc-

tivity, which measures the slope of σint
xy as a function of Fermi energy,

dσint
xy (µ; 0)

dµ
=

e2

h
1

2π

∫
d2k Ω(k)δ(µ − ε(k)) . (2.13)

Eq. (2.13) shows that at T = 0, the differential anomalous Hall conductivity gets its

contribution from states at the one-dimensional Fermi surface manifold ε(k) = µ.

Upon normalizing by the density of states at the Fermi energy,

ρ(µ) =
∫

d2k δ(µ − ε(k)) , (2.14)

Eq. (2.13) reads
dσint

xy (µ; 0)
dµ

=
e2

2πh
⟨Ω⟩FS ρ(µ) , (2.15)
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Figure 2.7: (a) Intrinsic anomalous Hall conductivity (σint
xy ) and (b) differential

anomalous Hall response (
dσint

xy
dµ ), at zero temperature plotted as a function of the

Fermi energy µ for the Chern band supporting HOVHS at (hz, V) = (0.5, 1.38) in
units of (vF/a). The dashed red line denotes the energy at which HOVHS occurs, µ∗.
The differential anomalous Hall response exhibits a power law divergence around
µ∗, as given in Eq. (2.17) (b), with ν = 0.39 ≈ 1/3, and κ+ = κ− = 0.43. (c) Intrinsic
anomalous Hall conductivity (σint

xy ) and (d) differential anomalous Hall response

(
dσint

xy
dµ ), at zero temperature plotted as a function of the Fermi energy µ for the lower

energy band of the Chern insulator model defined on a square lattice of lattice
constant a, H = (vF/a)[sin kxσx + sin kyσy + (m − cos kx − cos ky)σz] at m = 1.5
where it supports VHS at µ∗ = −1.5(vF/a) (denoted by the red dashed line) and
carries a Chern number of 1. The differential anomalous Hall response exhibits a
log divergence around µ∗, as given in Eq. (2.17) (a), with Λ = 1.35(vF/a) = 0.45×
bandwidth and ρ0 = 0.58

vF/a . Note that in (a) and (c), as the Fermi reaches the top
of the band, the total Hall conductivity approaches 1, the Chern number of the
corresponding band.
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where

⟨Ω⟩(µ) ≡
∫

d2k Ω(k)δ(µ − ε(k))∫
d2k δ(µ − ε(k))

(2.16)

defines the average of the Berry curvature on the Fermi surface.

Eq. (2.15) provides an insightful connection between the average Berry curvature

(which is the imaginary part of the quantum metric tensor), the density of states,

and the anomalous Hall transport, which can be in principle explored to read out

the Berry curvature by scanning the Fermi energy of the band. Moreover, let us

consider the behavior of Eq. (2.15) in the vicinity of a Lifshitz transition occurring

at energy µ∗. In this case, if ⟨Ω⟩(µ∗) ̸= 0 (which we expect to occur typically in a

Chern band), the differential anomalous Hall conductivity is dominated by the Van

Hove singularities in the density of states, resulting in the following asymptotic

forms for the conventional and higher-order Lifshitz transitions

dσxy(µ; 0)
dµ

≈ e2

2πh
× ⟨Ω⟩(µ) × ρ0 log(Λ/|µ − µ∗|)︸ ︷︷ ︸

Conventional Lifshitz transition

, (2.17a)

dσxy(µ; 0)
dµ

≈ e2

2πh
× ⟨Ω⟩(µ) × Θ(µ − µ∗)κ+ + Θ(µ∗ − µ)κ−

|µ − µ∗|ν︸ ︷︷ ︸
Higher-order Lifshitz transition

,
(2.17b)

where ν is a positive exponent and κ± coefficients for µ ≥ µ∗ (µ ≤ µ∗). Eq. (2.17)

establishes a general connection between differential anomalous Hall response and

Lifshitz transitions in Chern bands.

In Figure 2.7, we plot dσint
xy /dµ and σint(µ) as a function of the Fermi energy µ

for two representative cases, namely, the Chern bands holding HOVHS discussed

in Sec.2.1 and a two-band model Chern insulator model supporting logarithmic

VHS [113, 114]. In the top panels of Figure 2.7, we observe that the cubic power-law

divergence in the DOS for the topological insulator moiré surface Chern bands
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Figure 2.8: Differential anomalous Hall conductivity
dσint

xy
dµ plotted against the Fermi

energy µ for the HOVHS band with (hz, V) = (0.5, 1.38) in units of (vF/a), for
different values of temperature (T) that are labelled on the plot. The temperature T
is scaled with T0 = (v f /a)/kB where kB is the Boltzmann constant and vF/a ≈ 30
meV. [1, 2] The yellow dashed line denotes the energy at which the HOVHS occurs,

µ∗. The peak in
dσint

xy
dµ associated with the HOVHS gets progressively stronger as the

temperature decreases.

gives rise to a pronounced peak in dσint
xy /dµ (Figure 2.7b), which then reflects a

characteristic slope in σint
xy (Figure 2.7a) as the system undergoes a Lifshitz transition

at µ = µ∗, which is indicated by the red dotted lines. In the bottom panels of Fig.

2.7, we perform a similar analysis for a Chern band with conventional logarithmic

VHS. In both cases, the characteristic behavior by Eq. (2.17) is confirmed despite

some numerical rounding introduced by the finite-size grid.

To account for the effects of thermal broadening, we obtain from Eq. (2.11) the

temperature dependence of the differential anomalous Hall conductivity

d σint
xy

d µ
(µ; T) =

e2

2π h

∫
d2 k Ω(k)

1
kB T

[
2 cosh

(ε(k)− µ)

2 kB T

]−2
,

(2.18)
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where the last term in the integral accounts for the temperature dependence of the

Fermi distribution.

In Figure 2.8 we plot the temperature dependence of the differential anomalous

Hall conductivity Eq. (2.18) for the TI surface state discussed in Sec. 2.1.1 for the

Chern band supporting a pair of HOVHS. As expected, for temperatures compared

with or greater than the bandwidth T ≳ T0 ∼ Λ/kB, where Λ is the bandwidth,

thermal effects strongly destroy the effect of the VHS. However, with decreasing

of temperature substantially below the bandwidth scale, the peak in
d σint

xy
d µ becomes

progressively more pronounced, allowing for the identification of a VHS, and

asymptotically tending to a sharp peak as in T → 0 limit described by Eq. (2.17).

2.3 Discussion and Outlook

In this work, we have identified a mechanism to create time-reversal broken topo-

logical Chern bands that host higher-order Van Hove singularities on the surface

of a 3D topological insulator. We have shown that these HOVHS in topologically

nontrivial bands can emerge from the interplay of a time-reversal breaking Zeeman

field induced by the proximity to a ferromagnetic insulator and a time-reversal

invariant moiré potential induced on the surface electrons of a three-dimensional

topological insulator. The latter can naturally occur through the misalignment of

the quintuple layers in Bi2Se3 and Bi2Te3, responsible for the onset of a nanometer

scale moiré potential. Employing exact diagonalization and symmetry analysis, we

have demonstrated that tuning of the Zeeman and moiré potential energy scales

gives rise to a manifold of higher order Lifshitz transitions on the moiré Brillouin

zone valleys. This setting opens a direction for future exploration of correlation

effects associated with the presence of strong density of state singularities in moiré

Chern bands on the surface of topological insulators.
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Moreover, our analysis of HOVHS, which focuses on the surface of 3D TIs

characterized by a single Dirac cone, offers a compelling opportunity for extension

to 2D materials that exhibit multiple Dirac fermion flavors, such as twisted bilayer

graphene [7, 115, 116] and transition metal dichalcogenides. [117, 118] Extending

our mechanism to such 2D materials, where each Dirac cone can be treated as an

independent or isolated one, would be particularly interesting. Additionally, our

mechanism lays the groundwork for future research into designing Chern bands

with HOVHS, beyond the constraint of a single Dirac cone.

Furthermore, we have identified a characteristic signature in the intrinsic anoma-

lous Hall response as the Fermi surface crosses a Lifshitz transition. Specifically,

the rate of change of the anomalous Hall conductivity as a function of the Fermi

energy, dσint
xy /dµ, displays a pronounced peak at low temperatures due to the large

accumulation of states near the VHS, which tracks the logarithmic or power-law

divergences in conventional and higher-order Lifshitz transitions, respectively. In

the moiré surface Chern bands studied in this work, this entails a power-law diver-

gence in dσint
xy /dµ as the temperature tends to zero. This relationship opens a route

to experimentally probe VHS and Chern bands through transport measurements,

and it would be not only applicable in the HOVHS on the surface of a topological

insulator but also to a wider class of Hofstadter-Chern bands, [87, 119–132] and

zero-field Chern bands in moiré heterostructures.[133–137]



Chapter 3

Classification of Higher-Order Van

Hove Singularities in Kagome

Topological Bands

Note: The material in this chapter is available on arXiv: arXiv:2410.07000.

Motivated by the growing interest in band structures featuring higher-order Van

Hove singularities (HOVHS), we investigate a spinless fermion kagome system

characterized by nearest-neighbor (NN) and next-nearest-neighbor (NNN) hopping

amplitudes. While NN hopping preserves time-reversal symmetry, NNN hopping,

akin to chiral hopping on the Haldane lattice, breaks time-reversal symmetry and

leads to the formation of topological bands with higher Chern numbers. We perform

analytical and numerical analysis of the energy bands near the high-symmetry

points, which uncover a rich and complex landscape of HOVHS, controlled by

the magnitude and phase of the NNN hopping. Furthermore, the NNN hopping

induces the formation of higher Chern number bands in the middle of the spectrum

obeying a sublattice interference.

The interplay between topological electronic bands and correlation effects pro-
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vides a fruitful avenue to realizing unconventional phases driven by competing

electronic states. The presence of a large density of states (DOS) provides an effective

mechanism to enhance electronic correlations. In 2D lattices, Van Hove has shown

that saddle points in the band dispersion lead to Van Hove singularities (VHS)

characterized by logarithmic divergent DOS [6]. The possibility of higher-order

VHS (HOVHS) displaying even stronger power-law divergent DOS, considered in

the context of cuprate band structures [138, 139], has recently garnered significant

interest as a pathway to explore unconventional electronic orders [28–40]. In par-

ticular, when HOVHS emerge in Chern bands [48, 88, 140], the interplay between

band topology and high DOS can promote novel electronic orders, such as super-

conducting pair-density waves and Chern supermetals [48], which underscores the

importance of higher-order singularities in topological bands for discovering new

quantum phases. However, beyond initial studies on the Haldane lattice [48, 88]

and topological insulator moiré surface states [140], the structure of HOVHS in

Chern bands remains largely unexplored.

In this work, we extend this knowledge by investigating a rich scenario where

band topology and HOVHS are intertwined in a 2D kagome system. Kagome

lattices [59, 60], characterized by their geometrically frustrated network of corner-

sharing triangles in two dimensions, support VHSs [39, 67], along with flat bands

[61–65] and Dirac fermions [66, 67], which provide an ideal platform for studying

complex electronic phenomena. The substantial enhancement of interaction effects

due to the large accumulation of electronic states around the VHS plays a crucial

role in the emergence of various electronic phenomena including charge density

waves, pair density waves, and unconventional superconductivity [141–144].

We investigate the effects of a complex next-nearest-neighbor (NNN) hopping

amplitude, t2 eiϕ, on the electronic bands of a kagome lattice. This hopping term,

analogous to the Haldane model on the honeycomb lattice [89], breaks time-reversal



34

a2

a1

A

B C

𝑡2𝑒𝑖𝜙

𝑡1

Figure 3.1: Kagome lattice with the sites A, B, and C marked in orange, blue, and
green respectively. The vectors connecting site B with its nearest neighbors A and
C are denoted as a2 and a1 respectively. The real NN hopping amplitude, t1, is
represented by solid black lines. The black dashed arrows show the orientation of
the NNN hoppings with strength t2eiϕ. This NNN hopping breaks time-reversal
symmetry while preserving C3 rotation and inversion symmetry about the center of
the hexagon.
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symmetry (TRS) and induces the formation of bands with non-zero Chern numbers.

Employing a systematic analytical and numerical classification of critical points at

high-symmetry points Γ, ±K, and Mi (i = 1, 2, 3) of the Brillouin zone as a function

of (t2, ϕ), we reveal a rich landscape of HOVHS in this time-reversal broken kagome

system. Notably, we identify conditions under which bands with Chern numbers as

large as C = ±4, emerge. Owing to the presence of HOVHSs, these bands support

power-law divergences in the DOS, ρ(ϵ) ∼ |ϵ|−ν, with exponents ν = 1
2 , 1

3 , and 1
4 .

The classification of HOVHS reveals new features of the kagome band structure:

(1) In the lowest band, our classification of HOVHS not only identifies the loci of

high DOS but also pinpoints the location of a nearly flat Chern band with C = ±1 in

the (t2, ϕ) parameter space. This provides an ideal scenario for exploring competing

electronic orders and emergent fractional Chern insulators [145–149] in a partially

filled band.

(2) The NNN chiral hopping, while breaking TRS, preserves the sublattice interfer-

ence (SI) [69, 112, 150] of the second band for the entire parameter space (t2, ϕ). SI

implies that electronic states associated with Mi points at the Brillouin zone bound-

ary are maximally localized on the sublattices A, B, and C, which has a non-trivial

effect on interactions when the Fermi energy crosses a HOVHS at the Mi points at

the zone boundary. Our work thus extends the mechanism of SI in time-reversal

broken Chern bands from the Chern number C = ±1 band on the honeycomb

lattice [48] into the realm of topological kagome bands supporting higher Chern

numbers, C = ±2 and C = ±4.

(3) While the NNN hopping destroys the exact flatness condition of the third band

in the nearest-neighbor (NN) kagome lattice [63–65] (a special case where all points

in the Brillouin zone become critical at t2 = 0), our phase diagram uncovers HOVHS

lines at the high symmetry points K and Mi in the (t2, ϕ) parameter space, which

converge to a flat band at (t2 → 0, ϕ = ±π/2). Thus the kagome lattice provides a
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relevant setting to study the emergence of HOVHS near stronger DOS singularities

due to flatbands.

This work opens a direction to explore exotic kagome bands in synthetic materi-

als such as optical lattices [151]. In particular, an implementation of the complex

NNN hopping akin to a Haldane optical lattices [152] could be achieved via peri-

odic modulation using piezoelectric actuators. Moreover, the recent discovery of

a new family of kagome metals, AV3Sb5 (A = K, Rb, Cs) displaying a variety of

exotic correlated electronic phenomena [69–75] and exhibiting both conventional

and higher-order Van Hove singularities [68, 76, 77], as evidenced by angle-resolved

photoemission spectroscopy (ARPES) [38, 39], further motivates a deeper explo-

ration of the HOVHS landscape in kagome lattices. While kagome systems have

been actively studied in connection with Van Hove singularities, the relationship

between VHS and non-trivial band topology in these materials remains largely

unexplored.

Model – We study a tight-binding model of the kagome lattice with lattice constant

a, consisting of NN hopping as well as complex NNN hopping,

H = −t1 ∑
⟨i,j⟩

c†
i cj − t2 ∑

⟨⟨i,j⟩⟩
eiϕij c†

i cj + h.c., (3.1)

where t1 (t2) is the NN (NNN) hopping strength, ϕij is the phase factor associated

with the NNN hopping between sites i and j, ⟨i, j⟩ and ⟨⟨i, j⟩⟩ indicates the NN and

NNN hopping respectively, and c†
j is the fermionic creation operator at site j. The

vectors connecting the NN atomic sites are defined as a1 = a
2(1, 0), a2 = a

4(1,
√

3)

and a3 = a1 − a2, and the NNN hopping vectors are defined as b1 = a
2(0,

√
3),

b2 = a
4(3,−

√
3), and b3 = −(b1 + b2), as shown in Fig. 3.1. Notice that the black

dashed arrows shown in Fig. 3.1 denote the direction of the complex NNN hopping.

Furthermore, we assume the system is spin-polarized, thereby omitting the spin
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degree of freedom.

(a)

(b)

Γ K
M

Figure 3.2: Band structure at (a) (t2, ϕ) = (0, 0) and (b) (t2, ϕ) = (0.76, 0.9π), with
the first BZ shown in (a). The corresponding DOS is displayed on the right. The red
dashed lines in (a) and (b) denote the energy at which the M points of the second
band support a conventional VHS and a HOVHS respectively, as indicated by the
divergences in the corresponding DOS. Notice that the energy corresponding to the
M points on band 2 is always zero.

In the momentum space, the Hamiltonian reads H = ∑k c†
kĤ(k)ck, where
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Ĥ(k) = ĤNN(k) + ĤNNN(k), and ck = (ck,A ck,B ck,C)
T, with A, B, C being

the three sites of the kagome unit cell displayed in Fig. 3.1. The momentum k is

defined in the first Brillouin zone (BZ) spanned by the two reciprocal lattice vectors,

G1 = 2π
a (1,− 1√

3
) and G2 = 2π

a (0, 2√
3
). The lattice constant a will henceforth be set

to 1. The single particle Hamiltonian Ĥ(k) can be expressed as

Ĥ(k) =


0 h12(k) h13(k)

h∗12(k) 0 h23(k)

h∗13(k) h∗23(k) 0

 , (3.2)

where h12(k) = −2 t1 cos (k · a2)− 2 t2 eiϕ cos (k · b2), h13(k) = −2 t1 cos (k · a3)−

2 t2 e−iϕ cos (k · b3), and h23(k) = −2 t1 cos (k · a1)− 2 t2 eiϕ cos (k · b1).

Diagonalization of the Hamiltonian given in Eq. (3.2), H = ∑k ∑n=1,2,3 Ψ†
n,kϵn,kΨn,k,

yields the dispersion of each band, ϵn,k, where n = 1, 2, 3 denotes the index of the

first, second and third energy bands, respectively, in ascending order. Henceforth,

energy is expressed in units of t1. Owing to C3 rotation and inversion symmetries,

the spectrum satisfies ϵn,C3k = ϵn,k and ϵn,−k = ϵn,k.

3.1 Classification of Higher Order Van Hove Singulari-

ties

In 2D Bloch bands, an ordinary VHS exhibits logarithmic divergence in the DOS

(ρ ∝ log|ϵ|) [6], which occurs at a saddle point (i.e., where the dispersion is locally

ϵn,k ∼ k2
x − k2

y), with the following conditions satisfied: ∇kϵn,k = 0 and Hn,k < 0,

where Hn,k = det( ∂2ϵn,k
∂ki∂kj

) is the Hessian of the dispersion ϵn,k. The vanishing of the

Hessian at the critical point signals the degeneracy of the quadratic form and the

formation of a HOVHS with power-law divergence in DOS [28–30, 110] due to a
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Figure 3.3: Contour plots of the energy dispersion corresponding to band 2, near the
high-symmetry points (a) ±K, (b) Mi, and (c) Γ points, where the Hessian vanishes,
thereby supporting HOVHS. The white lines denote the boundaries of the first BZ
and the black lines correspond to the Fermi surface contour at the corresponding
energy of the HOVHS. At the K point (a), the dispersion exhibits a monkey-saddle
dispersion. In contrast, around the M3 point (b), the dispersion becomes locally
flat only along the kx direction. At the Γ point (c), which is an extremum, the
second-order curvature of the dispersion vanishes along both kx and ky directions.
(d) The energy dispersion considered in (c), around the Γ point, plotted along kx
with ky held constant at zero, in order to highlight the flatness of the band around
the Γ point.
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higher-order critical point.

In the absence of NNN hopping, as shown in Fig. 3.2 (a), band 3 is flat and

bands 1 and 2 support critical points on the high-symmetry points of the first BZ

Γ = (0, 0), ±K = (±4π
3 , 0), M1 = (π, π√

3
), M2 = (−π, π√

3
), and M3 = (0,− 2π√

3
),

with conventional saddle points located on Mi. Fig. 3.2 (b) illustrates the effect of

the NNN hopping on the band structure, where we observe the onset of bands

with significantly higher DOS divergence than ordinary VHS. Henceforth we focus

on addressing how these critical points emerge as a function of the parameters

(t2, ϕ). As shown below, all high-symmetry points on the three bands can support

HOVHS in this parameter space. In particular, we analyze high-symmetry points

separately and classify their HOVHS as shown in Fig. 3.3. C3 rotation and inversion

symmetries, reduce the analysis to three of the six high-symmetry points.

3.1.1 Critical points at ±K

Higher-order singularities emerge at K in the form of monkey saddles, as shown in

Fig. 3.3 (a). The corresponding low-energy dispersion, which reflects the C3 rotation

symmetry around the K points, takes the form

ϵK+p − ϵK = α(p3
x − 3px p2

y) + · · ·, (3.3)

where px and py are defined parallel and perpendicular to the ΓK line in the first

Brillouin zone, respectively, and the coefficient α is real. This monkey saddle disper-

sion indicates that the corresponding DOS exhibits a power-law divergence with

exponent ν = 1/3 [28, 110, 153, 154], which we confirm numerically. Furthermore,

these observations apply to the −K points as well, since the model is symmetric

under inversion.
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Figure 3.4: (a)-(c) Parameter space plots showing the set of (t2, ϕ) values for which
the the high-symmetry points Γ(orange), ±K (blue) and M(green) corresponding to
the bands 1-3 (from left to right) support HOVHSs. The dashed lines correspond to
the high-symmetry points which can be classified as higher-order saddles whereas
the solid lines correspond to extrema with vanishing Hessian. (d) Parameter space
plot zoomed in around the intersections of the lines highlighted with the black
dashed lines in (a), clarifying the different intersections of boundary lines. The
parameter pair of interest is labeled with ⋆, with values (t2 = 0.45, ϕ = 0.76π). (e)
The 3D plot of the band structure at parameters labeled with ⋆ in (d), supporting
HOVHSs at both M and Γ points. (f) Band diagram of the same bands to showcase
the exceptional flatness of band 1, with an approximate bandwidth of 0.08 t1. The
first BZ is shown in the diagram as well.

3.1.2 Critical points at Γ

In contrast to the ±K points, the Γ point does not support a high-order saddle even

though the Hessian Hn,Γ vanishes. Instead, as the second-order curvature of the

dispersion vanishes along both the kx and ky directions, Γ becomes an extremum

with vanishing Hessian, thereby resulting in a locally flat band around the Γ point,

as shown in Fig. 3.3 (c). The corresponding low-energy dispersion takes the form,

ϵΓ+p − ϵΓ = α(p2
x + p2

y)
2 = α p4 (3.4)
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where α is a real parameter and (px, py) = p (cos θ, sin θ). Furthermore, the disper-

sion exhibits a stronger power-law divergence with exponent ν = 1/2, i.e, ρ(ϵ) ∝

|ϵ − ϵΓ|−
1
2 . Additionally, we notice one particular instance at (t2 , ϕ) = (1/3 , π) for

the first band where the coefficient α vanishes resulting in a low-energy dispersion

of the form (up to O(p6))

ϵΓ+p − ϵΓ ≈ p6
x

1152
−

p4
x p2

y

192
+

p2
x p4

y

128
=

p6

1152
cos2 (3 θ) , (3.5)

where ϵΓ = −8
3 , and the corresponding DOS diverges around Γ as ρ(ϵ) ∼ |ϵ −

ϵΓ|−2/3. We note that both expressions Eqs. (3.4) and (3.5) obey inversion and C3

rotation symmetries.

+3

+2

-1

-2

-3

+4

Figure 3.5: Phase diagrams for band 1 (left), band 2 (middle), and band 3 (right),
showing the Chern numbers in the t2-ϕ parameter space. White regions indicate
non-positive indirect energy gaps where the Chern number is not well-defined.
Only [0, π] is shown on the ϕ axis, since for any Chern number C at (t2, ϕ), as ϕ goes
to −ϕ, the Chern number flips sign. As seen in certain regions of the parameter
space, band 2 can support Chern number as high as ±4.

3.1.3 Critical points at Mi

The emergence of HOVHS at Mi points occurs under two conditions: when either

one or both of the eigenvalues of the Hessian Hn,Mi vanish. Given the model has C3

symmetry, the following discussion applies to all the Mi points, and hence we drop

the subscript i for the Mi points. When one eigenvalue vanishes, the second-order
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curvature of the dispersion vanishes along either the kx or ky direction, resulting

in a locally flat band structure in that direction, as shown in Fig. 3.3 (b). The

corresponding low-energy dispersion takes the form,

ϵM+p − ϵM =
αp2

x + βp4
x + γp2

x p2
y + δp4

y + · · ·, ∂2
kyϵn,M = 0

αp2
y + βp4

x + γp2
x p2

y + δp4
x + · · ·, ∂2

kxϵn,M = 0
,

(3.6)

with all coefficients being real, where the DOS diverges around M as ρ(ϵ) ∼

|ϵ − ϵM |−1/4. On the other hand, when both eigenvalues vanish, the α coefficient

vanishes, leading to a fourth-order dispersion in momentum, where the DOS obeys

a power-law divergence with exponent ν = 1/2, similar to the case of the Γ point.

3.1.4 HOVHS Phase Diagrams

We numerically calculate the Hessian for the band dispersions corresponding to

the Hamiltonian in Eq. (3.2) around the high-symmetry points ±K, Γ, and M. Our

analysis reveals a range of (t2, ϕ) values, shown in Fig. 3.4 (a)-(c), for which all three

bands support HOVHS at one or more of these high-symmetry points. The critical

points marked by the HOVHS lines in Fig. 3.4 (a)-(c) all correspond to a vanishing

Hessian. Dashed lines indicate higher-order saddle points, while solid lines denote

higher-order extrema. Notice that the higher-order critical point at Γ is invariably an

extremum, whereas those at ±K are consistently higher-order saddles. Additionally,

we find that the Hessian is invariant under the transformation ϕ → −ϕ. As a result,

we display the HOVHS lines for only 0 ≤ ϕ ≤ π.

In particular, we notice a region in Fig. 3.4 (a) where numerous line intersections

occur, for the first band. That region is zoomed in and shown in Fig. 3.4 (d).

Coincidentally, the band width in that region also achieves a minimum as low as
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≈ 0.08 t1. Selecting a parameter pair of (t2 = 0.45, ϕ = 0.76π), which is marked

with ⋆ in Fig. 3.4 (d), we obtain a band 1 giving rise to HOVHSs both at Γ and M

points. The 3D plot of the band structure is showcased in Fig. 3.4 (e), and the 1D

band structure of the system is demonstrated in Fig. 3.4 (f), exhibiting the extreme

flatness of the lowest band. The particular region shown in Fig. 3.4 (d) can be a

promising territory to observe strongly correlated phenomena in the system.

We now discuss an analytic approach underlying the phase diagrams shown in

Fig. 3.4 (a)-(c). In particular, we perturbatively determine the quadratic form near

each high-symmetry point. For concreteness, we focus on the Γ point, where non-

degenerate perturbation theory holds, except when degeneracies occur between

bands 2 and 3 at ϕ = 0, π. Expanding the Hamiltonian about Γ, we get

Ĥ(Γ + p) = Ĥ(Γ) + Ĥ(p) , (3.7)

Ĥ(p) =


0 ζ12(p) ζ13(p)

ζ∗12(p) 0 ζ23(p)

ζ∗13(p) ζ∗23(p) 0

 , (3.8)

where, up to second order in momentum, ζ12 = t1(p · a2)2 + t2eiϕ(p · b2)2, ζ13 =

t1(p · a3)2 + t2e−iϕ(p · b3)2, ζ23 = t1(p · a1)
2 + t2eiϕ(p · b1)

2. The eigenstates of Ĥ(Γ)

can be expressed as, Ψ(0)
1,Γ = 1√

3
(1, 1, 1), Ψ(0)

2,Γ =
(

1
6

(
−
√

3 − 3i
)

, 1
6

(
−
√

3 + 3i
)

, 1√
3

)
,

and Ψ(0)
3,Γ =

(
1
6

(
−
√

3 + 3i
)

, 1
6

(
−
√

3 − 3i
)

, 1√
3

)
. The dispersion, to leading quadratic

order, follows from

ϵn,Γ+p = ϵ
(0)
n,Γ + Ψ(0)∗

n,Γ Ĥ(p)Ψ(0)
n,Γ. (3.9)
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and, hence, the Hessian Hn,Γ(t2, ϕ) of each band:

H1,Γ =

[
3
4
(t1 + 3t2 cos(ϕ))

]2

,

H2,Γ =

[
−1

8
t1

(
1 + 3t2 cos(ϕ)− 3

√
3t2 sin(ϕ)

)]2

,

H3,Γ =

[
−1

8
t1

(
1 + 3t2 cos(ϕ) + 3

√
3t2 sin(ϕ)

)]2

.

(3.10)

Setting Hn,Γ = 0, results in the HOVHS contours at Γ shown in Fig. 3.4 (orange

lines),

τ1,Γ(ϕ) = −sec(ϕ)
3

,

τ2,Γ(ϕ) = − 1
3(cos(ϕ)−

√
3 sin(ϕ))

,

τ3,Γ(ϕ) = − 1
3(cos(ϕ) +

√
3 sin(ϕ))

.

(3.11)

The other high-symmetry points can be dealt with similarly. In particular, the

analysis of degenerate perturbation theory for Γ at ϕ = π, as well as the Hessian

expressions for M and K points are provided in Appendix. A.

3.2 Band Topology

The NNN hopping breaks time-reversal symmetry and leads to the possibility of

energy-isolated topological bands characterized by a non-zero Chern number. To

investigate that, we numerically compute [155] the Chern number of the three

bands in the t2 − ϕ parameter space.

The Chern number diagrams are presented in Fig. 3.5. We restrict our analysis

to 0 ≤ t2 ≤ 1 where the magnitude of the second neighbor hopping is less than the

NN hopping t1. Furthermore, the parameter ϕ is restricted from [0, π], since for any

Chern number C at (t2, ϕ), as ϕ goes to −ϕ, the Chern number flips sign. The white
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Figure 3.6: (a-c) Intrinsic anomalous Hall conductivity σint
xy (µ; 0) and (d-f) the cor-

responding differential anomalous Hall conductivity
dσint

xy (µ;0)
dµ at zero temperature,

plotted as a function of the Fermi energy µ in units of t1 for the Chern bands support-
ing HOVHS at (t2, ϕ) = (0.39, π/2) for band 1 (left), (t2, ϕ) = (0.26, π/2) for band
2 (middle) and (t2, ϕ) = (0.80,−0.9π) for band 3 (right). The high-symmetry point
where the HOVHS is located is mentioned in each plot. The differential anomalous
Hall response, like the corresponding DOS, exhibits a power-law divergence around
µ∗ (marked by the blue dashed line) with exponents 1/3, 1/4 and 1/2 for K, M and
Γ point respectively.

regions describe bands that are not separated by a direct gap. The colored regions

represent isolated bands with non-zero Chern numbers. In this parameter regime,

we observe a rich landscape of gapped topological bands, some of which support

relatively large Chern numbers.

By combining the phase diagrams shown in Fig. 3.4 and Fig. 3.5, we uncover

a comprehensive understanding of how the NNN hopping leads to the onset of

topological bands supporting HOVHS at the high-symmetry points, characterized

by power-law diverging DOS ρ(ϵ) ∼ |ϵ − ϵ0|−ν, with exponents ν = 1/2, 1/4, 1/3,

which is one of the main results of our analysis.

This structure of HOVHS can be accessed upon changing the Fermi energy in

each of the bands, which also changes the anomalous Hall response owing to the
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presence of a finite Berry curvature in the bands. Importantly, the zero temperature

differential anomalous Hall response displays a strong divergence whenever the

Fermi level crosses a Van Hove singularity, due to the large change in the number

of electronic states in a small energy window. At zero-temperature, this response,
dσint

xy (µ;T=0)
dµ , near VHSs can be expressed in terms of the density of states ρ(µ) as

[140]

dσint
xy (µ; T = 0)

dµ
=

e2

2πh
⟨Ω⟩FS ρ(µ) , (3.12)

where σint
xy (µ; T = 0) = e2

h
1

2π

∫
d2k Ω(k)Θ(µ − ϵ(k)) is the anomalous Hall con-

ductivity at zero-temperature, defined in terms of the Berry curvature Ω(k), and

⟨Ω⟩FS defines the average of the Berry curvature on the Fermi surface.

In Fig. 3.6, we plot σint
xy (µ; 0) as well as

dσint
xy (µ;0)

dµ as a function of the Fermi energy

µ for three different cases where a Chern band supports HOVHS at either of the

three high-symmetry points. Notice that in all the three cases, the inverse of the

slope of the anomalous Hall response σint
xy (µ; 0) vanishes as µ → µ∗ where µ∗ is the

energy corresponding to the HOVHS, shown in Figs. 3.6 (a)-(c). As a result, the
dσint

xy (µ;0)
dµ plots show a divergence as µ → µ∗, displayed in Figs. 3.6 (d)-(f).

We numerically confirm that the differential anomalous Hall responses exhibit

power-law divergences with the same exponent as the corresponding DOS, and

note that the distinctly sharp peaks become progressively broadened as temperature

increases.

3.3 Sublattice Interference

A remarkable feature of Kagome systems is that Bloch states of the second band

corresponding to each Mi point in the Brillouin zone are maximally localized on

one of the three sublattices A, B and C. Notably, this form of sublattice interference
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(SI) [69, 112, 143] is persistent even with long-range real hopping terms extending

up to the third nearest neighbor [112]. However, SI in kagome systems supporting

topological bands is yet to be explored. In this section, we investigate the rich

interplay between SI and HOVHS promoted by the complex hopping.

First, we establish that the SI persists on band 2 throughout the t2-ϕ parameter space.

For instance, consider the high-symmetry point M1 = (π , π√
3
). Working out the

dot product of M1 with the lattice vectors ai and bi, M1 · a1 = π/2, M1 · a2 =

π/2, M1 · a3 = 0, M1 · b1 = π/2, M1 · b2 = π/2 and M1 · b3 = −π, yields the

Hamiltonian Ĥ(M1)

Ĥ(M1) = −2 t1


0 0 1

0 0 0

1 0 0

− 2 t2


0 0 −eiϕ

0 0 0

−e−iϕ 0 0

 , (3.13)

supporting the energy values, ϵ1,3 = ±2
√
(t1 − t2e−iϕ)(t1 − t2eiϕ) and ϵ2 = 0,

where ϵ1 ≤ ϵ2 ≤ ϵ3. The corresponding eigenstates are denoted as Ψn,k = uλ,kck,

where uλ,k is a unitary transformation with λ = A, B, C. Notably, the ϵ = 0 case

corresponds to the second band with eigenvector Ψ2,M1 = (0 1 0)T, localized on the

B sublattice.

Similarly, for the other two high-symmetry points M2 and M3, the eigenvalues

of the corresponding Hamiltonian yield the eigenvalues ϵ1 ≤ ϵ2 = 0 ≤ ϵ3, where

the ϵ = 0 case again corresponds to the second band. Additionally, the eigenvectors

corresponding to M2 and M3 can be obtained as Ψ2,M2 = (0 0 1)T and Ψ2,M3 =

(1 0 0)T, respectively. Owing to C3 rotation symmetry, the eigenvectors of the

second band at M2 and M3, Ψ2,M2 = (0 0 1)T and Ψ2,M3 = (1 0 0)T, are maximally

localized on the C and A sublattices, respectively. Fig. 3.7 shows the strong sublattice

localization at each of Mi on the second band.

SI plays an important role in constraining the interactions between electronic
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Figure 3.7: Contour plot of the sublattice weights for the second band corresponding
to the sites A (left), B (middle), and C (right) of the kagome lattice at (t2 ϕ) =
(0.258, π/2), demonstrating that each Mi point on band 2 corresponds to one of the
three sites of the kagome lattice. In this example, the band carries a Chern number
of +2 while supporting HOVHS at the M points. Here, the black lines denote the
first Brillouin zone boundaries.

states located near Mi when the Fermi level crosses a Van Hove singularity. Earlier

works have explored this regime for logarithmic VHS in kagome lattice [69, 112, 143].

The presence of the complex hopping on this kagome lattice, remarkably, uncovers

a new regime where the second band supports HOVHS on the Mi, displayed in the

green contours of Fig. 3.4. Furthermore, these band support higher Chern numbers,

C = ±2,±4 (middle panel of Fig. 3.5), generalizing the SI in time-reversal broken

Chern bands beyond the Chern number C = ±1 band on the honeycomb lattice

[48]. The identification of topological bands showing SI and HOVHS is a promising

platform to explore electronic correlations.

3.4 Discussion

Motivated by recent interest in band structures supporting higher-order Van Hove

singularities, we have investigated a kagome system characterized by NN and

NNN hopping, which, respectively, preserve and break time-reversal symmetry

(Fig. 3.1). The latter, similarly, to a chiral hopping on the Haldane lattice, leads to
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the formation of topological bands supporting Chern numbers C = ±1,±2,±3,±4,

as depicted in Fig. 3.5.

More notably, we have performed a comprehensive analytical and numerical

analysis of the band dispersions near the six high-symmetry points Γ, ±K and Mi

(i = 1, 2, 3), which uncovered a complex and diverse domain of HOVHS controlled

by the magnitude and phase of the NNN hopping (Figs. 3.2, 3.3, and 3.4). As

such, our analysis unveils Chern bands with strong power law divergence in the

DOS, ρ(ϵ) ∼ |ϵ|−ν characterized by the exponents ν = 1/2, 1/3, 1/4. Such strong

singularities in the density of states can imprint characteristic features in the low-

temperature intrinsic anomalous Hall response when the Fermi level crosses the

HOVHS (Fig. 3.6).

We have explored distinct features of the kagome system worth mentioning.

First, while it takes a critical value of the NNN hopping strength for HOVHS to

emerge in bands 1 and 2, HOVHS can emerge at the ±K and Mi out of the third

(flat) band for infinitesimal strength of the NNN, as shown in Fig. 3.4. Furthermore,

the NNN hopping provides a mechanism for the realization of high Chern number

bands manifesting a sublattice interference whereupon electronic states of the sec-

ond band are maximally localized on the A, B, and C sublattices as the momentum

approaches M3, M1 and M2, respectively (Fig. 3.7).

The classification of HOVHS in kagome systems opens promising directions for

future investigation. In particular, the interplay between band topology and large

density of states provides a guiding principle to exploring correlation effects in

kagome lattices, which could serve as a mechanism to realize unconventional elec-

tronic orders such as chiral topological superconductivity and fractional topological

states.



Chapter 4

Quantum Fractality on the Surface of

3D Topological Insulators

Note: The material presented in this chapter has been published in Physical Review

B, 108(15):155430, 2023. DOI: 10.1103/PhysRevB.108.155430

In this chapter, we explore the electronic states on the surface of 3D topological

insulators outside the regime of Bloch theorem which is a key ingredient of our

understanding of solid-state behavior. We investigate a new class of states arising

from the coupling of surface Dirac fermions to a time-reversal symmetric fractal

potential, which breaks translation symmetry while retaining self-similarity. This

novel set of states, characterized by a fractal dimension, opens promising avenues

for exploring exotic regimes of transport and quantum information storage in

topological systems with fractal dimensionality.

Bloch’s theorem dictates that single-particle electronic states in regular crystals

are organized into electronic bands. Bloch states also encode invaluable topological

information that underlies the classification of free fermion symmetry-protected

topological states [156–158]. Deviations from perfect crystalline order are naturally

present in any material, such as those produced by disorder and lattice defects.
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However, Bloch electrons remain a useful framework to characterize the low energy

properties of weakly correlated materials when these effects are small [159]. On

the other hand, it is fundamental to inquire what types of novel electronic states

could arise when regular crystalline order is strongly violated, breaking away from

the traditional paradigm of Bloch states. Are there systematic ways to investigate

electronic systems that lack translation invariance, but still retain some degree of

structure beyond amorphous materials?

Fractals [78, 79] provide a rich arena to explore this front. They are geometric

structures with intricate details at arbitrary scales that exhibit self-similarity across

various scales while lacking translational invariance. Interestingly, even in the

absence of translational symmetry, fractals can display self-similarity and point

group symmetries. This makes them an excellent choice for investigating emerging

self-similar quantum states that deviate from the well-established regime of Bloch

states.

Fractality, which is prevalent across a wide range of complex natural phenomena

and spans seemingly disparate domains, has also been studied in quantum systems.

There is a long history of theoretical investigation of transport in fractal geometries,

relating anomalous regimes of classical diffusion to the properties of the fractal

[160–163], such as its fractal dimension. Furthermore, experimental developments

in recent years have brought renewed interest in the phenomenon of quantum

fractality in electronic systems. For instance, the assembly of Sierpiński gasket frac-

tal networks on copper surfaces via deposition of CO molecules produces surface

states with fractal dimension [80]. Quantum states with fractal dimensionality open

a venue to explore phenomena outside the realm of integer dimensions, allowing

for novel regimes of transport and correlations [164–176]. Moreover, they provide a

rich setting to pursue new topological phenomena beyond topological Bloch states.

Motivated by these developments, we introduce and analyze a new fractal
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system formed on the surface of 3D time-reversal invariant topological insulators

(TIs) [49–51], in order to probe the response of surface Dirac fermions to a scalar

potential with fractal geometry, which respects the two key symmetries of 3D TIs,

namely time-reversal and charge conservation symmetries. Unlike Schrödinger

electrons, Dirac fermions on the surface of topological insulators are characterized

by anomalous properties such as spin-momentum locking and nontrivial Berry

phase. In this work, we analyze the electrons on the TI surface subject to a time-

reversal invariant scalar potential V(r) that couples to electron density according to

the HV = ∑σ=↑,↓
∫

drV(r)ψ†
σ(r)ψσ(r), and which has a self-similar fractal structure,

as depicted in Fig.4.1 for a Sierpiński carpet.

The fractal geometry could be imposed on the surface of 3D TI by atomic/molec-

ular deposition techniques which have already been achieved on copper surfaces

creating unconventional states such as molecular graphene [177] and electrons in a

fractal Sierpiński geometry [80]. Nanopatterning [178–180] techniques that induce

surface potential with fractal geometry could also open new pathways to design

quantum states that combine topological and fractal properties. Another method

to imprint fractal geometry on the surface of TI such as Bi2Se3 and Bi2Te3 involves

surface etching techniques, where Se or Te atoms can be selectively removed in a

controlled manner [181]. As we show in this work, emergent quantum fractality

can be probed via scanning tunneling microscopy (STM) through distinct features

in the LDOS.

The lack of translation invariance combined with the presence of anomalous

Dirac fermions on the TI surface makes their theoretical study nontrivial even at

the non-interacting regime, which is the focus of this work. To address this new

regime, we perform large-scale exact diagonalization (ED) using finite element

discretization. While lattice discretization leads to fermion doubling [182], we show

in Sec.4.1 that the mixing between the extra copies of Dirac fermions is negligible
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provided the fractal potential is smooth on the scale of the underlying lattice. This

then provides a route to effectively model the response of a single Dirac cone on

the TI surface to a fractal symmetry-preserving potential. Remarkably, our analysis

uncovers Dirac quantum states that inherit the fractal dimension of the geometrical

fractal deposited on the TI surface.

The focus of the present analysis of Dirac electrons in fractal potentials without

translation invariance goes beyond the recent works exploring the interplay of the

Dirac fermions on the surface of 3D TI with a periodic lattice potential. [30, 96] We

also stress that this new regime is distinct from the well-explored multifractality

studied in the context of localization transition in disordered electronic systems

[183–194] where the disorder induces multifractal scaling in the surface state wave-

functions at the localization threshold. Although disordered systems can support

multifractal states with a set of fractal dimensions, the possibility of Dirac surface

states exhibiting fractal scaling behavior with a single scaling exponent correspond-

ing to a fractal geometry of choice has not been previously discussed, to the best

of our knowledge. This work’s main result is establishing the existence of this

new class of Dirac Fractals on TI surfaces. Additionally, our approach can be ex-

tended to 2D Dirac materials such as monolayer graphene and graphene-based

heterostructures.

4.1 Sierpiński Carpet Geometry on 3D TI Surface

In this section, we introduce a model of the 3D TI surface imprinted with a Sierpiński

carpet fractal geometry, as shown in Fig 4.1. The model consists of the surface Dirac

cone of the 3D TI, described by a continuum Dirac Hamiltonian, coupled with a

time-reversal symmetric scalar potential V(r). The resulting Hamiltonian takes the
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Substrate3D TI 

STM

Bias voltage

I

Figure 4.1: Schematic illustration of the experimental realization of the surface of
a 3D TI coupled with a Sierpiński carpet fractal. The experimental setup consists
(from top to bottom) of a thin film of 3D TI grown on a substrate, scattering centers
deposited on the 3D TI surface that lead to surface electronic states with Sierpiński
carpet fractal geometry, and STM apparatus to measure the LDOS of the surface
states.

form

H = h̄vF
(
σ × p

)
+ V(r)σ0 , (4.1)

where vF is the Fermi velocity, p =
(

px, py
)

is the 2D momentum, σ =
(
σx, σy

)
are

the Pauli matrices, and σ0 is the identity matrix. Here, the scalar potential V(r), also

called the fractal potential, consists of a network of potential wells of strength V

arranged in a Sierpiński carpet fractal geometry, as depicted in Fig.4.2.

The construction of the Sierpiński carpet fractal starts with an L f × L f square

region that can be considered at the zeroth generation Sierpiński carpet, denoted

G(0). The first generation carpet G(1) is obtained by dividing G(0) into nine square

sub-regions of size l1 = L f /3, and removing the central square, as shown in Fig.4.2

(a). The second generation carpet G(2) is then obtained by repeating the procedure

on each of the remaining eight squares: each square is divided into nine squares of

size l2 = L f /32, and the central square is removed. In general, the G(n) generation
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with V(r) < 0 
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Figure 4.2: (a) Representation of the construction of the Sierpiński carpet fractal.
G(0) is a 2D square that can be subdivided into 9 square units of the same size,
from which the central unit is removed to obtain the G(1) unit of the Sierpiński
carpet. The same procedure is then applied to the remaining 8 square units of
G(1) to generate G(2). Similarly, G(n) can be constructed from G(0) by recursive
application of this procedure. (b) Schematic of the model given in Eq. 4.1 that
couples the surface Dirac cone of 3D TI with Sierpiński carpet fractal of fourth
generation. Here, the region on the 3D TI surface, shown in a darker color, which is
the intersection of all the fractal units of generations ranging from generations 1 to
4 is defined as the fractal region. It has a linear dimension L f but has a Hausdorff
dimension of 1.893. The fractal potential V(r) takes a non-zero value V in the fractal
region while zero otherwise. In this model, the fractal region is positioned away
from the boundary of the 3D TI surface by a finite distance, d

a = 3
.
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carpet is obtained from the G(n− 1) generation carpet by subdividing the ln−1-sized

squares from the previous step into nine squares of size ln = L f /3n, and removing

all the central squares. The Sierpiński carpet fractal is obtained recursively as the

limit of the sequence of G(n) as n tends to infinity. In practice we can only consider

finite generation carpets as an approximation of the true fractal (up to n = 4 in our

analysis), and take the potential V(r) to have non-zero strength V < 0 only within

the region G(n), as shown in Fig 4.2 (b):

V(r) =


V < 0 r ∈ G(n)

0 otherwise
(4.2)

and study the scaling properties of the system as n increases.

A defining characteristic of fractals is that they obey a scaling law characterized

by a non-integer fractal dimension that remains constant over a range of length

scales.[78] In the simplest cases, the fractal dimension can be found using a box-

counting argument by considering the number Nn of boxes of linear size ln needed

to cover a region of total linear size L f . A two-dimensional L f × L f square, for

example, can be covered with Nn = (L f /ln)2 such boxes, while a three-dimensional

cube can be covered with (L f /ln)3 boxes. In general, Nn = (L f /ln)D defines the

Hausdorff dimension D of the set. Applying the box-counting method to the

generation n Sierpiński carpet G(n), since by construction G(n) consists of Nn = 8n

squares of width

ln =
L f

3n , (4.3)

taking Nn =
(

L f /ln
)D gives the Hausdorff dimension of the Sierpiński carpet

fractal as D = ln 8/ ln 3 ≈ 1.893. We observe that for G(n) with fixed finite n, the

fractal scaling behavior will be seen for boxes of size ln < l < l1, and no scaling

behavior will be seen below the length scale ln.
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|Vk|

kx
k y

Figure 4.3: Fourier components (Vk), in units of t, of the G(4) fractal potential given
in Eq. 4.2 with V = −0.25 t, plotted in the first Brillouin zone of a 2D square lattice
with lattice constant a. The dominating contribution comes from modes near zero
momentum, with the largest red peak of height Vk=0 = 0.14 t, shown in red. Note
that the z-axis of the plot is cut off at |Vk| = 0.06 t in order to display the details
of the smaller peaks. The smallest length scale of G(4) considered in this case is
l4 = 3a.
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Since the fractal potential lacks translational invariance, a representation in

terms of Bloch states is impossible. We, therefore, resort to an ED analysis of the

single particle spectrum of the Hamiltonian Eq. (4.1), discretizing the Dirac model

on a finite lattice that covers the fractal region. We chose a 249 × 249 square lattice

with lattice constant a = 1, on which it is simpler to define the Sierpiński carpet

fractal. The Dirac operator is discretized on this lattice using the finite difference

method. With this choice we are constrained to look only at the first four generations

of the Sierpiński carpet, lying within a square region of linear dimension
L f
a = 243

that we refer to as the fractal region below. Obtaining the full eigenspectrum of

this model requires performing ED on an N × N lattice Hamiltonian matrix where

N = 2 × 2492 = 124002 (the factor of 2 accounting for spin), the details of which

are given in Appendix B. Furthermore, we work with boundary conditions that

terminate the wavefunction at a distance d ≪ L f away from the fractal region, as

shown in Fig. 4.2.

In the absence of the fractal potential and with periodic boundary conditions,

our choice of lattice regularization for the Dirac fermions leads to the periodic Bloch

Hamiltonian

H0 = t
[

sin
(
kya
)
σx − sin(kxa)σy

]
, (4.4)

where t = h̄vF
a . This Hamiltonian supports four Dirac cones at momenta

{(0, 0), (0, π/a), (π/a, 0), (π/a, π/a)} in the Brillouin zone, each of which is de-

scribed by Eq. (4.1) with V = 0. Since the regime of linearly dispersing Dirac

fermions occurs in the energy domain |E| ≲ t, we restrict the analysis of the effect of

the fractal potential onto states within an effective bandwidth W ∼ 2t. Furthermore,

we require that W/V ≲ 1, so that the fractal potential does not exceed the energy

scale of the 3D TI bulk energy gap.

The appearance of an even number of Dirac cones in the lattice Hamiltonian

H0 is a familiar manifestation of fermion doubling.[182] In order to capture the
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Figure 4.4: (a) DOS plotted vs energy, measured in units of t =
h̄v f

a , for a G(4)
fractal potential of strength V = −0.25 t. The DOS vanishes at ED = −0.14 t,
and the considered energy window is centered around E = ED with a width of
W = 2t. (b) The q = 2 moment of IPR (P2) of each individual state, as given by

Eq. (4.5), plotted against energy, measured in units of t =
h̄v f

a , for G(4) fractal
potential of strengths V = −0.25 t (blue) and V = 0 (red). The LDOS maps of the
states corresponding to V = −0.25 t, that lie within an energy window of width
∆E = 0.01 t, around E = 0.1 t > ED and E = −0.53 t < ED, as indicated by the
arrows, are shown on the right.

properties of the TI surface described by a single component Dirac fermion, we

restrict the fractal potential to have negligible Fourier components with |k| ≫ 1
a ,

which ensures that the coupling between different Dirac cones is negligible.

We verified this condition for fractal potentials smooth on the scale of the

discrete lattice i.e, ln ≫ a, as depicted in Fig. 4.3 that shows that the dominant

Fourier components of the fractal potential are peaked at small momenta |k| ≪ 1
a .

In addition, the inversion symmetry of the Sierpiński carpet forces the Fourier

components with momenta k ∈ {(0, π/a), (π/a, 0), (π/a, π/a)} to vanish, thus

further suppressing the coupling between different Dirac cones.

4.2 Numerical Analysis of the Model

In this section, we discuss the results of the ED analysis of the model given in Eq.

(4.1) and investigate the emergence of the Dirac surface states with fractal dimen-

sionality in the presence of the potential V(r). We identify the dimensions of the
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states using two complementary approaches. In Sec. 4.2.1 the fractal scaling behav-

ior of the surface states is numerically established by analyzing the distribution of

the IPR of the single-particle states, and in Sec. 4.2.2 we confirm these results using

the standard box-counting applied to the local density of states. In both approaches,

we numerically observe the occurrence of states with fractal dimension ≈ 1.89.

As we are regularizing the single Dirac cone using a square lattice with lattice

constant a and hopping parameter t, the interplay between the fractal potential and

kinetic effects is captured by the dimensionless parameter V/t. The ED analysis

[195] of the model is performed with a fractal potential of strength V/t = −0.25,

which corresponds to 12.5% of the effective bandwidth W, for each of the first four

generations of the Sierpiński carpet, and the obtained eigenspectra are studied to

seek out the onset of fractality in the Dirac surface states.

The large-scale diagonalization yields information about the single-particle

eigenstates formed in the fractal region over a wide range of energies. With this

dense data, we perform several lines of inquiry, starting with the analysis of the

density of states (DOS). We observe that the DOS corresponding to a G(4) fractal

potential shown in Fig 4.4 (a), vanishes at non-zero energy ED ≈ −0.14t. This

implies that the fractal potential shifts the massless Dirac cone in energy to ED =

Vk=0 while leaving the time-reversal symmetry (TRS) intact, so that the spectrum

is formed by degenerate Kramers pairs. We numerically confirm that the shift

in energy ED is directly proportional to V such that the Dirac point moves down

(up) in energy as V grows more negative (positive). Additionally, we note that

the particle-hole symmetry of the DOS about ED is broken when the potential is

introduced.

To probe the localization properties of eigenstates ψ(r), we employ the inverse

participation ratio, [196] IPRq = ∑i |ψ(ri)|2q where i is summed over all the lattice

points of the system and q ∈ R. A uniform state has an IPR2 = 1/N where N is
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the total number of sites, and in general 1/IPR2 can be considered as an effective

number of sites N f to which the wave function is localized. For a state with an

effective fractal dimension, we expect the same scaling for N f as for the number of

boxes needed to cover the fractal, i.e. N f ∼ (L f /l)D where l is the lattice constant.

However, as discussed in Sec. 4.1, for a finite generation approximation of the fractal

G(n) the fractal scaling persists only for boxes of size ln and above. To take this into

account, we consider a coarse-grained IPR obtained by averaging the wave function

over the length scale ln, dividing the L f sized square region shown in Fig. 4.2(a)

into ln-sized regions Ai, each of which is treated as a coarse-grained lattice site. The

coarse-grained probability distribution is then defined as |ψ̄i|2 = ∑j∈Ai
|ψ(rj)|2 and

the corresponding coarse-grained IPR is given by

Pq = ∑
i
|ψ̄i|2q (4.5)

where the index i runs over all the the ln-sized regions denoted by Ai. Wave function

normalization ensures Pq=1 = 1, and henceforth we focus on q > 1 modes.

In Fig. 4.4(b), we display the second moment of the IPR (P2) numerically calcu-

lated for each of the eigenstates corresponding to the G(4) fractal potential. The

spectrum consists of Kramers pairs of localized states characterized by high IPR

peaks in an energy window of width W = 2t around ED. A striking feature is the

appearance of two classes of states separated by the scale ED. The manifold of states

with E > ED exhibits a characteristic LDOS distribution consistent with the fractal,

as shown in the top right LDOS map of Fig. 4.4 (b), where the probability of finding

electrons outside the fractal region, though non-zero, is very small. Importantly, not

all the individual eigenstates belonging to this class of states above ED exhibit this

characteristic LDOS distribution with very small support from outside the fractal

region. As the wide range of heights shown by their corresponding IPR peaks in
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Fig. 4.4 (b) indicates, the individual eigenstates have different IPR values, thereby

different spatial distributions of the LDOS. But interestingly, when we consider the

LDOS map averaged over in energy that corresponds to the states in an energy

window of width ∆E ∼ 10−2 t, we find the emergence of the characteristic LDOS

profile shown in the top right LDOS map of Fig. 4.4 (b), that mirrors features of

the Sierpiński carpet fractal. This suggests that most of the individual eigenstates

above ED, in an energy window of width ∆E feature the geometry of the Sierpiński

carpet, as we confirm below.

The states with E < ED, on the other hand, show more pronounced IPR peaks,

with spatial profile shown by the bottom right LDOS map of Fig. 4.4 (b). These

correspond to electronic configurations with probability dominated by contributions

outside the fractal region. Such high IPR peaks can be attributed to the fact that the

area outside the fractal region is smaller than the area of the fractal region when

approximated by finite generation sets G(n) for n ≤ 4; for sufficiently large n we,

therefore, expect the IPR of states with E > ED to eventually exceed that of states

with E < ED. Already at n ≤ 4, we observe additional lower IPR peaks for E < ED,

that correspond to more delocalized states that have a substantial weight in the

fractal region in comparison to the states with higher IPR peaks. In all cases, the

states with E < ED lack self-similarity, indicating the absence of fractal scaling

behavior. Importantly, we have observed the same pattern described above for all

four fractal generations of the Sierpiński carpet fractal potential that we studied.

While the LDOS maps provide important visual guidance of the onset of Dirac

states with fractal dimension, we confirm that the states with energy E > ED indeed

inherit the scaling properties of the Sierpiński carpet fractal by calculating their

fractal dimensions through IPR scaling in Sec.4.2.1, and box-counting methods in

Sec.4.2.2.
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4.2.1 Scaling of the IPR logarithm

In this section, we provide numerical evidence that states with energy E > ED have

a fractal dimension, using the scaling of the coarse-grained IPR distribution. As

alluded to above, the inverse of the second moment IPR P2 ∼ 1/N f can be consid-

ered as the effective number of coarse-grained sites occupied by the eigenstate. If

the eigenstate is completely uniform within the fractal region and vanishes outside

of it, the IPR coarse-grained over boxes of size ln would then be given by precisely

1/Nn with Nn being equal to the number of boxes of size ln needed to cover the

fractal region. In that case, we, therefore, conclude that P2 = (L f /ln)−D where D

is the fractal dimension of the Sierpiński carpet obtained using the box-counting

method, and which can therefore alternatively be obtained by scaling P2 with the

generation n.

In general, the wave functions are non-uniform and non-vanishing, but since Pq

remains well-defined we can obtain an effective dimension of the wave functions by

considering how Pq scales with the generation of the fractal. If the wave functions

in a given energy window are scale-invariant on a range of length scales l with

a ≪ l ≪ L f , the IPR distribution P over a set of states has a universal form

independent of system size and box size ln.[196–198] More precisely, the distribution

P
[
ln
(

Pq/Ptyp
q

)]
of the IPR logarithms scaled by a typical IPR Ptyp

q (which can be

taken to be the mean of the IPR distribution) is independent of L f and ln. The

scaling properties of the IPR are contained in Ptyp
q , which in this case satisfies

Ptyp
q ∝

(L f

ln

)−Dq(q−1)

, (4.6)

where Dq is the fractal dimension that can be different for different q, which signals

multifractality.[199, 200] If Dq = D for all q, the system is fractal and there is no

multifractality.
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Figure 4.5: (a) Distribution of the IPR logarithm, P [ln P2] of the two classes of states
separated by ED, for each of the first four generations of the Sierpiński carpet fractal
potential of strength V = −0.25 t. The dashed line indicates the mean ln Ptyp

2 of
P [ln P2] corresponding to E > ED for each of the first four fractal generations. (b)
The log-log scaling of the typical values ln Ptyp

2 shown in (a), with linear dimension
L f /ln = 3n. The fractal dimensions, D2 and D̄2 of the set of states with E > ED and
E < ED respectively, are given by the corresponding regression slopes. (c) Ratio of
the typical IPR values (Ptyp) corresponding to E > ED and E < ED, denoted as P f

2

and Pn f
2 respectively, plotted as a function of the fractal generation n.
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To test if this scaling scenario holds for states with E > ED, as suggested by the

characteristic LDOS maps shown in Fig. 4.4(b), we plot the ln P2 distribution for the

states with E > ED for the first four generations of the fractal potential, as displayed

at the top of Fig. 4.5(a). We note that each of the distributions displays a sharp peak

and narrow width, indicating that most of the states above ED have similar spatial

support. Moreover, the distributions appear similar for all the fractal generations,

and we confirm that they largely coincide upon shifting along the horizontal axis.

The same behavior is also exhibited by P [ln P3].

In Fig. 4.5(b) we show the scaling of the corresponding typical values Ptyp
2 (n)

(given by the mean value of the distribution) with the linear dimension L f /ln, and

extract the fractal dimension Dq from the scaling exponent according to Eq.(4.6).

[198, 201–203] From the regression slopes, we determine that the states with E > ED

have fractal dimension D2 = 1.890 ± 0.005, which is very close to the dimension

of the Sierpiński carpet. We also check for possible multifractal behavior[199]

by calculating the q = 3 as well as q = 1.5 scaling exponents, which gives the

corresponding fractal dimensions, D3 = 1.86 ± 0.04 and D1.5 = 1.895 ± 0.008, as

shown in Appendix C. We are unable to check the scaling behavior for q > 3 due

to system size limitations. However, since the fractal dimension of the Sierpiński

carpet falls within the confidence interval of the estimated value of D2, D1.5 and D3,

our findings strongly suggest that for E > ED, the states on the surface of the 3D

time-reversal invariant topological insulator are well localized in the fractal, thus

inheriting the fractal dimension of the Sierpiński carpet.

We similarly carry out the same IPR scaling analysis for states with E < ED.

The corresponding ln P2 distributions for the first four generations of the fractal

potential are plotted in Fig. 4.5(a). In this case, we do not expect a scaling behavior

for low generations if the wave functions are localized to the non-fractal region,

because the box-counting dimension of the non-fractal region converges to two only
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for sufficiently large generations n ≫ 4, as can be verified by direct computation.

Surprisingly, we nevertheless find that the scaling of the typical IPR values, again

given by the mean of the distribution, with L f /ln results in a scaling dimension

D̄2 = 1.96 ± 0.09, as shown in Fig. 4.5(b). This suggests that the typical wave

functions for states with E < ED are close to two dimensional already for small

generations, despite the presence of states with high IPR peaks located on the

tails of the distributions shown at the bottom of Fig. 4.5 (a) which appear to be

localized to the non-fractal region. This suggests that these typical states have wave

functions that leak considerably into the fractal region. This additionally implies

that although the IPR of the fractal states with E > ED is on average lower than

that of the non-fractal states with E < ED, as the generation increases the IPR of the

fractal states will eventually exceed that of the non-fractal states. This trend can be

seen by comparing peaks of the IPR distribution for fractal and non-fractal states,

as shown by vertical dashed lines in Fig. 4.5(a): the non-fractal distribution can be

seen to shift to the left (towards lower IPR) faster than the fractal distributions as

the generation increases. This trend is explicitly verified in Fig. 4.5(c).

We also observe that the IPR distributions for states with E < ED are broader

than for states with E > ED, which reflects the wider range of IPR peaks for E < ED

shown in Fig. 4.4(b). The states localized to the non-fractal region corresponding to

the highest IPR peaks, which we do not expect to exhibit two-dimensional scaling

at low generations, lie in the higher tail ends of the IPR distributions, so these

are not typical states. For high generations n ≫ 4, we expect the dimension of

these atypical states to tend to two and their IPR to decrease as the ratio of the area

outside to the area inside the fractal grows with n.



68

E = 0.1 t
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Figure 4.6: (a) Fractal dimension D of the states within an energy window of
width ∆E = 0.01t around E = 0.1 t, for a G(4) fractal potential of strength V =
−0.25 t, calculated using the box-counting method, plotted against the binarization
threshold, α. The plateau at D = 1.890 ± 0.004 indicates the fractal dimension
for threshold values ranging from 0.3 to 0.85. Note that the error bars of the plot
are smaller in size compared to the scale of the y-axis. Inset shows the log-log
plot of N(r) vs 1/r corresponding to the threshold α = 0.75. Here, rmin and rmax,
respectively, denote the minimum and maximum box sizes chosen to estimate the
box-counting dimension of the states. (b) Fractal dimensions of the states as a
function of the corresponding energy values for a G(4) Sierpiński carpet fractal
potential of strength V = −0.25 t, calculated using the box-counting method, as
shown in (a). The black dashed line in (a) and (b) marks the fractal dimension of
the Sierpiński carpet at D = 1.893.
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4.2.2 Box-counting method

In this section, we provide an alternative confirmation of the fractal dimension of

states with energy E > ED using the box-counting method applied to the LDOS.

The method is based on counting the number N(r) of boxes of size r that cover the

LDOS profile of the wavefunction, leading to the Minkowski-Bouligand (or the

box-counting) dimension[204]

D = lim
r→0

ln(N(r))
ln(1/r)

. (4.7)

To binarize the LDOS map we introduce a threshold α > 0, such that values of

LDOS below (above) α are set to zero (one) in the binarized map. Varying α allows us

to probe whether the fractal dimension obtained via Eq. (4.7) is stable over a range

of threshold values. A threshold that is too low or too high makes the binarized

map sensitive to very short distance features of the LDOS, for instance, due to the

lattice discretization. Additionally, the scaling given by Eq. (4.7) holds[205, 206]

only in a finite range of box sizes r ∈ [rmin, rmax], as it breaks down when box sizes

are either too close to the linear dimension of the system (this tends to overestimate

the dimension), or too small and pick up spurious short distance behavior due to

noise. Following Ref. [206], we determine this finite range as follows. We start with

all the possible box sizes r. As we reduce r from the maximum possible box size,

we obtain a regression slope of two until r reaches rmax. Then rmin is determined

as the smallest box size that gives a linear regression (with a maximum standard

deviation of 10−3) in the range r ∈ [rmin, rmax].

In Fig. 4.6(a), we show the Minkowski-Bouligand dimension for an energy

window of width ∆E = 0.01 t around E = 0.1 t > ED for a G(4) fractal potential

V = −0.25 t, and for different values of the binarization threshold ranging from 0

to 1, where the LDOS values are rescaled such that their minimum and maximum
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values are 0 and 1 respectively. When the threshold α is set close to zero such that

we pick up contributions from even the shorter LDOS peaks, the LDOS landscape

appears homogeneous, thereby resulting in a box-counting dimension of two. On

increasing α further, interestingly, we find a range of threshold α ∈ [0.3, 0.85] that

shows the emergence of a set of dominant LDOS peaks spread across the fractal

region, as indicated by the plateau at D = 1.890 ± 0.004, which characterizes the

onset of fractal dimensionality in good approximation with that of the Sierpiński

carpet fractal. Importantly, our approach reveals the stability of the fractal scaling

behavior over a considerable range of threshold values.

Moreover, the box-counting method applied to a larger set of states with E > ED

reveals, as shown in Fig. 4.6(b), reveals that their fractal dimension is in good

agreement with the fractal dimension of the Sierpiński carpet. Therefore, combined

with the analysis of the IPR scaling discussed in Sec. 4.2.1, the fractal dimension

of the TI surface state obtained for the Minkowski-Bouligand dimension provide

strong evidence that the Dirac surface states can inherit the scaling properties of the

Sierpiński carpet fractal. Furthermore, we have observed similar fractal dimensions

for another value of the fractal potential with V = −0.5t, suggesting that the

observed fractal character of the states is robust against varying the strength of the

fractal potential.

4.3 Beyond the Sierpiński Carpet Geometry

We numerically establish that coupling a single Dirac fermion on the surface of a

3D TI with fractal geometry allows the Dirac surface states to inherit the scaling

properties of the corresponding fractal geometry, using the example of fractal

potential carrying the geometry of the Sierpiński carpet fractal. Furthermore, we

confirm these results by coupling the 3D TI surface with a different fractal geometry,
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the Sierpiński gasket. Sierpiński gasket is a fractal with the overall shape of an

equilateral triangle, recursively subdivided into smaller equilateral triangles, with

its scaling behavior defined by a single scaling exponent, log 3/ log 2 ≈ 1.585. Our

analysis, as detailed in Appendix D, confirms that the Dirac surface states can

indeed inherit the scaling properties of the Sierpiński gasket when the 3D TI surface

is coupled with this fractal geometry.

4.4 Discussion and Outlook

Time reversal invariant 3D topological insulators are a large class of symmetry-

protected topological states with surface Dirac fermions protected by time-reversal

and charge conservation symmetries, which provide a rich arena to explore exotic

regimes of quantum matter. In this work, we used large-scale exact diagonalization

to study a new class of Dirac surface states formed when a symmetry preserving

one-body potential with the geometry of a fractal is superimposed on the surface

of this topological material, opening a new direction to interrogate and explore

topological fermionic states with fractal properties.

The main finding of this study is the onset of Dirac fractals, gapless Dirac states

whose wave function acquires the fractal dimension of the applied potential over a

wide range of energies. These results were obtained for a symmetry-preserving one-

body fractal potential having the geometry of a Sierpiński carpet fractal. We have

employed two methods based on inverse participation ratio as well as box counting,

which show within numerical accuracy that Dirac fermions on the TI surface acquire

the fractal dimension of Sierpiński carpet fractal D ≈ 1.89. Additionally, we

confirmed these results for another example where the Dirac surface states, coupled

with the Sierpiński gasket geometry acquire the fractal dimension of the Sierpiński

gasket fractal D ≈ 1.58. Furthermore, our analysis does not support the scenario of
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multifractality. Therefore, to our knowledge, this work presents the first numerical

evidence of time-reversal invariant Dirac surface states of fractal character, which

expands the realm of fractal quantum states beyond time-reversal broken fractal

Hofstadter states. [21, 119, 207]

This research opens an interesting avenue to search for exotic fractal quantum

orders on the surface of topological insulators. A fruitful direction would be to

characterize new regimes of charge and energy transport in such fractal networks

for the Sierpiński carpet and beyond. Moreover, probing the response of such

states perturbations that break time-reversal and/or charge conservation symmetry

symmetries could offer new ways to understand fractionalization phenomena in

the fractal setting. Another direction would be to understand the formation of

fractal states in Weyl semimetals and, in this context, to understand the role of weak

disorder on surface states. [208, 209] The advent of new experimental platforms

that could induce a surface potential with fractal geometry using techniques such as

nanopatterning [178–180], and molecular deposition [80, 177], combined with probe

techniques such as scanning tunneling microscopy, offer promising experimental

landscapes to realize and probe Dirac fractals.



Chapter 5

Conclusion and Outlook

The fundamental properties of condensed matter systems are intimately tied to

the intricate interplay between electrons and the underlying atomic structure. The

potential energy landscape created by this atomic arrangement significantly influ-

ences the electronic behavior, giving rise to a diverse range of quantum phenomena.

Building on this foundation, this thesis has pursued two distinct research pathways

aimed at exploring unconventional quantum states within these complex electronic

landscapes.

The first avenue investigates electron behavior within a translational invariant

potential energy landscape, specifically examining the combined effects of higher-

order Van Hove singularities (HOVHS) and broken time-reversal symmetry (TRS).

This study is applied to two notable systems: the surface of a 3D topological

insulator (TI) and a kagome lattice, each providing a rich platform for exploring the

role of HOVHS in topologically nontrivial phases.

On the surface of a 3D topological insulator (TI), we have identified a mech-

anism to create time-reversal-breaking Chern bands that host higher-order Van

Hove singularities (HOVHS). Specifically, we demonstrate that these HOVHS in

topologically nontrivial bands emerge from the combined effects of a time-reversal-
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breaking Zeeman field—induced by proximity to a ferromagnetic insulator—and a

time-reversal-invariant moiré potential applied to the surface electrons of a 3D TI.

Through exact diagonalization and symmetry analysis, we show that tuning the

relative strengths of the Zeeman field and moiré potential energy scales leads to a

range of higher-order Lifshitz transitions at the moiré Brillouin zone valleys.

The classification of HOVHS in moiré Chern bands on the surface of 3D TIs

provides a rich avenue for investigating correlation effects linked to strong density

of state singularities. These investigations could uncover unconventional electronic

orders, such as chiral topological superconductivity and fractional topological states.

Additionally, extending our analysis of HOVHS from the surface of 3D TIs to 2D

materials with multiple Dirac fermion flavors—such as twisted bilayer graphene

[7, 115, 116] and transition metal dichalcogenides [117, 118]—would be particularly

promising.

Additionally, we identify a characteristic signature in the intrinsic anomalous

Hall response as the Fermi level traverses a Lifshitz transition. Specifically, the

rate of change of the intrinsic anomalous Hall conductivity, dσint
xy /dµ, exhibits a

pronounced low-temperature peak due to the high density of states near the VHS,

reflecting the logarithmic or power-law divergences of conventional and higher-

order Lifshitz transitions. This relationship offers a pathway to experimentally

probe VHS and Chern bands through transport measurements, with potential ap-

plications extending beyond HOVHS on topological insulator surfaces to a broader

range of Hofstadter-Chern bands [87, 119–132] and zero-field Chern bands in moiré

heterostructures [133–137].

We have also investigated the interplay of HOVHS and broken TRS on the

kagome system, a geometrically frustrated lattice known for its potential to host ex-

otic quantum phases. By introducing time-reversal-breaking next-nearest-neighbor(NNN)

hopping, we obtained non-trivial topological band structures characterized by
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higher Chern numbers. This intricate interplay between geometry and topology

uncovered a rich landscape of HOVHS in the electronic band structure. These

HOVHS, characterized by strong power-law divergences in the density of states,

could potentially lead to the emergence of unconventional quantum phases such as

unconventional superconductivity and fractional quantum Hall states. Furthermore,

the NNN hopping induced topological bands with higher Chern numbers obeying

a sublattice interference, where electronic states in specific bands became maximally

localized on particular sublattices at high-symmetry points in the Brillouin zone.

Building on our investigation of HOVHS and broken TRS in kagome systems,

future research could take several exciting directions. The classification of HOVHS

in kagome systems paves the way for further exploration of the interplay between

band topology and high density of states. This interplay provides a guiding prin-

ciple to examine correlation effects in kagome lattices. Additionally, the recent

discovery of new kagome metals, such as AV3Sb5 (A = K, Rb, Cs), which display

a variety of exotic correlated electronic phenomena, [69–75] further motivates the

study of HOVHS in these systems. Moreover, exploring spinful versions of this

model, particularly in kagome metals like FeGe[210–212], could lead to a richer

classification and a deeper understanding of the topological phases in kagome

systems.

The next part of the thesis introduced fractal geometries as a departure from

translational symmetry, focusing on the unique electronic properties they can in-

duce. We investigated the coupling of Dirac fermions on the surface of 3D topologi-

cal insulators with fractal potentials, leading to the emergence of Dirac fractals, a

novel class of topological states characterized by fractal dimensions. These results

were obtained for symmetry-preserving one-body fractal potentials having the

geometry of Sierpiński carpet and Sierpiński gasket fractals. We have employed

two methods based on inverse participation ratio as well as box counting, which
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show within numerical accuracy that Dirac fermions on the TI surface acquire the

fractal dimension of the corresponding fractal geometry of choice. Moreover, our

analysis finds no evidence for multifractality, making this, to our knowledge, the

first numerical demonstration of time-reversal invariant Dirac surface states with

fractal characteristics.

This research opens a new avenue to explore exotic quantum orders on the

surface of topological insulators. A particularly interesting direction is the char-

acterization of charge and energy transport within fractal networks, which may

be governed by their intrinsic fractality,[164, 176, 213] particularly for geometries

extending beyond the Sierpı́nski carpet. Leveraging the fractal nature of these

networks, our model offers a platform to study quantum transport in non-integer

dimensions within the framework of Dirac surface states.

The level statistics of fractal systems, strongly influenced by fractal dimensions

and geometric properties,[214] offer a unique opportunity to identify distinctive

fingerprints of Dirac fractal states through their distribution. Additionally, our

model provides an opportunity to investigate transport phenomena using renormal-

ization group methods, [215–217] leveraging the unique topological properties of

Dirac surface states—an area yet to be fully explored. Furthermore, examining the

response of these states to perturbations that break time-reversal symmetry and/or

charge conservation could yield new insights into fractionalization phenomena in

fractal systems.



Appendix A

Analytical Expressions of the HOVHS

lines

On the line ϕ = π in the t2-ϕ parameter space, bands 2 and 3 are touching at Γ

point, and thus need the degenerate perturbation theory (PT) treatment. We can set

up the matrix

V =

V22 V23

V∗
23 V33

 , (A.1)

where Vij = Ψ(0)∗
i,Γ Ĥ(p)Ψ(0)

j,Γ . After diagonalization, we use the two eigenvalues,

3t2/4 and −1/4, in replacement of Ψ(0)∗
n,Γ Ĥ(p)Ψ(0)

n,Γ for the energy shift in Eq. (3.9).

Given that the perturbation matrices for M and K have both linear and quadratic

dependence on p, we use second-order perturbation theory, with the energy shift

defined as the following:

ϵn,k+p − ϵ
(0)
n,k = Ĥnn(p) + ∑

m ̸=n

|Ĥnm(p)|2

ϵ
(0)
n,k − ϵ

(0)
m,k

, (A.2)

where k can be K or M, and Ĥnm ≡ Ψ(0)∗
n,k Ĥ(p)Ψ(0)

m,k. With Eq. A.2, we derived the

expressions for Hessian at M and ±K points:
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H1,M(t2, ϕ) =
1

64γ6 [3(γ − 9t4
2 − 9γt3

2 cos(3ϕ) + (15γ − 4)t2
2 cos(2ϕ)

+ t2(−7γ + 22t2
2 + 2) cos(ϕ)− 12t2

2 + 1)]

[−γ + t4
2 + t2(−γ − 6t2

2 − 2 + γt2(t2 cos(3ϕ) + cos(2ϕ)) + 8t2 cos2(ϕ))− 1]

(A.3)

H2,M(t2, ϕ) =
1

16γ4

[
9t3

2 cos(3ϕ)− 15t2
2 cos(2ϕ) + 7t2 cos(ϕ)− 1

]
[
−3t2

2(t2 cos(3ϕ) + cos(2ϕ)) + 3t2 cos(ϕ) + 3
] (A.4)

H3,M(t2, ϕ) =
1

64γ6 [9t4
2 + γ(1 − 9t3

2 cos(3ϕ)) + (15γ + 4)t2
2 cos(2ϕ)

− t2(7γ + 22t2
2 + 2) cos(ϕ) + 12t2

2 − 1][3t2(−γ + 6t2
2 + 2) cos(ϕ) + γt2(t2 cos(3ϕ)

+ cos(2ϕ))− 8t2 cos2(ϕ)− 3(γ + t4
2 − 1)]

(A.5)

H1,±K(t2, ϕ) =
csc(ϕ)

16t2

(
−6t2 cot(ϕ) + 2

√
3t2 + 3 csc(ϕ)

) [36t3
2 − 24t2

2 cos(ϕ)

+
√

3
(

4t2
2 sin(ϕ)(5 − 12t2 cos(ϕ)) + 6t2 cot(ϕ)− 3 csc(ϕ)

)
− 6t2]

(A.6)

H2,±K(t2, ϕ) =
csc(ϕ)

16t2

(
6t2 cot(ϕ) + 2

√
3t2 − 3 csc(ϕ)

) [−36t3
2 + 24t2

2 cos(ϕ)

+
√

3
(

4t2
2 sin(ϕ)(5 − 12t2 cos(ϕ)) + 6t2 cot(ϕ)− 3 csc(ϕ)

)
+ 6t2]

(A.7)
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H3,±K(t2, ϕ) =
1
8

(
3 − 6t2 cos(ϕ)

8t2
2 cos(2ϕ) + 4t2

2 − 12t2 cos(ϕ) + 3
+ 6t2 cos(ϕ)− 1

)
, (A.8)

where γ =
√

t2
2 − 2t2 cos(ϕ) + 1. At specific (t2, ϕ) values in the parameter

space, the ±K points on either pair of neighboring bands will touch. Due to the no-

level crossing theorem under the PT framework, we want to emphasize the Hn,K ex-

pressions are only valid in some regions of the parameter space. The band-crossing

happens at a set of (t2, ϕ) values, related by the function t2 = 3
2(

√
3 sin(ϕ)+3 cos(ϕ))

.

Starting from the NN kagome model, i.e. (t2, ϕ) = (0, 0), once the critical (t2, ϕ)

line is crossed, the Hessian expressions for ±K, as given in Eqs.(A.6)-(A.8), become

mixed and do not correspond to the correct band index n. However, we wish to

point out that upon plotting the roots of all three Hn,±K expressions, we do obtain

the complete set of HOVHS lines for the ±K points in the parameter space.



Appendix B

Exact Diagonalization of a Large

Matrix using the Sakurai-Sugiura

Method

In this appendix, we provide a detailed account of the exact diagonalization process

for a large matrix of dimensions (124002× 124002). Given the requirement to obtain

all eigenvalues and eigenvectors of the matrix, conventional sparse matrix tech-

niques like single value decomposition, Lanczos algorithm, and Arnoldi iteration

proved inadequate. Consequently, we employed the Sakurai-Sugiura method, [218]

which is particularly well-suited for large-scale eigenproblems.

The Sakurai-Sugiura method utilizes contour integration to isolate and compute

the desired eigenvalues within a specified region of the complex plane. This method

involves integrating the resolvent of the matrix along a contour in the complex plane.

Specifically, for a given matrix A, the resolvent R(z) = (zI − A)−1 is integrated

along a contour Γ enclosing the eigenvalues of interest. The eigenvalues are then

extracted from the poles of the resolvent. This method is highly efficient for large

matrices because it allows for the parallel computation of the integrals, leveraging
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numerical techniques such as Gauss-Legendre quadrature for accurate and efficient

integration.

In this work, we implemented the Sakurai-Sugiura method in Julia to diago-

nalize a large Hamiltonian matrix. The libraries utilized include LinearAlgebra,

SparseArrays, Distributed, and FastGaussQuadrature. We developed a function

that takes as input the matrix A to be diagonalized, the range of eigenvalues speci-

fied by a and b, and the number of eigenvalues and eigenvectors to be output, N.

The function operates as follows:

1. The contour in the complex plane is defined and discretized using Gauss-

Legendre quadrature [219].

2. A function is defined to compute the resolvent of the matrix A at a given point

z.

3. The resolvent is integrated along the contour using the quadrature points t

and weights w, resulting in a projection matrix P. This step is parallelized to

enhance computational efficiency.

4. The eigenvalues and eigenvectors of the projection matrix P are extracted

using standard eigenvalue decomposition techniques.



Appendix C

Confirming the Absence of

Multifractality in Dirac Fractals

As shown in Fig. 4.5, the q = 2 scaling dimension Dq of the manifold of Dirac surface

states above the shifted Dirac point ED is very close to the fractal dimension of the

Sierpiński carpet. While it strongly suggests that the surface states exhibit fractal

scaling behavior for q = 2, it does not rule out the possibility of multifractality where

the scaling exponent Dq varies with q. Hence, we calculate the scaling exponents

for q = 1.5 and q = 3, and we obtain D3 = 1.86 ± 0.04 and D1.5 = 1.895 ± 0.008, as

shown in Fig. C.1. We can notice that D2 ≈ D1.5 ≈ D3, which strongly indicates the

absence of multifractal behavior.

82



83

G(4) G(3) G(2) G(1)
(a)

(b)

Figure C.1: Distribution of the IPR logarithm, P [ln Pq] of the class of states above
ED, for each of the first four generations of the Sierpiński carpet fractal potential
of strength V = −0.25 t, for (a) q = 1.5, (b) q = 3. The log-log scaling of the
corresponding typical values ln Ptyp

q with the linear dimension L f /ln = 3n are
shown in the inset, where the scaling dimensions D1.5 and D3 are given by the
corresponding regression slopes.



Appendix D

Sierpiński Gasket Geometry on 3D TI

Surface

Note: The results given in this appendix have not been published.

In this section, we study a model of the 3D TI surface featuring a Sierpiński

gasket geometry, as shown in Figure D.1(b). The model consists of the surface

Dirac cone of 3D TI, described by a continuum Dirac Hamiltonian, coupled with

a time-reversal symmetric scalar potential V(r). The model is described by the

Hamiltonian

H = vF
(
σ × p

)
+ V(r)σ0 (D.1)

where vF is the Fermi velocity, p is the momentum, σ =
(
σx, σy, σz

)
are the Pauli

matrices, σ0 is the identity matrix and V(r) is the time-reversal symmetric fractal

potential that models the electron scattering centers deposited on the TI surface in a

Sierpiński gasket geometry, using muffin-tin approximation.

The Sierpiński gasket is a fractal set with a triangular shape, created by recur-

sively subdividing an equilateral triangle into smaller equilateral triangles and

removing the central triangle at each iteration. For a generation n Sierpiński gasket

G(n), the fractal is constructed by recursively removing the central triangle from
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d

(a) (b)

Figure D.1: (a) Schematic of the G(1) Sierpiński gasket with its lattice sites marked
in red and green. The lattice sites of the dual of the G(1) Sierpiński gasket are
marked in orange. (b)Schematic of the surface of a 3D TI deposited with electron
scattering centers represented as muffin-tins(black circles) of radius r0 = a

4 , around
the lattice sites of the first generation G(1) Sierpinski gasket (red and green circles)
and its dual (orange circles). The nearest distance between two scattering centers is
a. A constant Zeeman field is turned on in the area shaded in light blue. The white
region along with the sites of the Sierpinski gasket and its dual, that is enclosed by
the scattering centers is referred to as the fractal region. Additionally, the triangular
region (shown in white) that encloses the fractal region is placed at least d = 3a
distance away from the boundary of the TI surface in order to avoid the influence
of the boundary on the surface states coupled to the fractal geometry.

each larger triangle. For instance, a G(1) unit which is shown in Fig. D.1(a), is

created by removing the central equilateral triangle of the G(0) unit which is a

two-dimensional equilateral triangle.

At each generation n, G(n) consists of Nn = 3n smaller triangles, each with a

side length ln =
L f
2n . Using the relationship Nn =

(
L f
ln

)D
, we find the Hausdorff

dimension D of the Sierpiński gasket as D = ln 3
ln 2 ≈ 1.585. This dimension indicates

the scaling behavior of the fractal, which is observed for boxes of size ln < l < l1,

with no scaling behavior below the length scale ln.

The fractal potential V(r) introduces the fractal geometry of the Sierpiński gasket

to the 3D TI surface by modeling electron scattering centers, [80] as depicted in
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Fig. D.1(b), using muffin-tin approximation. V(r) consists of a network of potential

barriers of height V arranged such that

V(r) =


V > 0 r ∈ Rscattering

0 otherwise
(D.2)

where Rscattering represents all the electron scattering centers of radius r0, shown in

Fig. D.1(b).

Furthermore, as shown in Fig. D.1(b), there is a significant amount of space on

the TI surface outside the fractal region, which is shaded in blue. This is due to

the fundamental difference in the shapes of the 3D TI surface considered and the

G(0) Sierpiński gasket, which is triangular. Since we aim to study the surface states

coupled with fractal geometry, a magnetic field is introduced around the region

containing the fractal potential on the TI surface, as depicted in Fig. D.1(b). The

Hamiltonian of the model can now be expressed as

H = vF
(
σ × p

)
+ V(r)σ0 + h(r)σz (D.3)

where h(r) is the magnetic field around the fractal region. This Zeeman field breaks

the global time-reversal symmetry. Since the objective is to study surface states with

time-reversal symmetry in the presence of a fractal potential, the focus is narrowed

to the states that lie within the Zeeman gap.

D.1 Numerical analysis of the model

The eigenvalues and eigenvectors of the Hamiltonian described in Eq. D.3 are

numerically determined through exact diagonalization for various strengths and

generations of the fractal potential V(r). In all scenarios, the Hamiltonian is an-
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alyzed with a Zeeman field strength h ≈ t where t = (h̄vF/a), which induces a

Zeeman gap with a bandwidth of 2t within which the surface states are expected to

be time-reversal symmetric.
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Figure D.2: (a) Density of states plotted against energy in units of t for G(4) fractal
potential with strength V = 0.2t . Notice that the DOS vanishes at ED = 0.21t,
indicating that the Zeeman field around the fractal region does not gap the spectrum.
(b) The q = 2 moment of IPR of each individual state plotted against energy in units
of t for the same fractal potential as in (a). The LDOS maps of the states that lie
within an energy window of width ∆E = 0.05t around (A) E = −0.72t,(B) E = 0.18t
and (C) E = 0.37t , as indicated by the arrows, are shown on the inset. Notice that
the region outside the triangle, where the Zeeman field is applied, exhibits no LDOS
contribution, as the considered bandwidth W is within the Zeeman gap

The DOS for the states within the Zeeman gap is depicted in Figure D.2(a) for

a G(4) fractal potential with a strength of V = 0.2t. In the presence of the fractal

potential, the DOS vanishes at E = ED, as shown in Figure D.2(a), indicating

that the Zeeman field around the fractal region does not gap the spectrum. This

suggests that the eigenstates within the Zeeman gap retain time-reversal symmetry.

Furthermore, we find that as the strength of the fractal potential increases, the

Dirac point shifts along the energy axis. Our numerical analysis confirms that the

energy shift ED is directly proportional to the fractal potential strength V, with the

Dirac point moving down (up) in energy as V becomes more negative (positive).
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Additionally, our analysis focuses on surface states within a bandwidth W = 2t,

centered around the shifted Dirac point ED.

To probe the localization properties of eigenstates ψ(r), we employ the inverse

participation ratio, [196]

IPRq = ∑
i
|ψ(ri)|2q (D.4)

where i is summed over all the lattice points of the system and q ∈ R. When q = 1,

IPRq=1 = 1 due to the normalization of the wave function. Hence, we focus on

q > 1 modes of the IPR.

In Fig. D.2(b), we present the second moment of the IPR (IPRq=2), calculated

numerically for each eigenstate associated with the G(4) fractal potential. The states

within the considered energy window exhibit IPR peaks of varying heights, indicat-

ing that the individual eigenstates possess different IPR values and, consequently,

different spatial distributions of the LDOS. But interestingly, when we consider the

LDOS map averaged over in energy that corresponds to the states in an energy

window of width ∆E ∼ 10−2 t, we find the emergence of three characteristic LDOS

profiles shown in the inset of Fig. D.2 (b). Based on these profiles, we can categorize

all eigenstates within the considered energy bandwidth W into three distinct classes.

Notice that unlike in the case of the Sierpiński carpet where we find two classes of

states that are separated by the energy scale ED, in this case, the different classes

of states are observed throughout the considered energy window of bandwidth W

without a set energy scale to separate them.

The first class, denoted as class A, is characterized by the LDOS distribution

demonstrated in LDOS profile (A) shown in the inset of Figure D.2(b). This LDOS

distribution appears to have similar contributions from both the fractal region and

the scattering centers, indicating that the probability of finding electrons is similar

across the two-dimensional triangular region on the TI surface with no Zeeman

field, shown in Fig. D.1(b). Consequently, these states exhibit no fractal scaling
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behavior and have shorter IPR peaks. Furthermore, we confirm that these results

have been observed for the first four generations of the Sierpiński gasket fractal

potential.

The eigenstates falling under class B, as demonstrated in LDOS profile (B)

shown in the inset of Fig. D.2(b), have an LDOS distribution where the probability

of finding electrons is higher on the scattering centers than the fractal region. As

a result, they exhibit a geometry that lacks self-similarity, indicating the absence

of fractal scaling behavior. Additionally, LDOS profile (B) reveals that the region

with a higher LDOS contribution, i.e., the region occupied by the scattering centers,

occupies less area compared to the LDOS contribution shown in profile (A) for

the G(4) fractal potential. Since the IPR is inversely proportional to the area, the

eigenstates in class B exhibit more prominent IPR peaks than those in class A.

Furthermore, as the fractal generation n increases, the ratio of the area occupied

by the scattering centers to the area of the entire triangular region also increases.

As n → ∞, the fractal dimension of the region occupied by the scattering centers

approaches that of the triangular region, which is two. Consequently, the IPR

peaks corresponding to class B states become less prominent with increasing fractal

generation.

Unlike the eigenstates in class B, the ones in class C, as demonstrated in LDOS

profile (C) shown in the inset of Fig. D.2(b), have an LDOS distribution where the

probability of finding electrons is higher in the fractal region than in the region

occupied by the scattering centers. Consequently, we find the emergence of eigen-

states that could exhibit the scaling behavior of the Sierpiński gasket geometry.

Additionally, we observe that these eigenstates exhibit IPR peaks that are more

prominent than those shown by class A states while less shorter than those shown

by class B states, for the G(4) fractal potential. This observation aligns with the fact

that the area of the fractal region is larger than that of the region outside the fractal
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region for smaller fractal generations such as n = 4. Furthermore, as the fractal

generation n increases, the ratio of the areas of the fractal region to the triangular

region remains constant, unlike the region occupied by the scattering centers. As a

result, the IPR peaks of class C eigenstates become more prominent, while those of

class B states grow short as n → ∞. [196–198]

While the LDOS maps provide important visual guidance of the onset of Dirac

states with fractal dimension, we confirm that the surface states in class C indeed

inherit the scaling properties of the Sierpiński gasket fractal by calculating their

fractal dimensions through IPR scaling and box-counting methods.

D.1.1 Scaling of the IPR logarithm

In this section, we present numerical evidence demonstrating that the eigenstates in

class C exhibit the scaling behavior characteristic of the Sierpiński gasket geometry,

as indicated by the scaling of the corresponding IPR distribution. If the wave

functions within a specific energy window, which display similar LDOS profiles,

are scale-invariant over a range of length scales l with a ≪ l ≪ L f , the distribution

of the IPR logarithms P [ln IPRq], scaled by a typical IPR IPRtyp
q , where IPRtyp

q can

be the mean of the IPR distribution, assumes a scale-invariant form. The scaling

properties of the IPR are encapsulated in IPRtyp
q , which in this context satisfies

IPRtyp
q ∝ (L f /ln)−Dq(q−1), where Dq is the fractal dimension of the states.

In order to evaluate the fractal dimension of the eigenstates in class C, we begin

by examining the distributions of the IPR logarithm. Unlike the Sierpiński carpet,

where fractal scaling behavior is observed within a single energy window of width

approximately half the corresponding bandwidth, the eigenstates exhibiting fractal

scaling behavior in class C are dispersed across the considered energy window

of bandwidth W. Consequently, we obtain P [ln IPRq] for each set of eigenstates

in class C. Due to the lack of a distinct energy scale separating the eigenstates of
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Figure D.3: (a) LDOS profile of a set of eigenstates that lie within an energy window
of width ∆E = 0.05t around E = 0.37t for the G(4) fractal potential. The white,
green, blue, and red triangles mark the G(4), G(3), G(2), and G(1) units of the G(4)
Sierpiński carpet fractal respectively. The corresponding fractal generation m of
the units have also been denoted to their left. (b) Distribution of the IPR logarithm,
P [ln P2] of the set of states considered in (a), for each of the first four generations
of the Sierpiński gasket fractal potential of strength V = 0.2 t. The dashed line
indicates the mean ln Ptyp

2 (m) of the corresponding P [ln P2](m).

different classes, the IPR distributions for various fractal generations n cannot be

used to calculate the fractal dimension of the states. Therefore, we derive the IPR

distribution for fractal generation m ≤ 4 from the eigen data obtained for the G(4)

fractal potential. Specifically, consider the LDOS profile of a set of eigenstates in

class C corresponding to the G(4) fractal potential, as shown in Fig. D.3(a). Within

the white triangle denoting a G(4) unit, we can identify copies of G(3), G(2), and

G(1) units, marked by green, blue, and red triangles, respectively. By restricting

the IPR calculation of each state within the red triangle with L f /l1 = 2, we obtain

a distribution of effective IPR values Pq(m = 1) for generation m = 1. Similarly,

distributions of such effective IPR values, P [Pq](m), can be obtained for m ≤ 4.

Subsequently, the fractal dimension Dq of the eigenstates can be obtained from the

scaling relation given by

Ptyp
q ∝

(L f

ln

)−Dq(q−1)

, (D.5)
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where Ptyp
q is defined as the mean of the P [Pq].

Figure D.4: Fractal dimension D2 calculated using Eq. (D.5), for the different sets of
eigenstates that fall under class C (shown on the right axis) and the corresponding
IPR of the individual eigenstates (shown on the left axis) plotted as a function of
the energy for the G(4) fractal potential with V = 0.2 t. Notice that all these sets of
states have fractal dimensions close to that of the Sierpiński gasket fractal, which is
denoted by the dashed line drawn at D = 1.585.

In Fig. D.3(b), we present the distributions of the IPR logarithm, P ln P2, for

the set of states depicted in Fig. D.3(a), for m ≤ 4. We observe that as m increases,

the distribution exhibits a sharper peak and narrower width. This phenomenon

can be attributed to the increasing noise prominence when considering G(m) units

with smaller m values, which involve fewer lattice sites in the calculation of the

corresponding effective IPR P2(m). Additionally, the distributions appear similar

across all fractal generations, and we confirm that they largely overlap when shifted
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along the horizontal axis. Furthermore, we compute the fractal dimension of this

set of states using Eq. (D.5) and obtain D2 = 1.598 ± 0.009 which is very close to

the fractal dimension of the Sierpiński gasket geometry, 1.585.

Similarly, we compute the q = 2 fractal dimension for the other sets of eigen-

states that mirror the geometry of the Sierpiński gasket fractal, as shown in Fig.

D.4. We find that these states also exhibit fractal dimension D2 ≈ 1.585, thereby

providing strong evidence that the eigenstates falling under class C exhibit frac-

tal scaling behavior with scaling exponent same as that of the Sierpiński gasket

geometry. Additionally, due to the localization profile of the states changing over

energy windows as narrow as 10−1 t, we are unable to obtain the IPR logarithm

distributions for q > 1. Consequently, we are unable to confirm the absence of

multifractality in this case.

D.1.2 Box counting method

In this section, we confirm the fractal dimension of the class C states, obtained in

Sec. D.1.1 using the Box-counting method applied to the LDOS. The box-counting

dimension D of a LDOS map can be obtained from the scaling of the number N(r)

of boxes of size r that cover the LDOS map as a function of the system size 1/r, as

given by Eq. (4.7).

As discussed in Sec. 4.2.2, the box-counting dimension is influenced by the

threshold α, which is defined such that LDOS values below α are set to zero and

those above α are set to one in the binarized map. For each set of eigenstates shown

in Fig. D.4, we apply the box-counting method across a range of α values. An

example is provided in Fig. D.5(a), where we display the Minkowski-Bouligand

dimension for an energy window of width ∆E = 0.01 t around E = 0.31 t for a G(4)

fractal potential V = 0.2 t, and for various binarization thresholds ranging from 0 to

1. The LDOS values are rescaled so that their minimum and maximum values are 0
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and 1, respectively. When the threshold α is set close to zero, capturing contributions

from even the smaller LDOS peaks, the LDOS landscape appears homogeneous,

resulting in a box-counting dimension of two. As α increases, we observe a range

of thresholds α ∈ [0.4, 0.65] that reveals the emergence of dominant LDOS peaks

distributed across the fractal region, indicated by a plateau at D = 1.589 ± 0.004.

This value closely approximates the fractal dimension of the Sierpiński gasket.

Similarly, by employing the box-counting method on the other sets of eigenstates

falling under class C, we numerically confirm that these sets of eigenstates exhibit

fractal scaling behavior. Therefore, combined with the analysis of the IPR discussed

in Sec. D.1.1, we confirm the emergence of Dirac surface states that inherit the

geometry of the Sierpiński gasket fractal.
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Figure D.5: (a) Fractal dimension D of the states within an energy window of
width ∆E = 0.01t around E = 0.31 t, for a G(4) fractal potential of strength V =
0.2 t, calculated using the box-counting method, plotted against the binarization
threshold, α. The plateau at D = 1.589 ± 0.004 indicates the fractal dimension for
threshold values ranging from 0.4 to 0.65. Inset shows the log-log plot of N(r)
vs 1/r corresponding to the threshold α = 0.6. Here, rmin and rmax, respectively,
denote the minimum and maximum box sizes chosen to estimate the box-counting
dimension of the states. (b) Fractal dimensions of class C states as a function of
the corresponding energy values for a G(4) Sierpiński gasket fractal potential of
strength V = 0.2 t, calculated using the box-counting method, as shown in (a). The
black dashed line in (a) and (b) marks the fractal dimension of the Sierpiński gasket
at D = 1.585.
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spectrum. Physical Review B, 67(10):104505, 2003.

[65] Congjun Wu, Doron Bergman, Leon Balents, and S Das Sarma. Flat bands

and Wigner crystallization in the honeycomb optical lattice. Physical review

letters, 99(7):070401, 2007.

[66] Linda Ye, Mingu Kang, Junwei Liu, Felix Von Cube, Christina R Wicker,

Takehito Suzuki, Chris Jozwiak, Aaron Bostwick, Eli Rotenberg, David C

Bell, et al. Massive Dirac fermions in a ferromagnetic kagome metal. Nature,

555(7698):638–642, 2018.

[67] Mingu Kang, Linda Ye, Shiang Fang, Jhih-Shih You, Abe Levitan, Minyong

Han, Jorge I Facio, Chris Jozwiak, Aaron Bostwick, Eli Rotenberg, et al. Dirac

fermions and flat bands in the ideal kagome metal FeSn. Nature materials,

19(2):163–169, 2020.

[68] Kun Jiang, Tao Wu, Jia-Xin Yin, Zhenyu Wang, M Zahid Hasan, Stephen D

Wilson, Xianhui Chen, and Jiangping Hu. Kagome superconductors AV3Sb5

(A= K, Rb, Cs). National Science Review, 10(2):nwac199, 2023.

[69] Maximilian L Kiesel and Ronny Thomale. Sublattice interference in the

kagome hubbard model. Physical Review B, 86(12):121105, 2012.

[70] Xianxin Wu, Tilman Schwemmer, Tobias Müller, Armando Consiglio, Giorgio

Sangiovanni, Domenico Di Sante, Yasir Iqbal, Werner Hanke, Andreas P

Schnyder, M Michael Denner, et al. Nature of unconventional pairing in

the kagome superconductors AV3Sb5 (A= K, Rb, Cs). Physical review letters,

127(17):177001, 2021.

[71] Yu-Xiao Jiang, Jia-Xin Yin, M Michael Denner, Nana Shumiya, Brenden R

Ortiz, Gang Xu, Zurab Guguchia, Junyi He, Md Shafayat Hossain, Xiaoxiong



105

Liu, et al. Unconventional chiral charge order in kagome superconductor

KV3Sb5. Nature materials, 20(10):1353–1357, 2021.

[72] Mingu Kang, Shiang Fang, Jonggyu Yoo, Brenden R Ortiz, Yuzki M Oey,

Jonghyeok Choi, Sae Hee Ryu, Jimin Kim, Chris Jozwiak, Aaron Bostwick,

et al. Charge order landscape and competition with superconductivity in

kagome metals. Nature Materials, 22(2):186–193, 2023.

[73] Zuowei Liang, Xingyuan Hou, Fan Zhang, Wanru Ma, Ping Wu, Zongyuan

Zhang, Fanghang Yu, J-J Ying, Kun Jiang, Lei Shan, et al. Three-dimensional

charge density wave and surface-dependent vortex-core states in a kagome

superconductor CsV3Sb5. Physical Review X, 11(3):031026, 2021.

[74] Yaojia Wang, Shuoying Yang, Pranava K Sivakumar, Brenden R Ortiz,

Samuel ML Teicher, Heng Wu, Abhay K Srivastava, Chirag Garg, Defa

Liu, Stuart SP Parkin, et al. Anisotropic proximity-induced superconduc-

tivity and edge supercurrent in kagome metal, K1−xV3Sb5. arXiv preprint

arXiv:2012.05898, 2020.

[75] Hong Li, He Zhao, Brenden R Ortiz, Takamori Park, Mengxing Ye, Leon

Balents, Ziqiang Wang, Stephen D Wilson, and Ilija Zeljkovic. Rotation

symmetry breaking in the normal state of a kagome superconductor KV3Sb5.

Nature Physics, 18(3):265–270, 2022.

[76] Brenden R Ortiz, Lı́dia C Gomes, Jennifer R Morey, Michal Winiarski, Mitchell

Bordelon, John S Mangum, Iain WH Oswald, Jose A Rodriguez-Rivera,

James R Neilson, Stephen D Wilson, et al. New kagome prototype mate-

rials: discovery of KV3Sb5, RbV3Sb5, and CsV3Sb5. Physical Review Materials,

3(9):094407, 2019.

[77] Brenden R Ortiz, Samuel ML Teicher, Yong Hu, Julia L Zuo, Paul M Sarte,



106

Emily C Schueller, AM Milinda Abeykoon, Matthew J Krogstad, Stephan

Rosenkranz, Raymond Osborn, et al. CsV3Sb5: A Z2 topological kagome metal

with a superconducting ground state. Physical Review Letters, 125(24):247002,

2020.

[78] Benoit B Mandelbrot. The fractal geometry of nature, volume 1. WH freeman

New York, 1982.

[79] Benoit Mandelbrot. How long is the coast of britain? statistical self-similarity

and fractional dimension. science, 156(3775):636–638, 1967.

[80] Sander N Kempkes, Marlou R Slot, Saoirsé E Freeney, Stephan JM Zeven-
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and flat chern bands in topological insulators. Physical Review B, 106(3):035114,

2022.

[112] Yi-Ming Wu, Ronny Thomale, and S Raghu. Sublattice interference promotes

pair density wave order in kagome metals. Physical Review B, 108(8):L081117,

2023.

[113] Xiao-Liang Qi, Yong-Shi Wu, and Shou-Cheng Zhang. General theorem relat-

ing the bulk topological number to edge states in two-dimensional insulators.

Physical Review B, 74(4):045125, 2006.

[114] Xiao-Liang Qi, Taylor L Hughes, and Shou-Cheng Zhang. Topological field

theory of time-reversal invariant insulators. Physical Review B, 78(19):195424,

2008.



111

[115] Rafi Bistritzer and Allan H MacDonald. Moiré bands in twisted double-layer
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