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Abstract

Generalizable Machine Learning Methods for Electrophysiology
By Samaneh Nasiri Ghosheh Bolagh

Brain pathology is increasingly recognized as a crucial factor in many illnesses. As
the availability of low-cost brain monitoring devices important, the volume of data
continues to expand. The need for automated brain monitoring diagnostics is, there-
fore, more acute, particularly in low resource regions of the world. The ground truth
for brain monitoring remains the multi-lead electroencephalogram (EEG) and stan-
dard practice is still focused on visual inspection of EEGs. However, this is a costly
and time-consuming procedure. Moreover, the lack of significant public databases (of
10,000-100,000 patients) of heterogeneous populations has limited the development
of verifiable algorithms that generalize well across populations. Due to the charac-
teristics and complexities of EEG signals, accurate interpretation of EEG signals by
human experts requires several years of training.

Developing accurate classifiers with high generalizability on other datasets is a
challenging task in this area. Due to the non-stationary nature of the EEG signal,
the statistical characteristics of the signal vary with time; therefore, a classifier that
is trained on a temporally-limited amount of data from an individual may poorly
generalize on EEG data recorded at a different time on the same subject. Another
issue with the low generalizability issue in EEG data is related to high inherent inter-
subject variability in the way an EEG manifests, which limits the usefulness of EEG
applications. This phenomenon arises due to physiological differences (e.g. skull
shape) between individuals, and neural activity does not propagate in a similar man-
ner in different subjects. In particular, cortical folding, tissue conductivity, and tissue
shapes of brains are different across people. Moreover, electrode sensor montages (the
points at which the electrodes are attached and the references points) may differ and
different manufacturers’ acquisition hardware may filter the EEG differently. Finally,
when electrodes are applied, small differences in the locations on the skull may exist,
reflecting the EEG technicians’ variety of training or even attentiveness on a given
day. All these factors lead to significant variabilities in EEG signals, which lead to
different joint distributions between the feature and label space of different recordings.
Therefore, the transferability of the trained model on unseen subjects is degraded.
The reason behind this problem is the assumption in machine learning techniques that
training and test data should be drawn from the same distribution, an assumption
that does not necessarily hold in large biomedical datasets.

This thesis has addressed this challenge via two approaches: 1) measuring the
boosting effect of machine learning and deep learning methods in a non-Euclidean
space to mitigate the effects of intra and inter-subject variability in seizure detection
and sleep staging; 2) developing adversarial networks with attention mechanisms and
importance weighting to learn both transferable and discriminative representations,
and enhance the generalizability of the model for classifying sleep stages, and seizure
detection.
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Chapter 1

Introduction

This thesis contributes to approaches for developing generalizable machine learning

techniques for electrophysiology. This work focuses on multi-lead EEG signals [80],

which are considered ground-truth signals for recognizing brain pathology. Auto-

mated brain monitoring diagnostics will play a crucial role in shortening the duration

of clinical trials and improving patient experience and outcomes. There are abundant

studies in the field; however, most of them are patient-specific and cannot generalize

well across the population and datasets. Due to the non-stationary nature of the

EEG signal [46] and different varaibilities in EEG signal, developing accurate clas-

sifiers with high generalizability on other datasets is a challenging task. This thesis

proposes methods to improve robustness of machine learning approaches to simulta-

neously deal with intra- and inter-subject variation due to differences in patient brain

morphology and clinical recording practices.

1.1 Motivation

EEG signals can capture electrical brain activities that can be used in diagnosing

brain conditions, such as epilepsy, sleep abnormalities, Parkinson’s, schizophrenia,

and Alzheimer’s disease. This work focuses on developing generalizable algorithms
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for detecting seizures in patients with epilepsy and sleep staging using EEG signals. It

should be noted that the proposed techniques could generalize on different abnormal-

ities as well as beyond EEG to other multilead modalities such as the electrocardio-

gram, electromyogram, and ultrasound arrays, for example, and could apply to areas

such as fetal monitoring, cardiac arrhythmia diagnostics and blood flow imaging.

Epilepsy is the second most common neurological disorder where neurons produce

abnormal signals and cause seizures, affecting at least 3.4 million in the US and 65

million people worldwide. Over a lifetime, about 1 in 26 US people will be diagnosed

with epilepsy, according to the CDC’s reports [1]. The physical consequences of

uncontrolled epilepsy can be quite severe. Unfortunately, the patient cannot carry

out any self-directed activities until the exhaustion of their energy during epilepsy

seizures, which seriously affects the patients’ life. Besides, patients with epilepsy

carry a risk of sudden unexpected death (SUDEP) 20 times greater than the rest

of the population. SUDEP often happens when a person is asleep. Based on three

key features where the seizure begins, level of awareness during a seizure, and level

of other symptoms such as movement or auras, seizures can be classified to focal,

generalized, and unknown onset. Focal or focus seizures start in and affect part of

one cerebral hemisphere. Generalized seizures affect both sides of the brain, where

they can begin as focal and then become generalized. The consequence of this type

of seizure can be severe; loss of consciousness, falls, severe muscle contractions. It

should be noted that the presence of generalized seizures increases the risk factor

for SUDEP. Therefore, an accurate and timely diagnosis for epileptic seizure plays

a crucial role in improving the quality of life of epileptic patients and preventing it

from death.

As mentioned, SUDEP often occurs during sleep; therefore, sleep staging plays a

crucial role in saving lives in patients with epilepsy. Besides, sleep is associated with

learning and memory processes. Humans spend a third of their life in sleep. A third of
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the US population experiences less than the recommended amount of sleep, which is

linked to many chronic diseases and conditions, such as type 2 diabetes, heart disease,

obesity, and depression [2]. As sleep pathologies are increasingly recognized as crucial

factors in many illnesses, both as effects and causes, and the improved availability of

low-cost sleep monitoring devices continues to accelerate the field, the volume of data

continues to expand. Therefore, the need for automated sleep staging and diagnostics

is more acute, particularly in low resource regions of the world.

EEG is an electrophysiological monitoring method to record the electrical activity

of the brain. It is typically noninvasive, with the electrodes placed along the scalp, on

specific areas based on 10-20 standard [36], as shown in Fig (2.1). The ground truth

for EEG labeling for seizure detection or sleep staging remains the multi-lead EEG and

manual labeling by an expert, which is costly and time-consuming. In addition to the

time and cost involved in manual EEG labeling, the significant inter-expert variability

remains an issue [108]. To build a large enough dataset to make health-AI models

work, studies often combine data from multiple hospitals. Therefore, the condition

or device used to capture the data can vary from hospital to hospital and even from

department to department. Electrode mismatching, inherent inter-subject variability,

and the non-stationary nature of EEG signals lead to different joint distributions,

P (X, Y ) between different recording, where X and Y are feature and label spaces,

respectively. Moreover, the generalizability of a model that is trained on a dataset

is often low when it is tested on another dataset acquired in different environments

with different acquisition hardware. Class imbalances between hospitals can then

be associated with hardware differences (such as filter cut-offs). While this can be

mitigated through careful inspection of the data, electrode placement difference, and

patient physiological differences are harder to identify and reduce. Therefore, the

transferability of the trained model for an application on unseen subjects is degraded.

The reason behind this problem is that the primary assumption in machine learning
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techniques is that training and test data should be drawn from the same distribution.

This assumption does not necessarily hold in large biomedical datasets. Data from

two hospitals that are recorded with different devices and set-ups, but for the same

task, cannot necessarily be leveraged directly in a machine learning approach. The

main question raised is how to boost performance in the real-life application of EEGs

through a generalized model across a large population. This issue could be interpreted

as how one can diminish spatial and temporal shifts across individuals from different

hospitals or recording environments to handle these different variabilities.

This thesis contributes to addressing these challenges and developing models with

high generalizability, which are robust across the population.

1.2 Aim of this thesis

This thesis aims to provide generalizable methods for dealing with different variabil-

ities in biomedical signals, such as intra- and inter-subject variabilities. To this end,

signal processing and machine learning techniques were used to increase the gener-

alizability of a model across the population. To achieve our final aim, the following

novel research was performed:

• A method to cluster individuals and find groups of similar patients in a non-

Euclidean space and measure the boosting effect of machine learning and deep

learning methods to mitigate the impact of intra- and inter-subject variability

in seizure detection and sleep staging tasks.

• A method to jointly learn patient-invariant representations and weight features

to enhance the contribution of relevant features in the final model and decrease

the impact of irrelevant features using adversarial networks. We evaluate the

effectiveness of this method on the sleep staging task using the largest publicly

available sleep dataset at this is time.
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• A method based on adversarial training and attention mechanisms to extract

transferable information across individuals from different datasets and pay at-

tention to more important or relevant channels and transferable parts of data

simultaneously. We evaluate the effectiveness of this method on the sleep stag-

ing task using two large datasets.

• A novel method to generate transferable features to fill in the gap between fea-

tures from the training and test sets and adversarially trains the deep classifiers

to make consistent predictions over the transferable features using adversarial

networks. Experiments on EEG seizure databases show the effectiveness of the

proposed method.

1.3 Thesis outline

The thesis comprises five chapters besides the introduction, all of which (except for the

conclusion) have been published or are under review in key journals and conferences

in the field (see section 1.4).

Chapter 2 presents our proposed method to learn relevant individuals based on

their similarities effectively. The proposed method embeds all training patients into a

shared and robust feature space. Individuals who share strong statistical relationships

and are similarly based on their EEG signals are clustered in this feature space before

being passed to a deep learning framework for sleep staging classification.

Chapters 3 proposes a generalizable method for cross-subject sleep staging based

on adversarial training along with attention mechanisms to extract transferable infor-

mation across individuals from different datasets and pay attention to more important

or relevant channels and transferable parts of data, simultaneously. The method has

been inspired by how clinicians manually label sleep stages.

Chapter 4 provides this concept that not all parts of the training data are as rel-
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evant as others to the test data. Forcing the alignment of these nontransferable data

with the transferable data may lead to a negative impact on the overall performance.

Then, this chapter proposes a method to jointly learn patient-invariant representa-

tions and weight features (spectrogram coefficients) to enhance the contribution of

relevant features in the final model and decrease the impact of irrelevant features

using an unsupervised approach. The proposed method leverages transferable and

discriminable knowledge from the training set to the test set.

Chapter 5 provides a novel method to generates transferable features to fill in the

gap between features from the training and test sets and adversarially trains the deep

classifiers to make consistent predictions over the transferable features. By deceiving

both classifier and domain discriminator, the proposed method generates transferable

features that fill the gap between subjects’ joint distributions.

Finally, Chapter 6 presents a summary of contributions, limitations, and possible

future work.

1.4 List of publications

Work in this thesis has been published in the following journals and conference:

• S. Nasiri, G. D. Clifford, “Boosting Automated Sleep Stage Performance in Big

Datasets using Population Sub-grouping”, Sleep, Under review.

(This publication appears in Chapter 2).

• S. Nasiri, G. D. Clifford, “Subject Selection on Riemannian Manifold for cross-

subject classification”, Neural Information Processing Systems (NeurIPS) - Ma-

chine Learning for Health, Long Beach, USA, 2017 Dec 1.

(This publication appears in Chapter 2).

• S. Nasiri, G. D. Clifford, “Attentive Adversarial Network for Large-Scale Sleep
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Staging”, The Journal of Machine Learning Research (JMLR), 2020 June 20.

(This publication appears in Chapter 3).

• S. Nasiri, G. D. Clifford, “Importance Weighting with Adversarial Network

for Large-Scale Sleep Staging”, International Conference on Machine Learning

(ICML) - Lifelong Learning, 2020 June 25.

(This publication appears in its entirety in Chapter 4).

• S. Nasiri, G. D. Clifford, “ Cross-Subject Seizure Detection using Generating

Transferable Adversarial Features”, Signal Processing Letter, Under review.

(This publication appears in its entirety in Chapter 5).
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Chapter 2

Boosting Automated Sleep Stage

and Seizure detection Performance

in Big Datasets using Population

Sub-grouping

2.1 Abstract

Current approaches to automated sleep staging and seizure detection from the elec-

troencephalogram (EEG) rely on constructing a large labeled training and test cor-

pora by aggregating data from different individuals. However, many of the subjects

in the training set may exhibit changes in the EEG that are very different from the

subjects in the test set. Training an algorithm on such data without accounting for

this diversity can cause underperformance. Moreover, test data may have unexpected

sensor misplacement or different instrument noise and spectral responses. This work

proposes a novel method to learn relevant individuals based on their similarities ef-

fectively. The proposed method embeds all training patients into a shared and robust
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feature space. Individuals that share strong statistical relationships and are similar

based on their EEG signals are clustered in this feature space before being passed to

a deep learning framework for classification. For sleep staging task, using 994 patient

EEGs from the 2018 PhysioNet Challenge ( 6,561 hours of recording), we demonstrate

that the clustering approach significantly boosts performance compared to state-of-

the-art deep learning approaches. The proposed method improves, on average, a

precision score from 0.72 to 0.81, a sensitivity score from 0.74 to 0.82, and a Cohen’s

Kappa coefficient from 0.64 to 0.75 under 10-fold cross-validation. For seizure detec-

tion task, experiment on an EEG seizure database, CHB-MIT database [32] shows

that the proposed method increases the accuracy over state-of-the-art from 86.83%

to 89.84% and specificity from 87.38% to 89.64% while reducing the false positive

rate/hour from 0.8/hour to 0.77/hour.

2.2 Introduction

As sleep pathologies are increasingly recognized as important factors in many ill-

nesses, both as effects and causes, and the improved availability of low-cost sleep

monitoring devices continues to accelerate the field, the volume of data continues

to expand. The need for automated sleep staging and diagnostics is therefore more

acute, particularly in low resource parts of the world. The standard for sleep stag-

ing remains the multi-lead electroencephalogram (EEG) and the standard rules for

sleep staging are still focused on 30-sec windows of data (or ‘epochs’) and manual

labeling by a sleep expert into five stages: Wake (W), Non-REM 1 (N1), Non-REM

2 (N2), Non-REM 3 (N3) and REM [9]. In addition to the time and cost involved,

the significant inter-expert variability remains an issue [108]. However, the lack of

large public database with heterogenous populations, has limited the development of

verifiable algorithms which generalize well across the populations. Recently, multiple
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authors have focused on developing an automated sleep scoring based on applying

deep learning methods on different biomedical times series such as electrooculogram

(EOG), and electromyogram (EMG), and electrocardiography (ECG) [10, 58, 89, 71].

Although, methods based on deep learning and signal process methods have shown

promising results, the generalization of a method across different patients is still the

main challenge in most clinical applications. It is well-known that brain signals are

subject-specific, thus sleep stage algorithms are sometimes tuned to the individual:

training and test data belong to the same subject [12, 109]. However, such an ap-

proach is inconvenient, expensive, and time-consuming to obtain a large number of

training samples to train an associated classifier for every subject. To address this

issue, subsets of past subjects can be used to initialize a classifier for training on

a new subject [109]. This form of learning is referred to as cross-subject learning

[109]. However, this method is limited, due to inter-subject variability and possibly

significant differences between the current subject and past training data.

Traditionally, in the EEG community, studies tried to build subject-dependent

frequency and spatial filters discriminating between EEG datasets corresponding to

two different classes. Such spatial filters perform linear combinations of the EEG

signals in order to create new signals with maximal variance in one condition and

minimal variance in the other condition. Once these spatial filters have been designed,

the (log-)variance of the spatially-filtered signals is used as features by a supervised

classification algorithm. It is known that the covariance matrix can be a measure of

how much the data is spread across the feature space. The spatial covariance matrices

capture information on the spatial inter-dependencies of the brain regions. In the

literature, it has been shown that Symmetric Positive Definite (SPD) matrices provide

the strong ability to represent the brain signals. In other words, covariance matrices

can capture spatial-temporal dynamics which is a measure of functional connectivity

between different regions of the brain. Functional connectivity is defined in terms of
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statistical dependencies among neurophysiological measurements. If we assume these

measurements conform to Gaussian assumptions then we need only characterize their

correlations or covariance (correlations are normalized covariances). A set of all C×C

SPD matrices form a non-Euclidean space, which is called a Riemannian manifold [5].

Covariance matrix is one of typical examples of SPD matrices, which is employed by

several works [78, 75, 50] to present the second-order statistics of the set of signals

to reduce inter-subject and intra-subject variabilities. Using tools from Riemannian

geometry allows us to apply some methods on the manifold. In fact, using this

approach aims to merge the spatial filtering and the classification procedure into one

unique step. Jiang et al [45] used the spatial covariance matrices as features and

showed that using this form of features improved the sleep staging performance on

the MASS dataset. Clustering is an unsupervised learning method to group points, in

such a way, points in a cluster are similar to each other, and less similar or dissimilar to

points in other clusters. The number of clusters can be set manually or found by some

criteria. The clustering technique tries to give an impression of data by identifying

groups of similar behavior in the data. We use this concept to find groups of patients

that EEG patterns of patients in a cluster behave similarly. Generally, there are

two approaches for clustering; compactness and connectivity. In the compactness

approach, points that are close to each other, based on the distance between them,

lie in a cluster. K-means clustering belongs to this type of clustering approach. On

the other hand, in a connectivity-based approach, which roots in graph theory, points

are considered as nodes of a graph and connected points are put in the same cluster.

Spectral clustering is a technique that follows this approach.

Traditionally, in the EEG community, studies tried to build subject-dependent

frequency and spatial filters discriminating between EEG datasets corresponding to

two different classes. Such spatial filters perform linear combinations of the EEG

signals in order to create new signals with maximal variance in one condition and
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minimal variance in the other condition. Once these spatial filters have been de-

signed, the (log-)variance of the spatially-filtered signals is used as features by a

supervised classification algorithm. It is known that the covariance matrix can be a

measure of how much the data is spread across the feature space. The spatial co-

variance matrices capture information on the spatial inter-dependencies of the brain

regions. In the literature for BCI, it has been shown that EEG covariance matrix

classification is much more robust than many conventional features [12, 109, 5, 20]].

In other words, covariance matrices can capture spatial-temporal dynamics which is a

measure of functional connectivity between different regions of the brain. Functional

connectivity is defined in terms of statistical dependencies among neurophysiological

measurements. If we assume these measurements conform to Gaussian assumptions

then we need only characterize their correlations or covariance (correlations are nor-

malized covariances). A set of all C C SPD matrices form a non-Euclidean space,

which is called a Riemannian manifold [9]. Covariance matrix is one of typical exam-

ples of SPD matrices, which is employed by several works [78, 75, 50] to present the

second-order statistics of the set of signals to reduce inter-subject and intra-subject

variabilities. Using tools from Riemannian geometry allows us to apply some methods

on the manifold. In fact, using this approach aims to merge the spatial filtering and

the classification procedure into one unique step. Jiang et al [45] used the spatial

covariance matrices as features and showed that using this form of features improved

the sleep staging performance on the MASS dataset.

Clustering is an unsupervised learning method to group points, in such a way,

points in a cluster are similar to each other, and less similar or dissimilar to points in

other clusters. The number of clusters can be set manually or found by some criteria.

The clustering technique tries to give an impression of data by identifying groups of

similar behavior in the data. We use this concept to find groups of patients that EEG

patterns of patients in a cluster behave similarly. Generally, there are two approaches
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for clustering; compactness and connectivity. In the compactness approach, points

that are close to each other, based on the distance between them, lie in a cluster. K-

means clustering belongs to this type of clustering approach. On the other hand, in

a connectivity-based approach, which roots in graph theory, points are considered as

nodes of a graph and connected points are put in the same cluster. Spectral clustering

is a technique that follows this approach.

To handle inter-subject variability problem, we use the spectral clustering method

on a Riemannian manifold, which groups subjects based on the similarity of the fea-

tures. We hypothesized that, by sub-grouping of the population on a robust feature

space, the diversity between EEG patterns across subjects can be reduced and this

leads to an improved sleep staging performance. Barachant et al. [5, 20] showed that

appropriate forms of data covariance matrices provided superior cross-subject general-

ization capabilities compared to earlier works, as well as robustness to EEG artifacts,

outliers, mislabeling, and sensors misplacement [109, 12]. In this work, the problem

of boosting automated sleep stage performance in large dataset using population sub-

grouping is investigated without assuming knowledge of labels from population. The

main contribution of this work is to develop a population sub-grouping algorithm on

a robust feature space. The inherent diversity between EEG signals across different

individuals poses a challenge for the brain signal classification. Therefore, it is essen-

tial to identify subsets of subjects that most closely similar to each other. To obtain

subsets of similar subjects in terms of EEG features, we apply spectral clustering

on a Riemannian manifold. Subsequently, a Convolutional Neural Network (CNN)

algorithm is applied in the tangent space at geometric mean of covariance matrices.

Finally, the algorithm’s performance is assessed on the largest open-access database

– the 2018 PhysioNet Challenge database [30, 32]. All data used in the study are

publicly available from PhysioNet.org, and therefore no ethics/institutional review

board approval was required.
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2.3 Method

2.3.1 Data

For evaluation of the proposed method, EEG data from the 2018 PhysioNet Chal-

lenge [30, 32] is used. Polysomnogram (PSG) recordings were collected in the Mas-

sachusetts General Hospital’s (MGH) by the Computational Clinical Neurophysiology

Laboratory and the Clinical Data Animation Laboratory. A total of 994 subjects are

available, together with the demographic data and list of active treatment drugs

(including antihypertensives, antidepressants, neuroactive compounds, insulin for di-

abetes, and sleep aids). Clinical characteristics of these patients are reported in Table

1. The goal of the 2018 PhysioNet Challenge was to develop an algorithm to detect

non-apnea sleep arousals. However, the main focus of this work is to develop meth-

ods to boost the performance of sleep stages classification tasks by sub-grouping of

populations. Based on the American Academy of Sleep Medicine (AASM) standard

[9], every 30-second window of data is annotated as wakefulness, rapid eye move-

ment (REM), stage 1, stage 2 or stage 3. PSG recording includes thirteen signals

including electroencephalography (EEG), electrooculography (EOG), electromyogra-

phy (EMG), airflow and oxygen saturation (SaO2), and ECG signals, where all data

were sampled at 200 Hz. In this work, we just use EEG data from PSG measurement

which are obtained from six channels, ’F3-M2’, ’F4-M1’, ’C3-M2’, ’C4-M1’, ’O1-M2’,

’O2-M1’ which is shown in Fig (2.1).
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Figure 2.1: 10-20 EEG Placement: Used electrodes are shown in red. “CC BY 4.0”

The input to the proposed method is a sequence of 30-sec EEG window. In order to

extract windows from a continuous EEG signal, the following steps are implemented:

• Remove the 60 Hz component form the signal using a notch filter with quality

factor Q = 30

• For each record, normalize channels by removing the mean and scaling by stan-

dard deviation.

• Apply a 5th-order Butterworth 0.5-40 Hz band-pass filter.

• Segment the continuous raw EEG to a sequence of 30-s windows and assigning

a label to each window (i.e., sleep stage) based on the annotation file.

• Only consider N1, N2, N3, REM and wake label for sleep staging (ignore

arousals).

Most biomedical applications deal with class imbalances, where observations are

not equally distributed through the classes. In the sleep stage classification task, the

number of wake and N2 stages is greater than for other stages. The distribution of

sleep stages in the 2018 PhysioNet Challenge database is not uniform - N2 repre-

sents 42% of total observations. To handle this imbalance issue in the dataset, two

approaches are used. The first is to give weights to the classes by multiplying the
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loss of each example. The second is that in the training step, training samples are

over-sampled to provide approximately an equal number of sleep stages in each class.

To achieve this, we use the synthetic minority over-sampling technique [17] in the

training process to generate the synthetic data points by considering the similarities

between existing minority samples.

Different metrics are considered in the literature to evaluate the performance of

sleep classifiers. Due to imbalanced nature of the dataset, the F1-score, and recall

(sensitivity) are reported in addition to overall precision for the epoch-by-epoch sleep

stage classification task. These metrics are defined as follows:

Accuracy =
TP + TN

TN + TP + FP + FN
(2.1)

Percision =
TP

TP + FP
(2.2)

Recall (Sensitivity) =
TP

TP + FN
(2.3)

F1-score =2 ∗ Percision× Recall

Percision + Recall
(2.4)

Where TP =True Positive, TN=True Negative, FP=False Positive and FN=False

Negative.

The other primary metric that we have used for performance evaluation of our pro-

posed method is Cohen’s Kappa coefficient, which measures the agreement between

the class obtained by the algorithm and the expert labels.

2.3.2 Sub-grouping of population

An important assumption of machine learning techniques is that the training and

test data should be drawn from the same distribution. However, in real-world ap-

plications, this assumption rarely holds. Having individuals with different biological
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demographics such as gender, age, medical conditions, body mass index, and different

brain topographies results in different distributions of the features of interest. As a

result, although the activity in the brain from different individuals can be similar, the

activity in the electrodes may not similar. In fact, neural activity is not propagating

in similar way in different subjects. Moreover, cortical folding, tissue conductivity

and tissue shapes of brains are different across people [29]. All these factors lead

to significant inter-subject variability in EEG signals. In other word, inter-subject

variability leads to different joint distribution, P(X,Y) between different individuals

(where X and Y are feature and label space, respectively). Therefore, the transferabil-

ity of the trained model for an application on unseen subjects is degraded. The main

challenge in this problem is to diminish spatial and temporal shifts across individuals

and thereby develop a generalized model across a large population. The spatial shift

in data can be caused by the variation of sensors’ location on the brain, which can

be partly solved by finding a robust feature space. As mentioned earlier, it has been

shown that Symmetric Positive Definite (SPD) matrices provide a strong ability to

representations the brain signals [20, 4]. The covariance matrix is a typical example of

SPD matrices, which has been employed in several studies [78, 75, 50]. These studies

showed that using second-order statistics of multi-channel signals reduce inter-subject

and intra-subject variabilities between EEG signals. Spatial covariance matrix can

well separate useful information about brain functional connectivity structure [4] and

create a feature space which is comparable across subjects. Moreover, it has been

shown that SPD matrices have an excellent robustness to the considerable variability

of real-world environmental conditions such as instrument noise [20, 76, 75]. To de-

scribe the extraction of spatial covariance matrices, we let Xi ∈ RC×N denote a 30-sec

window indexed by i, with C as the number of channels, and the number of samples

is given by N = 30× fs, where fs is the sampling frequency. The feature covariance

matrices are obtained simply by using a Sample Covariance Matrix estimator [4], such
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as:

Σ =
1

N − 1
Xi X

T
i (2.5)

where XT
i is the transpose of Xi. Note that each epoch is zero-mean after the pre-

processing step.

SPD matrices belong to a non-Euclidean space, which is called a Riemannian

manifold. This manifold has useful mathematical properties, which we hypothesize

are beneficial for EEG classification [5, 26, 76, 75].

Riemannian Distance: For any two covariance matrices Σ1 and Σ2, the Rie-

mannian distance is defined according to the Riemannian metric as [6]

δR(Σ1,Σ2) = ‖log
(
Σ
−1/2
1 Σ2Σ

−1/2
1

)
‖F =

[
C∑
c=1

log2 λc

]1/2

(2.6)

where λc, c = 1 . . . C are the real eigenvalues of Σ
−1/2
1 Σ2Σ

−1/2
1 and C the number

of channels. This distance is Affine-invariant [6], i.e, it is invariant with respect to

similar and congruent transformations, and inversion.

Riemannian Mean: The Riemannian geometric mean of I covariance matrices,

also called the Fréchet or Karcher mean, is the point on the manifold minimizing the

dispersion given by [6]:

G (Σ1, . . . ,ΣI) = arg min
Σ

I∑
i=1

δ2
R (Σ,Σi) . (2.7)

There is no closed form expression for the mean of I > 2. However a gradient descent

procedure in the manifold can be used in order to find the solution [7].

Zianai et al [109] have proposed to transform the covariance matrices of every

subject in order to center them with respect to a reference covarince matrix, making

the data from different subjects comparable. We use this transformation in our work.,

which is given by

Σ
(j)
i ⇒ (Σ̄(j))−

1
2 Σ

(j)
i (Σ̄(j))−

1
2 (2.8)

where Σ̄(j) is the center of mass of covarinace matrices for subject j.
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In order to find sub-groups of the population in big data, we assume that the

dataset comprises several sub-distributions that correspond to different groups in the

population. Moreover, we assume that clustering patients will allow identification

of sub-groups. We hypothesis that clustering patients in the robust feature space

could identify subsets of relevant individuals and diminish inter-subject physiological

variabilities. In other words, we assume by clustering the patients, those individuals

in a same cluster have similar joint distribution, P (X, Y ). To sub-grouping of pop-

ulation, a spectral clustering is applied by using Riemannian distance and geometric

mean on the manifold to find sub-groups of relevant subjects [11]. The clustering is

an unsupervised method, i.e. no labeled data is used in this step. We assumed that

unlabeled data from all subjects are available. In real-life scenario, if a new subject

comes to the dataset, we compute the covariance matrices from his/her dataset, and

after mapping to the manifold, we try to find the closest cluster to that patient and

use the model associated to that cluster. The framework of clustering is shown in Fig

(2.2).

Spectral clustering constructs a similarity graph, G = (V, E), whereV = Σi, · · · ,Σn

which represent covariance matrices on the manifold as vertices. E = (wij) |i,j=1,··· ,n

is a corresponding set of edges between each pair of Σi and Σj, where the edge be-

tween two vertices is defined as a similarity metric [97, 65]. In this work, we create a

fully connected graph and weight edges by the output of Gaussian similarity function,

which is defined as follows:

w(xi, xj) = exp(−δ
2
R(Σ̄i, Σ̄j)

σ2
) (2.9)

where the parameter controls the width of the neighborhoods.

Spectral clustering uses an important concept from graph theory to cluster the

points; graph Laplacian matrix. Laplacian matrix is a way to represent the graph

which has several important properties. Laplacian matrix is constructed by degree
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matrix and adjacency matrix. Adjacency matrix, Aij = wij, is represent a graph

by a matrix, where rows and columns represent the nodes and the entries represent

the weight of the edge between row i and column j by wij. The degree matrix is a

diagonal matrix where each element on the diagonal represents the degree of a vertex

vi, the total amount of weights of edges connected to it [97, 65].

di =
n∑
j=1

wij

di =
n∑
j=1

wijD =


d1 · · · 0

...
. . .

...

0 · · · dn


Therefore, the graph Laplacian matrix is defined as follow:

L =D − A

f(x) =


di, if i = j

−wij, if (i, j) ∈ E

0, otherwise

In order to cluster the graph, data points should be embedded into a low-dimensional

space. To do that, eigenvalues and eigenvectors of normalized Laplacian matrix,

L = A(−1/2)DA(1/2), is computed. One of the important properties of the Laplacian

matrix is that the number of eigenvalues equal to 0 represent the number of connected

components in the graph.

In order to determine the number of clusters in spectral clustering, an eigengap

heuristic approach is used. Let λ1, · · · , λn be the eigenvalues of the Laplacian, the

goal is to choose k such that λ1, · · · , λk are relatively small, but λ(k+1) is relatively

large. After defining the number of clusters (K), the first K eigenvectors u1, · · · , uk
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of Laplacian matrix are stacked vertically to create a matrix U ∈ <(n×k). K-means

clustering is applied to each row of matrix U to cluster the data to K different clusters

[97].

Therefore, after making data from different subjects comparable by Eq (2.8), we

use the defined Riemannian distance and geometric mean as the metric for measuring

distance and mean in spectral clustering method, respectively.

Figure 2.2: Framework for clustering of covariance matrices on a Riemannian manifold:
For each epoch of the EEG signal, the covariance is computed using Eq (2.5). Due to the
special structure of covariance matrix (Symmetric Positive Definite), covariance matrices lie
on a non-Euclidean space, Riemannian manifold. For each individual, the geometric mean
of covariance matrices obtained from different epochs is computed. In order to compute
the geometric mean, exponential and logarithmic mapping is performed to map covariance
matrices to tangent space, TM . To take account of their geometry, a spectral clustering is
applied on that space using a Riemannian distance and geometric mean. “CC BY 4.0”

2.3.3 Deep Learning Model on a Riemannian Manifold

Due to Euclidean assumptions in many machine learning and deep learning methods,

one cannot directly apply these methods to manipulate SPD matrices. Furthermore,

ignoring the structure of SPD matrices in the learning framework often leads to detri-

mental effects. For example, the Euclidean average of SPD matrices suffers from a

swelling effect, i.e., the determinant of the average is larger than any of the origi-

nal determinants [41, 40]. Therefore, it is necessary to use tools from Riemannian

manifold to preserve the geometry information of SPD matrices, which can convey

valuable information about functional connectivity between different regions of the

brain. There are different techniques to manipulating SPD matrices, which can be

found in Congedo et al. [20]. One popular method is to map data to local Euclidean
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space and apply conventional machine learning methods to learn patterns of SPD

matrices in this new space. In the manifold, a tangent space, TGM , is a local ap-

proximation of the manifold at point G. Each point on the manifold is flattened and

mapped to the tangent space. In this work, for each cluster, covariance matrices

are flattened at the center of the mass of the data in the cluster. Vectorizing of co-

variance matrices is achieved by projecting every element from the manifold to the

tangent space at the Riemannian mean of that cluster. Deep neural networks have

been successfully applied for learning general and transferable features in big data

areas. Deep learning discovers the hidden structures and high-level abstract concepts

in large data without any prior handcraft feature selection. Deep networks have deliv-

ered promising results in several machine learning problems and applications, such as

image and speech recognition. Convolutional Neural Networks (CNNs) have received

more attention in the field of brain signal processing, such as for seizure detection

[113], sleep staging [62], Parkinson’s disease [85]. It can be shown that these networks

extract first-order information from input data by performing linear combinations and

element-wise nonlinear operations. Moreover, second-order statistics computed from

handcrafted features, e.g., covariances, have proven highly effective in diverse brain

signal classification tasks. Therefore, in order to leverage these two properties, we

train a deep neural network for each cluster on the tangent space at the geometric

mean of that cluster. Fig (2.3) illustrates the framework of the proposed method on

the tangent space. The architecture of the CNN is the same of the architecture in [25].

The network is trained on the cross-entropy objective function for 1600 epochs using

Adam optimizer with a batch size of 21 samples [47], and learning rate η = 10−6.

A major channel in training a deep neural network is the trade-off between training

time and its performance. It is known that a little number of iterations for training a

deep neural network leads to underfitting of the network, and many iterations of the

training may lead to overfitting of the training model, then the generalization error
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will increase and model will have poor performance on the validation data. A simple

and effective method to train a deep neural network and prevent overfitting is the

early stopping, which is considered as a regularization method.

Figure 2.3: Framework of the learning method: After segmenting the data, extracting
covariance matrices, sub-grouping the patients by clustering them, covariance matrices in
each cluster are mapped to the tangent space at the geometric mean obtained from the
covariance matrices. This mapping is performed, since the tangent space is considered
as a Euclidean space and therefore Euclidean-based machine learning can be used. The
vectorized covariance matrix on tangent space is shown in such way that the x-axis shows
the element in the vector between [xmin, xmax] , and the y-axis shows the number of elements
in each range. Then, for each cluster, a CNN model is trained on the tangent space to classify
sleep stages into 5 classes (Wake, N1, N2, N3, REM). “CC BY 4.0”

In this work, we use this technique after a reasonable number of training itera-

tions (where we set 1500 iterations). A major challenge in training a deep neural

network is the trade-off between training time and its performance. It is known that

a little number of iterations for training a deep neural network leads to underfitting

of the network, and many iterations of the training may lead to overfitting of the

training model, then the generalization error will increase and model will have poor

performance on the validation data. A simple and effective method to train a deep

neural network and prevent overfitting is the early stopping, which is considered as a

regularization method. In this work, we use this technique after a reasonable number
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of training iterations (where we set 1500 iterations). The procedure was repeated

through 10-fold cross-validation. The trained model was tested on patients that were

not included in the training step. Therefore, we can evaluate how the proposed model

generalized across patients in a big dataset. It is known that healthcare data suffer

from noisy labeling issues due to the inherent difficulty in manually labeling health-

care data, including sleep dataset. Manually annotated epochs according to AASM

criteria may contain a large section of another sleep stage (up to 14 seconds), which

makes it difficult to interpret the label of an epoch with certainty. One approach to

handling this issue is to assume transition epochs (one which does not have neigh-

boring sleep stages of the same class) are more likely to be partially composed of

another sleep stage. If we remove these transition epochs, it is possible to avoid this

noisy labeling. Therefore, before doing clustering and training a model, we remove

the transition epochs and run the experiment again.

To demonstrate how covariance matrices are robust to electrode misplacement,

497 patients (50% of the total population) are chosen and the average between EEG

signals of C3 and O1 and between O2 and C4 are taken to create two new channels,

as shown in Fig (2.4). This simulates channel misplacement at the geometric mean

of the two electrode locations - instead of having the actual signal from O1 and O2,

we have the signals from somewhere between (O1, C3) and (O2, C4) for half of the

population.

Figure 2.4: Defining two new channels by taking the average between two neighbors’ channel
(O2, C4) and (O1 and C3) to show how the proposed method are robust to electrode’s
misplacement. We did that for randomly selected 497 patients (50% of the total population).
“CC BY 4.0”
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2.4 Results

The goal of this part is to show the comparison of the CNN performance on a Rie-

mannian manifold before and after sub-grouping of the population. As discussed in

the supplementary material, the optimal number of clusters was estimated via Eigen-

gap heuristic [97] method. In our dataset, the number of clusters was found to be

five. The result of the clustering of subjects is shown in Fig (2.5), derived through a

mapping into two dimensions using the t-Distributed Stochastic Neighbor Embedding

(t-SNE) approach [57] with a Riemannian distance. t-SNE is a common visualization

technique for reducing the dimensionality of data or model. Since it preserves local

structure and points which are close to one another in the high-dimensional data set

will tend to be close to one another in the projection, the separation of data we can

observe is likely to be true in the original (higher) dimensional representation. For

each subject, the covariance matrix is computed from each 30-sec window using Eq

(2.5), then the geometric mean is computed across all covariance matrices using Rie-

mannian geometric mean (Eq (2.7)). Therefore, for each subject we have a geometric

mean covariance matrix Σ̄j with C × C dimension. t-SNE projection is done on ge-

ometric mean covariance matrices from all 994 subjects. Each point in the t-SNE

project represents the geometric mean of a subject.

The biomedical factors such as age, gender, BMI, AHI for each subject are not

publicly available. Therefore, we cannot claim that these subjects are clustered in

one group due to these factors. However, it is possible patients in the same group

have similar dynamical functional connectivity. In addition, it is known that func-

tional connectivity is linked to structural connectivity which captures information on

anatomical pathways [38]. In other words, the brain network can be modeled as a

graph, where nodes are channels on the scalp, and edges between nodes should be

defined by functional, structural, and causality. Having different groups of patients

based on their spatial covariance matrices can be interpreted that patients in the
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Figure 2.5: t-Distributed Stochastic Neighbor Embedding (t-SNE) visualization of patient
clustering on a Riemannian manifold using Riemannian distance and mean. Each point is
associated to a subject. “CC BY 4.0”

same group have similar brain anatomy and functional connectivity.

In order to increase the generalization capability of the algorithm, the learning

model is evaluated using cross-validation. After the data are clustered, 10-fold cross-

validation is performed to split data into training, validation for each cluster. For

each cluster, a CNN model was trained using data from the training set, evaluated

on the validation set to prevent overfitting, and tested on the test set, therefore in

this experiment, five CNN models are trained. Any given subject’s recordings belong

exclusively to training, validation or test sets. Similar to approach of Howe-Patterson

et al. [37], in total, 794 subjects are used for training, 100 subjects for validation,

and 100 subjects for testing. Table 4.1 provides the number of training, validation,

test, and the number of samples in each class for clusters.

Table 2.1: Number of subjects and samples per class for each cluster
Cluster ID # Subjects # training # validation # test # Wake # N1 # N2 # N3 # REM

1 248 198 25 25 37237 36151 94900 22926 27833
2 306 216 45 45 45931 40298 112736 33214 35598
3 211 181 15 15 29940 29096 76732 21092 24487
4 164 144 10 10 23203 20622 63992 17137 18918
5 65 55 5 5 9247 9248 23897 7309 7036
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Fig (2.6) shows how the trained model performs over epochs and how it generalizes

on the validation set. The figure illustrates the average and standard deviation across

10 folds. Fig 2.6 (a) shows the learning curve of training a deep neural network on

a tangent space of a Riemannian manifold without the clustering procedure. As

mentioned earlier, in order to prevent overfitting, early stopping is used in this work.

We stopped the training of the model at 1600 iteration, where the generalizability of

the model stops, and the performance on validation set starts to degrade. To have

a fair comparison regarding the generalization error, we stopped the training of the

model at 1600 iteration after the clustering procedure was done as well. Fig 2.6 (b)

shows the learning curve of training a model after clustering the subjects where it

shows that the models have more capacity due to the homogeneity of data.
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Figure 2.6: Learning curve across 10 folds: it shows how the trained model performs over
epochs and how it generalizes on the validation set. It is important to show how trained
model works on validation set to avoid from overfitting. The figure illustrates the average
and standard deviation of accuracy across 10 folds. “CC BY 4.0”

Fig (2.7) shows the confusion matrix obtained before/after applying the trained

model on test subjects in each cluster, and then taking the average across clusters.

Table 2.3 and 2.2 present the performance of sleep staging before and after applying

the proposed method on each class, respectively. The mean 5-class precision, sen-

sitivity and kappa are 0.72, 0.74 and 0.65, respectively. Table 3 presents per-class

performance achieved by sub-grouping the population. The mean 5-class precision,
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sensitivity, and kappa are 0.81, 0.82, and 0.74.
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Figure 2.7: Five-stage classification confusion matrices: comparing actual label which is
obtained by sleep technicians vs. the proposed method on held-out 100 test patients. “CC
BY 4.0”

Table 2.2: Per-class performance achieved before sub-grouping of population

Sleep Stages Precision Sensitivity F1-Score Kappa Number of Samples

Wake 0.77 0.84 0.80 0.75 15506

N1 0.62 0.48 0.54 0.45 14539

N2 0.84 0.81 0.82 0.65 38290

N3 0.72 0.77 0.74 0.70 10217

REM 0.65 0.79 0.71 0.65 11584

Table 2.3: Per-class performance achieved after sub-grouping of population

Sleep Stages Precision Sensitivity F1-Score Kappa Number of Samples

Wake 0.82 0.92 0.78 0.83 15506

N1 0.76 0.55 0.64 0.58 14539

N2 0.89 0.88 0.88 0.78 38290

N3 0.79 0.85 0.81 0.79 10217

REM 0.74 0.87 0.80 0.76 11584
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We note that the model performance for wake, N2, N3 and REM stages is better

than for the N1 stage. This issue is related to low human inter-scorer agreement of

N1 stage. This may be because N1 is a transition stage between being awake and

fully asleep, thus the EEG pattern in this stage is similar to wakefulness and sleep.

Colten et al. [3] defined the N1 stage as “active sleep”, which means N1 may also

occur between other stages of sleep, such as between N3 and REM. Therefore, it is

often confused with many other stages, as we can see in confusion matrices in Fig

(2.7). In addition, Basner et al [35] discussed that there is a positive correlation

between kappa values and the amount of time spent in a sleep stage. N1 stage is

scored when EEG theta activity predominates over alpha. Stage N1 has low-voltage,

mixed-frequency background, possibly slow eye movements, and vertex sharp waves.

Difficulties of scoring a sleep stage arise when the EEGs contain both awake and

N1 patterns and it is difficult to decide which pattern occupies ¿ 15 sec of a 30-sec

epoch. Moreover, distinction between N1 and N2 is based on identification of spindles

and K complexes. In fact, the reliability of sleep staging may be improved for N1

stage by improving the reliability of spindle scoring for discriminating N1 and N2

stages [21]. However, definition of K complexes is qualitative with no criteria for

minimum amplitude or for the duration of the complex’s different phases [38]. In

addition, manual scoring of spindles is subject to much inconsistency among scorers.

Based on AASM standard, the presence of low amplitude, mixed frequency EEG is

characteristic of both N1 and REM stages, which discriminating N1 from REM makes

it challenging. Furthermore, REM sleep may be blunted in patients with apnea, since

the interrupted breathing patterns lead to sleep fragmentation. Therefore, N1 stages

will be often be confused with REM. In addition, the number of N1 stage is much

smaller than other stages, leading to poorer generalization. Consequently, we observe

a lower true positive rate (sensitivity) for N1 classification. In terms of evaluation

metrics common to sleep staging, the proposed method outperforms the state-of-art
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algorithms on the 2018 PhysioNet Challenge dataset with F1=0.80 and κ = 0.75.

Specifically, Perslev et al. [71] obtained F1=0.77 under 5-fold cross-validation on the

same dataset, which is inferior to the proposed method with population sub-grouping.

As explained earlier, healthcare datasets suffer from noisy labeling issues. In this

work, we removed transition epochs (one which do not have neighboring sleep stages

of the same class) to combat this problem. The learning curves and clustering results

do not change noticeable, which shows that the clustering step and training based

on the covariance matrices are more robust to noisy labeling problems. Moreover,

since we took average covariance matrices for each subject and then mapped each

covariance matrix on a tangent space on the geometric mean of each cluster, the

overall performance does not change with removing the transition epochs. Fig (2.8)

shows the learning curve before/after clustering step when we removed the transition

epochs which are more vulnerable to noisy labeling. The performance on test sets are

presented in Fig (2.9) and Table 2.4 and 2.5, which show a slight improvement (1-2%

improvement) in comparison to the results of the proposed method with transition

epochs.
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Figure 2.8: Learning curve across 10 folds after removing transition epochs which are more
vulnerable to noisy labeling issue: it shows how the trained model performs over epochs and
how it generalizes on the validation set. It is important to show how trained model works
on validation set to avoid from overfitting. The figure illustrates the average and standard
deviation of accuracy across 10 folds. “CC BY 4.0”
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Figure 2.9: Five-stage classification confusion matrices: comparing actual label which is
obtained by sleep technicians vs. the proposed method on held-out 100 test patients after
removing the transition epochs in training step. “CC BY 4.0”

Table 2.4: Per-class performance achieved before sub-grouping of population and after removing
transition epochs

Sleep Stages Precision Sensitivity F1-Score Kappa Number of Samples

Wake 0.78 0.84 0.81 0.76 15506

N1 0.63 0.49 0.55 0.47 14539

N2 0.84 0.82 0.83 0.69 38290

N3 0.73 0.78 0.76 0.72 10217

REM 0.66 0.80 0.72 0.67 11584

Table 2.5: Per-class performance achieved after sub-grouping of population and removing transition
epochs

Sleep Stages Precision Sensitivity F1-Score Kappa Number of Samples

Wake 0.82 0.92 0.78 0.83 15506

N1 0.76 0.55 0.64 0.58 14539

N2 0.89 0.88 0.88 0.78 38290

N3 0.79 0.86 0.82 0.79 10217

REM 0.75 0.88 0.81 0.77 11584
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As mentioned earlier, to show the robustness of covariance features to electrodes’

misplacement, for half of the population we replaced O1 and O2 channels with the

average signals between (O1,C3) and (O2,C4), respectively. For this case, the learning

curves and confusion matrices before and after applying the proposed method are

shown in Fig (2.10) and (2.11), respectively. Table 2.6 and 2.6 show that the proposed

method still improves the classification performance for sleep staging by 7-8%.
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Figure 2.10: Learning curve across 10 folds after removing transition epochs and defining
two new channels instead of O1 and O2: it shows how the trained model performs over
epochs and how it generalizes on the validation set. It is important to show how trained
model works on validation set to avoid from overfitting. The figure illustrates the average
and standard deviation of accuracy across 10 folds. “CC BY 4.0”
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Figure 2.11: Five-stage classification confusion matrices: comparing actual label which is
obtained by sleep technicians vs. the proposed method on held-out 100 test patients after
removing the transition epochs in training step, and defining two new channels for half of
the population. “CC BY 4.0”
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Table 2.6: Per-class performance achieved before clustering and after removing transition
epochs and replacing O1 and O2 channels with the average of (O1,C3) and (O2, C4)

Sleep Stages Precision Sensitivity F1-Score Kappa Number of Samples

Wake 0.77 0.84 0.81 0.75 15506

N1 0.63 0.49 0.55 0.47 14539

N2 0.84 0.82 0.83 0.69 38290

N3 0.73 0.78 0.76 0.72 10217

REM 0.66 0.80 0.72 0.67 11584

Table 2.7: Per-class performance achieved after clustering and removing transition epochs
and replacing O1 and O2 channels with the average of (O1,C3) and (O2, C4)

Sleep Stages Precision Sensitivity F1-Score Kappa Number of Samples

Wake 0.82 0.92 0.78 0.83 15506

N1 0.76 0.55 0.64 0.58 14539

N2 0.89 0.88 0.88 0.78 38290

N3 0.79 0.85 0.82 0.79 10217

REM 0.75 0.88 0.81 0.77 11584

In this work, spatial covariance matrices are used as input features, where the

dimension of the covariance matrix is C × C where C is the number of channels on

the scalp. When they are mapped to tangent space, the dimension of the feature is

C(C+1)
2

. Therefore, we run the proposed method with varying numbers of channels to

find important channels for the sleep staging task. We plot the 5-stage classification

performance w.r.t. the different number of channels and the best combination of

them in Fig (2.12). If one is to use two channels for extracting features, C3 and C4

channels are the best options based on the classification performance. For the cases

of three, four, and five channels [C3, C4, F4], [C3, C4, F4, F3], [C3, C4, F3, F4,

O1] provide the best classification performance, respectively. In this work, the best
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performance is obtained using all available channels.
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Figure 2.12: Classification performance w.r.t. different numbers of channels: The best-
obtained performance based on channels combination has been shown. “CC BY 4.0”

2.5 Sub-grouping of Population for Seizure Detec-

tion

To demonstrate the merit of the proposed approach, we used a public EEG database,

the PhysioNet CHB-MIT database. This database contains EEG data with 23 chan-

nels from 23 patients divided among 24 cases (one patient has 2 recordings, 1.5

years apart) [83] (www.physionet.org/physiobank/database/chbmit/). The goal in

this database is to detect whether a 10 second segment of signal contains a seizure or
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not with high sensitivity and specificity and low false negative rate, as annotated in

the database.

At the first step of pre-processing, a 5th-order Butterworth 0.5-30 Hz band-pass

filter was applied. Each recording was divided into 10 sec epochs and classified as

either dominantly seizure or non-seizure (using expert labels). Then, the FFT coef-

ficients were extracted in three standard bands: theta (4-7 Hz), alpha (8-13 Hz) and

beta (13-30 Hz). With a bin size of 0.1 Hz, this resulted in 250 Fourier coefficients

for each of the 23 channels. These coefficients were then concatenated and covariance

matrices extracted. Then to increase the similarity of the data between subjects,

each covariance matrix was transformed per Eq (2.8). After subject selection, a SVM

classifier was trained on labeled data from the subjects that were located in the same

cluster and then tested on the withheld patient (i.e via a leave-one-subject-out cross

validation (LOSO-CV) procedure). In order to use many popular and efficient classi-

fiers, most of the literature focuses on mapping the covariance matrices into a tangent

space of Riemannian manifolds to extend Euclidean-based algorithms to the Rieman-

nian manifold of the SPD matrices [6, 109]. The SVM classifier can be applied on the

tangent space located at the geometric mean of the whole set of trials from relevant

subjects to a given test subject as follows: ΣG = G(Σi, i = 1, · · · , I). Each SCM, Σi,

is then mapped into this tangent space, to yield the set of m = n(n+1)
2

dimensional

vectors [6]:

si = ΣG
− 1

2 logΣG
(Σi)ΣG

− 1
2 (2.10)

In the experiments detailed here, the LIBSVM toolbox [16] was used.

Table 2.8 provides the per-patient (LOSO-CV) results and table 5.2 summarizes

the average results and compares them to the state-of-the-art. The methods proposed

previously by Chen et al. [18] and Thodoroff et al. [92] are based on the wavelet

transformation and deep learning, respectively. Table 5.2 shows an increase over

previous works in accuracy and specificity by 2-3%. (Subject-specific works are not
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included in this comparison, since training and testing on the same subject is less

useful and inflates statistics.) We also note that we improve the false positive rate from

1.7/hour to 0.77/hour over Shoeb’s original work [83]. To the best of our knowledge,

the method described in this article is the first work to propose a subject selection

on a Riemannian manifold for unsupervised cross-subject seizure detection.

Table 2.8: Performance on the CHB-MIT database
Subject ID Accuracy (%) Sensitivity (%) False Positive rate (seizures/h) Latency (sec)

1 93.33 98.28 0.194 5.10
2 84.47 100.00 0.43 7.52
3 93.51 100.00 0.26 2.63
4 91.41 84.14 0.22 7.42
5 94.25 100.00 0.34 4.46
6 82.79 46.63 1.74 3.01
7 86.56 98.22 1.48 5.62
8 88.89 100.00 0.35 4.02
9 95.41 100.00 1.28 8.23
10 92.82 100.00 1.20 2.87
11 94.39 85.16 0.46 2.52
12 84.13 62.40 2.34 5.63
13 90.62 83.53 2.86 8.12
14 84.73 56.33 0.55 3.78
15 86.13 78.49 0.24 5.85
16 86.40 58.42 1.66 3.34
17 90.84 81.19 0.82 6.21
18 85.40 97.93 0.41 5.13
19 91.84 100.00 0.21 9.89
20 93.76 69.59 0.58 2.84
21 93.62 100.00 0.46 2.78
22 87.28 100.00 0.52 12.44
23 92.76 68.79 0.14 1.36
24 90.76 89.38 0.10 5.01

mean±(std) 89.84 ± (3.90) 85.77±(16.96) 0.77±(0.75) 5.24±(2.65)

Table 2.9: Performance comparison of works on the CHB-MIT database
Method Accuracy (%) Sensitivity (%) Specificity (%)

Chen et al [18] 86.83 % 85.29 % 87.38 %
Thodoroff et al [92] 84.18% 85.16 % 83.21 %
Proposed Method 89.84 % 85.77 % 89.64 %

2.6 Discussion

We presented a method that relies on population sub-grouping on a robust feature

space for the scoring of sleep stages from EEG data. The proposed method includes an

unsupervised clustering approach on a Riemannian manifold, a non-Euclidean space.
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Our hypothesis is, that by sub-grouping of patients, the diversity in EEG data is

diminished, and the transferability of the trained model is increased. In cross-subject

classification task, inter-subject variability leads to different probability distributions

between individuals, and consequently poor generalization across subjects. Poten-

tially, individuals with different biological phenotypes would provide enough diversity

in the dataset, but achieving this would require vastly more high-quality labelled data

than is currently available to a single researcher, and a single network cannot there-

fore be robust to such variabilities. By sub-grouping the population, we attempted

to diminish the diversity in EEG signals and create homogeneous cohorts in dataset.

Evaluation of the proposed method on the 2018 PhysioNet Challenge data, for 5-class

sleep staging demonstrates that population sub-grouping significantly improved the

results compared to no sub-grouping. This was particularly marked for challenging

sleep stages such as N1 and REM. We have compared the performance of a CNN

model on the Riemannian manifold before/after clustering. Therefore, we claim that

the sub-grouping of the population improves performance. Perslev et al. [6] used the

EEG signals and a temporal fully convolutional network for sleep staging on the same

dataset, where their model’s performance is F1=0.77 under 5-fold cross-validation on

this dataset, which is inferior to the proposed method with population sub-grouping.

To reduce the effect of noisy labeling, we removed transition epochs (one which does

not have neighboring sleep stages of the same class), which improved the total per-

formance. Another potential approach to dealing with the noisy labels would be to

relabel the transition epochs by an ensemble learning approach (multiple indepen-

dent classifiers) and using a consensus or weighted voting approach, particularly on

shorter windows to identify the transition points. However, this approach is left for

future work. Besides, to show the robustness of covariance matrices to the electrode’s

misplacement, we replaced O1 and O2 channels with the average signal between (C3,

O1) and (C4, O1), respectively. By rerunning the experiment, the proposed method
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improved the classification performance by (7-8%). The effect of the number of chan-

nels and the best combination of channels for the proposed method were investigated,

which shows that central electrodes (C3 and C4) carry transferable and discriminable

information about sleep stages, which is consistent with recommended or standard

EEG placements based on RK standard [43]. We have compared the performance of

a CNN model on the Riemannian manifold before/after clustering. Results provide

evidence that the sub-grouping of the population improves performance. Notably,

Perslev et al. [6] used the EEG signals and a temporal fully convolutional network

for sleep staging on the same dataset, where their model’s performance is F1=0.77

under 5-fold cross-validation on this dataset, which is inferior to the method with

population sub-grouping proposed here (F1 =0.8). We note that this work focused

only on the EEG, and the addition of other signals, such as the EMG, EOG and ECG

is likely to boost performance further. Moreover, we are interested in applying the

proposed method on other EEG acquisition protocols having different sensor config-

urations and also other sleep labeling protocols, e.g. Rechtschaffen and Kales (RK)

protocol, in future work.
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Chapter 3

Attentive Adversarial Network for

Large-Scale Sleep Staging

3.1 Abstract

Current approaches to developing a generalized automated sleep staging method rely

on constructing a large labeled training and test corpora by leveraging electroen-

cephalograms (EEGs) from different individuals. However, data in the training set

may exhibit changes in the EEG pattern that are very different from the data in the

test set due to inherent inter-subject variability, heterogeneity of acquisition hard-

ware, different montage choices and different recording environments. Training an

algorithm on such data without accounting for this diversity can lead to underperfor-

mance. In order to solve this issue, different methods are investigated for learning an

invariant representation across all individuals in datasets. However, all parts of the

corpora are not equally transferable. Therefore, forcefully aligning the nontransfer-

able data may lead to a negative impact on the overall performance. Inspired by how

clinicians manually label sleep stages, this paper proposes a method based on adver-

sarial training along with attention mechanisms to extract transferable information
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across individuals from different datasets and pay attention to more important or rel-

evant channels and transferable parts of data, simultaneously. Using two large public

EEG databases - 994 patient EEGs (6,561 hours of data) from the PhysioNet 2018

Challenge (P18C) database and 5,793 patients (42,560 hours) EEGs from Sleep Heart

Health Study (SHHS) - we demonstrate that adversarially learning a network with

attention mechanism, significantly boosts performance compared to state-of-the-art

deep learning approaches in the cross-dataset scenario. By considering the SHHS as

the training set, the proposed method improves, on average, precision from 0.72 to

0.84, sensitivity from 0.74 to 0.85, and Cohen’s Kappa coefficient from 0.64 to 0.80

for the P18C database.

3.2 Introduction

A third of the US population experiences less than the recommended amount of sleep,

which is linked to many chronic diseases and conditions, such as type 2 diabetes, heart

disease, obesity, and depression [2]. As sleep pathologies are increasingly recognized

as crucial factors in many illnesses, both as effects and causes, and the improved

availability of low-cost sleep monitoring devices continues to accelerate the field, the

volume of data continues to expand. The need for automated sleep staging and diag-

nostics is, therefore, more acute, particularly in low resource regions of the world. The

ground truth for sleep staging remains the multi-lead electroencephalogram (EEG)

and the standard rules for sleep staging are still focused on 30-sec windows of data

(or ’epochs’) and manual labeling by a sleep expert into five stages: Wake (W), Rapid

Eye Movement (REM), Non-REM 1 (N1), Non-REM 2 (N2) and Non-REM 3 (N3)

[9]. In addition to the time and cost involved in manual sleep staging, the signifi-

cant inter-expert variability remains an issue ([108]). However, the lack of a sizeable

public database with heterogeneous populations has limited the development of verifi-
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able algorithms that generalize well across the population. Due to the characteristics

and complexities of EEG signals, accurate interpretation of them by human experts

requires several years of training. Therefore, developing an accurate classifier with

high generalizability on other datasets is a challenging task in this area. Due to the

non-stationary nature of the EEG signal [46], the changes in statistical characteristics

of the signal with time, a classifier that is trained on a temporally-limited amount of

data from an individual may poorly generalize on EEG data recorded at a different

time on the same subject. Another issue with the low generalizability issue in EEG

data is related to high inherent inter-subject variability in the way an EEG mani-

fests, which limits the usefulness of EEG applications. This phenomenon arises due

to physiological differences (e.g. skull shape) between individuals, and neural activity

does not propagate in a similar manner in different subjects. In particular, cortical

folding, tissue conductivity, and tissue shapes of brains are different across people

[29]. Moreover, electrode sensor montages (the points at which the electrodes are at-

tached and the references points) may differ and different manufacturers’ acquisition

hardware may filter the EEG differently. Finally, when electrodes are applied, small

differences in the locations on the skull may exist, reflecting the EEG technicians’

variety of training or even attentiveness on a given day. All these factors lead to

significant variabilities in EEG signals.

In this paper, a multi-adversarial neural network with an attention mechanism

is proposed to tackle these challenges in order to develop a generalized model for

automated EEG sleep staging.

Technical Significance: The proposed method is the first work to combine

multi-adversarial networks with attention mechanisms for sleep staging with two large

datasets. The proposed method can operate in an unsupervised manner to highlight

the critical channels contributing to the class estimate and pay attention to the more

transferable part of EEG patterns across subjects, which contribute more to the clas-
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sification task. Using two large EEG databases, 994 patient EEGs from the PhysioNet

2018 Challenge database (≈ 6,561 hours of data) and 5,793 patients (≈ 42,560 hours)

EEGs from Sleep Heart Health Study (SHHS), we demonstrate that adversarially

learning a network with an attention mechanism significantly boosts performance

compared to state-of-the-art deep learning approaches in the cross-dataset scenario.

The proposed method improves, on average, precision from 0.72 to 0.84, sensitivity

from 0.74 to 0.85, and a Cohen’s Kappa coefficient from 0.64 to 0.80 for the PhysioNet

2018 Challenge database.

Clinical Relevance: Automated sleep staging from the EEG has been previously

proposed to incorporate a particular carefully engineered feature extraction part and

calibrating the data for each subject or dataset. These methods are time-consuming

and costly and do not generalize well to other datasets or even subjects. In general,

previous studies have analyzed data from fewer than 100 individuals, and most of them

are on homogeneous and/or non-public datasets. Disregarding heterogeneity between

individuals and insufficient sample size leads to essential limitations of clinical usage

in real-life problems. Therefore, the proposed method attempts to solve this problem

by training a network on a large dataset and testing it on another large dataset by

learning transferable features, only paying attention to the essential part of data.

The proposed method finds the important channels in the dataset, which can provide

explanatory information for the clinician.

3.3 Related Work

As mentioned before, in order to build a data set large enough to make health-AI

models work, studies often combine data from multiple hospitals. Therefore, the con-

dition or device used to capture the data can vary from hospital to hospital and even

department to department. Electrode mismatching, inherent inter-subject variability



43

and the non-stationary nature of EEG signals, lead to different joint distribution,

P (X, Y ) between different recording, where X and Y are feature and label space,

respectively. Moreover, the generalizability of a model that is trained on a dataset

is low when it is going to be tested on another dataset acquired in different environ-

ments with different acquisition hardware. Class imbalances between hospitals can

then be associated with hardware differences (such as filter cut-offs). While this can

be mitigated through careful inspection of the data, electrode placement differences

and patient physiological differences are harder to identify and mitigate. Therefore,

the transferability of the trained model for an application on unseen subjects is de-

graded. The reason behind this problem is that the primary assumption in machine

learning techniques is that training and test data should be drawn from the same dis-

tribution, an assumption that does not necessarily hold in large biomedical datasets.

In other words, data from two hospitals that are recorded with different devices and

set-ups, but for the same task, can not necessarily be leveraged directly in a machine

learning approach. The main question raised is that of how to boost performance

in the real-life application of EEG through the development of a generalized model

across a large population. This issue could be interpreted as how one can diminish

spatial and temporal shifts across individuals from different hospitals or recording

environments to handle these different variabilities.

As noted, the spatial shift in data can be caused by the variation of sensors’ lo-

cation on the brain in different datasets or mismatching of electrodes in one dataset.

This issue can be partly solved by finding an invariant representation across data-sets

[10]. In the literature, it has been shown that Symmetric Positive Definite (SPD)

matrices provide a strong ability to representations the brain signals [20, 4]. The

covariance matrix is a typical example of SPD matrices, which has been employed in

several studies [78, 75, 50]. These studies showed that using second-order statistics

of multi-channel signals reduce inter-subject and intra-subject variabilities between
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EEG signals. The spatial covariance matrix can well separate useful information

about brain functional connectivity structure ([4]) and create a feature space that is

comparable across subjects. Moreover, it has been shown that SPD matrices have

excellent robustness to the considerable variability of real-world environmental con-

ditions such as instrument noise [20].

Other studies [49, 56, 90] tackled this challenge using domain adaptation tech-

niques to increase generalization of a model that is trained on EEG data and tested

on unseen subjects in Brain-Computer Interface (BCI), Motor Imagery (MI), and

emotion recognition tasks. In the literature, it has been shown that domain adap-

tion, which can be considered as a particular case of transfer learning, solved dataset

bias of domain shifts, which is common in biomedical applications. The key technique

of domain adaption is to diminish the discrepancy between these two distributions

using the Maximum Mean Discrepancy (MMD) metric [54]. Previous studies, which

have employed domain adaptation in biomedical time-series data, bridge the training

and test datasets from different individuals by learning subject-invariant representa-

tions or estimating instance importance using labeled training samples and unlabeled

test samples [56, 49, 44].

Other methods to increase the generalization ability of a model involve trans-

fer learning - finding subsets of past subjects to initialize a classifier for training on

a new subject [109]. Bolagh et al. [12, 11] proposed subject-selection and subject

clustering to select relevant individuals based on the similarity between the EEG pat-

tern of different individuals. Raza et al. [74] proposed bagging methods to handle

mismatching between training and test distributions. Chai et al. [15] proposed an

adaptive subspace feature matching (ASFM) to match both the marginal and condi-

tional distributions between EEG data from different sessions/subjects. All of these

studies tried to develop a method for reducing inter-subject variability by removing

the irrelevant subjects in the training set and enabling efficient knowledge transfer
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from previous subjects to a new unseen patient.

Recently, multiple authors have focused on developing an automated sleep scoring

based on applying deep learning (DL) methods [10, 58, 89, 71]. Due to the nature

of EEGs, which consist of spatial and temporal information, most convolutional and

recurrent processing methodologies are suitable for EEG processing. Biswal et al. [10]

proposed to use a combination of deep recurrent and convolutional neural networks

to classify sleep stages as well as sleep abnormalities events. Spectrograms from EEG

channels were fed to the CNN module as input, and then the CNN output was fed

into a bidirectional recurrent neural network. Zhang et al. [111] also used the same

approach for assessing the generalization capability of their model by testing their

model on two different datasets. These methods have gained attention these days

since they simplify processing pipelines through end-to-end learning, removing the

need for domain-specific knowledge for feature engineering. This is clearly appealing,

but it presents some dangers and ignoring the nature of the EEG and how it is

acquired has limited the impact of DL in this domain. Although DL architectures

have been very successful in processing complex data such as images, text, and audio

signals [52, 35], the generalization and interpretation of a DL method across different

patients are still the main challenges for using DL in most clinical applications. DL

architectures are hard to ’trust’ due to their complexity and non-linearity, which

further reduces their real-life application in a clinical setting.

Recently, the use of generative adversarial networks (GANs) [34] to handle tem-

poral and spatial shifts has received more attention [94, 81, 51]. In fact, similar to

GANs, a two-player minimax game is constructed, in which the first player discrimi-

nator between training and test sets and the second player is adversarially trained to

deceive the discriminator and extract transferable features [28]. These networks try

to align the representations extracted from all EEG channels across all subjects. It is

evident that some parts of the brain are more involved in a given task (or are more
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active during a given state), thus all channels are not equally transferable. Moreover,

some parts of the EEG pattern are significantly dissimilar across subjects. Those pat-

terns might be related to the specific health history of the patient, which could affect

EEG patterns. Therefore, forcefully aligned the irrelevant channels, and EEG pat-

terns may have a large impact on overall performance. An attention mechanism [96]

is an effective method to focus on essential regions of data, with numerous successes

in deep learning tasks such as classification, segmentation, and detection.

In this work, we use the Sleep Heart Health Study (SHHS) database (a private

database that is available on request from the study investigators) to develop an

attention mechanism to highlight relevant channels and transferable part of EEG

pattern across datasets. The attention mechanisms explore the part of data that are

more similar across different subjects and contribute more to the classification task.

More specifically, a multi-adversarial neural network with an attention mechanism is

proposed to tackle the challenges detailed above in creating a generalized model for

EEG processing. Finally, the algorithm’s performance is assessed on the largest open-

access EEG database – the PhysioNet 2018 Challenge (P18C) database [30, 32]. All

data used in the study are de-identified, and therefore an ethics/institutional review

board waiver was provided for this research.

3.4 Method

In this paper, we focus on the cross-dataset scenario, where two datasets from differ-

ent hospitals, with two different individuals, acquisition hardware, environment, are

leveraged to develop a generalized sleep stage algorithm. The goal is to create a clas-

sifier (network) on a training dataset (labeled source domain Ds), which generalizes

well on the test dataset (unlabeled target domain Dt).

In the following, we describe the proposed method based on a multi-adversarial
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neural network with an attention mechanism for the cross-dataset sleep staging task.

At first, a high-level overview of the adversarial domain adaptation method, which is

proposed in ([28]), is given, and then the proposed method for automatically classify

sleep stages with attention mechanisms is presented.

Ganin et al. ([28]) inspired the idea of GANs and used the same idea for the

domain adaptation problem, where adaptation behavior is achieved via adversarial

training. The feature extractor, similar to the generator in GANs, tries to perform

some transformation on data from two domains such that the transformed samples

have the same distribution. The second network, (a discriminator network), similar

to GANs, should be able to classify the domains as source and target. This is achieved

by training two networks in such a way that the feature extractor is trying to confuse

the domain discriminator via adversarial training. The key idea of domain-adversarial

training is to use a Gradient Reversal Layer (GRL), placed between feature extractor

and domain discriminator. The GRL acts like an identity function during forwarding

propagation and multiplies the gradient by a certain negative constant during the

backpropagation, leading to the opposite of gradient descent. The adversarial network

has three components; a feature extractor (Gf (·, θf )), a label classifier (Gy(·, θy)), and

a domain discriminator (Gd(·, θd)). The feature extractor is a neural network that

learns an invariant representation across domains by finding a robust transformation.

The label classifier is a neural network that classifies extracted features from the

source (labeled) domain. Finally, the domain discriminator is a neural network that

predicts whether the feature is coming from the source domain or target domain. The

optimization of this framework can be written as follows:

C(θf , θy, θd) =
1

ntr

∑
xi∈Dtr

Ly(Gy(Gf (xi)), yi)−
λ

n

∑
xi∈Dtr∪Dte

Ld(Gd(Gf (xi)), di) (3.1)
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where n = ntr + nte, ntr and nte are number of sample in training (source) and test

(target) sets, respectively, and λ is a hyper-parameter that trades-off the domain

discriminator loss Ld with the classification loss Ly corresponding to the training

classifier Gy.

As mentioned earlier, these networks try to align the representations extracted

from all EEG channels across subjects. Since it is obvious that some parts of the

brain are more involved in a given task, all channels are not equally transferable.

Moreover, some parts of the EEG pattern are significantly dissimilar across subjects.

Therefore, to highlight the important channels in the task, we split the discriminator

Gd in Equation (4.1) into K channel-wise discriminators Gd
k; k = 1, 2, . . . , K, and each

is responsible for matching the training and test datasets corresponding to channel

k, as shown in Fig (3.1). Applying this to all K discriminators Gd
k; k = 1, 2, . . . , K

yields

Lch =
1

Kn

K∑
k=1

∑
xi∈Dtr∪Dte

Ld(G
k
d(f

k
i ), di) (3.2)

where fki = (Gk
f (xi)) is the feature representation in channel k, di is the domain

label of point xi, Ld is the cross-entropy loss.

the output d̂ki = Gk
d(f

k
i ) of each channel-wise discriminator Gk

d is the probability

of the region k in windows i belonging to the training set. When the probability ap-

proaches 1, it indicates that the channel k belongs to the training set, and 0 represents

that it belongs to the test set.

Following [100], the entropy functional is used as criteria to generate the attention

value. The output of each discriminator Gk
d is in the range [0 − 1], which is the

probability of signal from the channel xki belonging to the training dataset. When

the probability approaches 1, it indicates that the channel k belongs to the training

dataset, and 0 represents that it belongs to the test dataset. Using entropy helps

the algorithm to increase certainty about the signal of channel k and quantify its
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transferability.

wki = 1−H(Gk
d(f

k
i )) (3.3)

where H(p) = −
∑

j pjlog(pj). We also add a residual connection for more stable

optimization. Therefore, the final channel feature representation hi generated from

attended channel features can be expressed as:

hi =
K∑
k=1

(1 + wki ) · fki (3.4)

Finally, the minimum entropy regularization is utilized to refine the classifier adap-

tation. However, the entropy for the windows that are similar across datasets should

be minimized. Therefore, the network should attend more to the windows, which have

low domain discrepancy, which equals to minimizing the entropy for these windows.

The attentive entropy loss La can be expressed as follows:

La = − 1

n

∑
xi∈Dtr∪Dte

c∑
j=1

(1 +H(d̂i)) · pi,j · log(pi,j) (3.5)

where c is the number of classes, and pi,j is the probability of predicting point

xi to class j. Therefore, the end-to-end optimization framework can be express as

follows:

C(θf , θy, θd, θ
k
d |Kk=1) =

1

ntr

∑
xi∈Dtr

Ly(Gy(Gf (xi)), yi) +
γ

n

∑
xi∈Dtr∪Dte

c∑
j=1

(1 +H(d̂i)) · pi,j · log(pi,j)

− λ

n

[ ∑
xi∈Dtr∪Dte

Ld(Gd(hi, di))] +
1

K

K∑
k=1

∑
xi∈Dtr∪Dte

Ld(Gk
d((Gf (xi))))

]
(3.6)

Where λs, and γ, chosen via grid search, are hyper-parameter that trade-off be-

tween domain discriminator and attentive entropy loss, respectively. The network



50

parameters can be learned end-to-end by a minimax optimization procedure as fol-

lows:

(θ̂f , θ̂y) = arg min
θf ,θy

C(θf , θy, θd, θ
k
d |Kk=1)

(θ̂d, θ̂
i
d, · · · , θ̂Kd ) = arg max

θd,θ
i
d,··· ,θ

K
d

C(θf , θy, θd, θ
k
d |Kk=1) (3.7)

Fig (3.1) shows the overall framework of the proposed method.

Figure 3.1: Framework of proposed method: After extracting spectrogram from all EEG
channels, we put those to feature extractor (we called SpectNet). Then, a multi-adversarial
network (blue) is developed for highlighting important channels across datasets attention,
and a adversarial network (orange) is used to boost the certainty of output for similar signals
in the feature space. “CC BY 4.0”
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3.5 Experimental Set-Up

3.5.1 Data

Sleep Heart Health Study: The SHHS database consists of two rounds of polysomno-

graphic recordings (SHHS-1 and SHHS-2) sampled at 125 Hz in a sleep center environ-

ment. Following ([23]), we use only the first round (SHHS-1) containing polysomno-

graphic records from participants included 52.9% women and 47.1% men, over two

channels (C4-A1 and C3-A2). Recordings were manually classified into one of six

classes (W, REM, N1, N2, N3, and N4). As suggested in ([8]), we merge N3 and N4

stages into a single N3 stage. Table 4.1 shows number of sleep stages per class.

PhysioNet 2018 Challenge: The P18C database includes PSG data from 1,985

subjects included 65% male and 35% women, which were monitored at the MGH sleep

laboratory for the diagnosis of sleep disorders. The data were partitioned two-part:

public dataset (n = 994) and hidden dataset (n = 989). The sleep stage labels for 994

of the recordings were made available for the public dataset, where includes Wake,

REM N1, N2, and N3 stages. It includes multiple physiological signals that are all

sampled at 200 Hz and were manually scored by certified sleep technicians at MGH

sleep laboratory according to the AASM guidelines into 30 second ‘epochs’. In this

work, we use the EEG channels, which include ’F3-M2’, ’F4-M1’, ’C3-M2’, ’C4-M1’,

’O1-M2’, and ’O2-M1’ channels.

Table 3.1: Number of subjects and samples per class for each dataset

Dataset # Subjects # Wake # N1 # N2 # N3 # REM
SHHS 5,792 1,690,997 217,535 2,397,062 739,230 817,330

P18C 2018 994 145,558 135,409 372,257 101,678 113,872

Fig (3.2) illustrates the electrode position on the scalp (looking from top down,

with the nose at the top of the diagram). Note that the green electrodes (C3 and C4)

are common to both databases and were used in this study.
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Figure 3.2: 10-20 EEG Placement: Red electrodes were used in the P18C database and blue
electrodes were used in the SHHS database. Green electrodes (C3 and C4) are common to
both databases. “CC BY 4.0”

3.5.2 Preprocessing

Before presenting the signal to the network, preprocessing is performed to reduce the

negative effects of signal artifacts. Two filters were applied to the EEG channels:

a notch filter to remove 60 Hz power line interference, and a band-pass filter to

allow a frequency range of 0.5-180 Hz through. Normalization of EEG amplitude

is then carried out as the last step to minimize the difference in EEG amplitudes

using min-max normalization across different subjects. After the preprocessing steps,

spectrograms are generated for each EEG channel to transform data to the time-

frequency domain. Each 30-second epoch is transformed into log-power spectra via

a short-time Fourier transform (STFT) with a window size of two seconds and a 50

% overlap, followed by logarithmic scaling. A Hamming window and 256-point Fast

Fourier Transform (FFT) are used on each epoch. This results in an image S ∈ RF×T

where F = 129 (the number of frequency bins), and T = 29 (the number of spectral

columns).
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3.5.3 Network Implementation

For extracting features for the adversarial neural network, we use the same architec-

ture of Biswal et al. ([10]). It includes a 3-layer of 1-D CNN (kernel size = 3), which

was applied to each EEG channel, followed by batch normalization (BatchNorm),

rectified linear (ReLU) units, and max pooling units, we called it as SpectNet here.

A cross-entropy loss function is used as a domain discriminator Ld and classification

Ly. We apply back-propagation to train the classifier layer and all domain discrimina-

tors. Mini-batch stochastic gradient descent (SGD) is employed with the momentum

of 0.95 using the learning rate and progressive training strategies as in [28] to learn

the weights of a deep neural network. To address the class imbalance, we balance each

batch for positive and negative examples, which leads to oversampling the positive

class. The proposed methods were implemented with PyTorch 0.4 and Python3. See

Figure 3.3.

To evaluate the proposed approach performance and see how adversarial domain

adaption network helps to develop a model with high generalizability, we initially

conduct simple experiments. Similar to the literature on sleep stage assessment, to

evaluate model performance, accuracy, specificity, sensitivity, and F1-score per class

are reported. The other primary metric that we have used for performance evaluation

of our proposed method is Cohen’s Kappa coefficient (κ). This metric measures

the agreement between the labels obtained by the algorithm and the ground truth

annotations. Due to a large number of patients, the SHHS database and the P18C

database are considered as the training (labeled/source) and test (unlabeled/target)

sets, respectively.

3.6 Results

As a baseline, we start with simple experiments:
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• Extract spectrograms of common EEG channels, C3 and C4, and use a 3-layer

SpectNet, where it is followed by a fully connected neural network and softmax

to classify sleep stages.

• Repeat the above experiment with all EEG channels.

(a) Common Channels with 3-layer Deep Neural Network

(b) All available channels with 3-layer Deep Neural Network DNN

Figure 3.3: Baseline experiment. “CC BY 4.0”

Figure (3.4) provides the confusion matrix for sleep staging, which shows the

SpectNet agreement with expert scores. Sleep experts score each 30 second EEG

epoch as wake, REM, non-REM stage 1, 2, or 3. Table (3.2) and (3.3) present the

performance of each class achieved by using a simple three-layer, SpectNet, with

two common channels and all channels of P18C dataset, respectively. Based on this

experiment, using all available channels of P18C database boosts the performance by

3% on average. It seems that when the algorithm exploits all channels, the N1 class

can be better distinguished than with fewer channels.



55

Wake REM N1 N2 N3
Predicted Label

W
ak
e

R
E
M

N
1

N
2

N
3

A
ct
ua

l L
ab

el

125646
86.32%

5997
4.12%

10874
7.47%

2023
1.39%

1018
0.70%

4577
4.02%

95336
83.72%

6957
6.11%

5739
5.04%

1263
1.11%

24414
18.03%

22207
16.40%

64469
47.61%

21787
16.09%

2532
1.87%

6737
1.81%

19022
5.11%

25536
6.86%

311582
83.70%

9380
2.52%

1057
1.04%

1179
1.16%

2440
2.40%

14356
14.12%

82646
81.28%

0

80000

160000

240000

320000

(a) Using common channels (C3 and C4)
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(b) Using all channels

Figure 3.4: Confusion matrix for sleep staging for using all data from P18C dataset, showing
SpectNet agreement with expert scores. The SpectNet is trained on SHHS dataset and
tested on two common channels and all channels. “CC BY 4.0”

Table 3.2: Per-class performance achieved using two common channels (C3 and C4) by
a 3-layer CNN network and a softmax layer

Sleep Stages Precision Sensitivity F1-Score Kappa Acc Number of Samples

Wake 0.77 0.86 0.81 0.76 0.92 145558

REM 0.66 0.83 0.74 0.68 0.91 113872

N1 0.58 0.47 0.52 0.43 0.85 135409

N2 0.87 0.83 0.85 0.73 0.86 372257

N3 0.85 0.81 0.83 0.80 0.95 101678

avg 0.75 0.76 0.75 0.68 0.90 -

Based on this experiment, using all available channels of P18C database boosts

the performance by 3% on average. It seems that when the algorithm exploits all

channels, the N1 class can be better distinguished than with fewer channels. The N1

stage is often confused for wake and N2, and it is considered a transition period from

being awake to falling asleep. Colten et al. [3] defined the N1 stage as “active sleep”,

which means N1 may also occur between other stages of sleep, such as between N3

and REM. Therefore, it is often confused with many other stages, as we can see in

confusion matrices in Figure (3.4).
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Table 3.3: Per-class performance achieved using all available channels by a 3-layer CNN
network and a softmax layer

Sleep Stages Precision Sensitivity F1-Score Kappa Acc Number of Samples

Wake 0.79 0.88 0.83 0.79 0.93 145558

REM 0.67 0.84 0.75 0.70 0.91 113872

N1 0.65 0.51 0.57 0.50 0.87 135409

N2 0.88 0.86 0.87 0.76 0.88 372257

N3 0.89 0.84 0.86 0.84 0.96 101678

avg 0.78 0.79 0.78 0.72 0.91 -

Using all channels from two datasets and using adversarial domain adaptation

(ADA) [28], with the SHHS database as the training set and the P18C database as

the test set, as shown in Figure (3.5) we see an improved performance with all metrics.

The performance on the test set is presented in Figure (3.6). Table (3.4) presents

the performance of each class achieved with this method. One can conclude that

adversarially learning transferable features across subjects boosts the performance of

N1 class significantly.

Figure 3.5: Using all channels of two datasets and adversarial domain adaptation network
(ADA) without attention mechanism “CC BY 4.0”
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Figure 3.6: Confusion Matrix using all channels and ADA, using SHHS database as training
(source) set and P18C database as test (target) set) “CC BY 4.0”

Table 3.4: Per-class performance achieved using all channels and ADA with SHHS database
as training (source) set and P18C database as test (target set)

Sleep Stages Precision Sensitivity F1-Score Kappa Acc Number of Samples

Wake 0.83 0.91 0.87 0.83 0.94 145558

REM 0.75 0.88 0.81 0.77 0.93 113872

N1 0.75 0.55 0.63 0.57 0.89 135409

N2 0.89 0.87 0.88 0.78 0.98 372257

N3 0.80 0.85 0.82 0.79 0.95 101678

avg 0.81 0.81 0.80 0.75 0.92 -

Finally, the performance of multi-stage classification using multi-adversarial neural

network with attention mechanism is reported in Figure (3.7) and per-class perfor-

mance is given in Table (3.5).
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Figure 3.7: Proposed method (SHHS database → P18C database). “CC BY 4.0”

Table 3.5: Per-class performance achieved using all channels and multi-adversarial network
with attention mechanisms

Sleep Stages Precision Sensitivity F1-Score Kappa Acc Number of Samples

Wake 0.87 0.94 0.90 0.88 0.96 145558

REM 0.78 0.90 0.84 0.81 0.95 113872

N1 0.81 0.62 0.70 0.66 0.91 135409

N2 0.91 0.90 0.91 0.83 0.91 372257

N3 0.85 0.89 0.87 0.85 0.96 101678

avg 0.84 0.85 0.84 0.80 0.94 -

In terms of evaluation metrics, which are mostly used in the sleep staging task, the

proposed method outperforms the state-of-art algorithms on the 2018 P18C database.

For instance, Perslev et al. ([71]) obtained 0.77 F1-score under 5-fold cross-validation

on the same dataset. The average accuracy of proposed method is 0.94 on the unseen

(P18C) database, which is significantly higher than other state-of-the-art methods

([10]). Our proposed method significantly beats their results after using adversarial

training with an attention mechanism.

Feature Visualization: Figure (4.3) illustrates the discriminability of learned

features in the deep neural network without/with adversarial training for scoring sleep
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(b) With adversial domain adapatation

Figure 3.8: t-SNE visualization of the last hidden layer representations in the feature ex-
traction network without/with adversarial training. Colored points represent the different
stages, showing how the algorithm discriminate classes. Wake (blue), REM (green), N1
(red), N2 (purple) and N3 (flax). “CC BY 4.0”

stages, using t-distributed Stochastic Neighbor Embedding ([57]). The figure visual-

izes the network activations of the last hidden layer of DNN for each segment from

1000 samples for each class; 500 samples from the SHHS database and 500 samples

from PhysioNet Challenge 2018 database. Figure (4.3(a)) shows the representations

generated by a conventional deep neural network, where classes are less easily dis-

tinguished; there is significant confusion between N1 and wake, and between REM

and N2. However, an adversarial neural network with an attention mechanism learns

features with high transferability and discriminability. (see Figure (4.3(b).) As men-

tioned earlier, this figure shows that the N1 stage may not be like any stage, and it

is considered as a transition stage between other stages (Wake, REM and N2).

Attention Mechanism: To investigate the key channels (sensors) on the scalp,

we show the attention weights across channels for a randomly selected sample from

PhysioNet 2018 Challenge database. Figure 3.9 illustrates this - the hotter the color,

the larger the attention value. It can be seen that the network pays more attention to

features extracted from channel C4 rather than channel C3. Moreover, it seems that

the C4 channel is a more transferable channel across databases and subjects. These

results intuitively show which channel can be used for a wearable devices to capture
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Figure 3.9: Attention visualization of sensors on the brain. “CC BY 4.0”

sleep stages.

3.7 Conclusion

In this work, adversarial training with an attention mechanism was proposed for the

sleep staging task across two large and heterogeneous datasets. In the cross-dataset

classification task, inherent inter-subject variability, hardware acquisition heterogene-

ity, and recording environment differences lead to different probability distributions

between individuals, and hence poor generalization across subjects/dataset. Poten-

tially, individuals with different biomedical demographics and phenotypes would pro-

vide enough diversity in the dataset, in which a conventional network cannot be

robust to such variabilities, although given the need to factor in differences in mon-

tages, electrode placement errors and hardware systems, the dataset would likely

be prohibitively large. The proposed method uses a multi-adversarial network to

attend to relevant channels across datasets and highlight the important part of a seg-

ment of signal, and extract transferable features across the dataset, which achieves

state-of-the-art performance (without prior knowledge) on a large public dataset,

the PhysioNet 2018 Challenge database. The proposed method identified the im-

portant channel (C4), which suggests single-channel sleep staging with acceptable

performance is possible. The method developed in this work can be applied to other
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biomedical signals (e.g. the electrocardiogram (ECG), electromyogram (EMG) and

photoplethysmogram (PPG)), where multiple datasets from different hospitals are

recorded for the same task. The ultimate goal of the research presented here, how-

ever, is to solve real-world automate sleep stage classification problems. Therefore,

in addition to integrating adversarial training with attention mechanism, there are

two main directions we would like to pursue for future work: 1) to apply the method

in the cross-modality scenario, where we combine different modality such as EEG,

ECG, and PPG which are recorded simultaneously in sleep; 2) to extend this method

to leverage a dataset with different labels, i.e., partial domain adaptation, where the

label sets are not equal across the dataset. This is a is much more challenging, but

closer to real-world scenarios.
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Chapter 4

Importance Weighting with

Adversarial Network for

Large-Scale Sleep Staging

4.1 Abstract

To develop a generalized automated sleep staging method based on the gold stan-

dard modality, electroencephalograms (EEGs), requires a large and accurately labeled

training and test set acquired from different individuals with diverse demographics

and medical conditions. However, data in the training set may exhibit changes in the

EEG patterns that are very different from the data in the test set, due to inherent

inter-subject variability, electrode misplacement, and the variability of medication

use/response. Training an algorithm on such data without accounting for this di-

versity can lead to underperformance and a lack of generalizability on novel data.

Previous methods have attempted to address this by developing robust representa-

tions across all individuals in the dataset using deep transfer learning approaches.

However, not all parts of the training data are as relevant as others to the test data.
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Forcing the alignment of these nontransferable data with the transferable data may

lead to a negative impact on the overall performance. This work jointly learns patient-

invariant representations and weights features (spectrogram coefficients) to enhance

the contribution of relevant features in the final model and decrease the impact of

irrelevant features using an unsupervised approach. The proposed method leverages

transferable and discriminable knowledge from the training set to the test set. Us-

ing a large public database of 42,560 hours of EEG, recorded from 5,793 from Sleep

Heart Health Study, we demonstrate that adversarially learning a network with an

importance weighting scheme, significantly boosts performance compared to state-of-

the-art deep learning approaches in the cross-subject scenario. The proposed method

improves, on average, accuracy from 0.81 to 0.94, precision from 0.81 to 0.82, and

sensitivity from 0.74 to 0.85.

4.2 Introduction

Approximately one-third of the US population experiences less than the recommended

amount of sleep, which in turn, is linked to chronic diseases such as depression, obe-

sity type 2 diabetes, and heart disease [2]. Sleep pathologies are increasingly being

recognized as crucial factors in many illnesses, both as effects and causes. In addi-

tion, the increasing availability of low-cost sleep monitoring devices and data storage

continues to accelerate the field, and the volume of data being collected continues to

expand. Since sleep staging and diagnostics is a labor-intensive and expensive process

involving highly trained experts, there is therefore a pressing need for automation,

particularly in low resource regions of the world. The ground truth for sleep staging

remains the multi-lead electroencephalogram (EEG) and the standard rules for sleep

staging are still focused on 30-sec windows of data (or ’epochs’) with manual labeling

by a sleep expert into five stages: Wake (W), Rapid Eye Movement (REM), Non-REM
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1 (N1), Non-REM 2 (N2) and Non-REM 3 (N3) [9]. In addition to the time and cost

involved in manual sleep staging, the significant inter-expert variability remains an

issue [108]. However, the lack of a sizeable public database with heterogeneous popu-

lations has limited the development of verifiable algorithms that generalize well across

the population. Due to the characteristics and complexities of EEG signals, accurate

interpretation of them by human experts requires several years of training. Therefore,

developing an accurate classifier with high generalizability on other datasets remains

challenging. The non-stationary nature of the EEG signal [46] and the consequent

changes in statistical characteristics of the signal with time, results in poor general-

ization for a classifier that is trained on a temporally-limited amount of data from an

individual recorded at a different time, even for the same subject. Moreover, there

exists high inherent inter-subject variability in the characteristics of an EEG due to

physiological differences (e.g. skull shape) between individuals, and because neural

activity does not propagate in a similar manner in different subjects. In particular,

cortical folding, tissue conductivity, and tissue shapes of brains are different between

individuals [29]. Moreover, electrode sensor montages (the points at which the elec-

trodes are attached and the references points) can vary based on the preference of

the clinical team or type of underlying ailment under investigation. In addition, each

manufacturers’ acquisition hardware may filter the EEG differently. Finally, when

electrodes are applied, small differences in the locations on the skull may exist, re-

flecting the EEG technicians’ different skill levels or training, or even attentiveness

on a given day. All these factors lead to significant variabilities in EEG signals, which

lead to different joint distributions, P (X, Y ) between different recordings, where X

and Y are the feature and label space, respectively.

Recently, multiple authors have focused on developing automated sleep scoring

approaches based on applying deep learning (DL) methods [10, 58, 89, 71]. Due to

the spatio-temporal nature of the information in the EEG, most convolutional and re-
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current processing methodologies are quite suitable for EEG analysis. However, these

predictive models do not generalize well to unseen patients due to inter-subject vari-

ability, as explained earlier. The typical solution is to further fine-tune these networks

on new patients, where it is expensive and time-consuming to obtained labeled data

from them, and which further reduces their real-life application in a clinical setting.

Hence, there is strong motivation to establishing effective algorithms to reduce the

labeling consumption by leveraging readily-available labeled data from different, but

related patients. As note, due to inherent inter-subject variability, information from

some training patients may not transfer well to the test set. Here, a new framework is

proposed to quantify the transferability of features in the adversarial network to select

relevant features and weight them based on their transferability and discriminability.

Using the largest public EEG database for sleep staging, 5,793 patients (≈ 42,560

hours) EEGs from Sleep Heart Health Study (SHHS), an adversarially learned net-

work with a importance weighting scheme is used to significantly boost performance

compared to state-of-the-art deep learning approaches in the cross-subject scenario.

4.3 Related Work

As noted, the spatial shift in data can be caused by the variation of sensors’ location

on the brain in different datasets or mismatching of electrodes in one dataset. This

issue can be partly solved by finding an invariant representation across data-sets

[10]. In the literature, it has been shown that Symmetric Positive Definite (SPD)

matrices provide a strong ability to provide useful representations of brain signals

[20, 4]. The covariance matrix is a typical example of an SPD matrix, which has been

employed in several studies [78, 75, 50]. These studies showed that using second-order

statistics of multi-channel signals reduces inter-subject and intra-subject variabilities

between EEG signals. The spatial covariance matrix is particularly good at separating
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useful information about the brain’s functional connectivity structure [4] and creates

a feature space that is comparable across subjects. Moreover, it has been shown that

SPD matrices have excellent robustness to the considerable variability of real-world

environmental conditions such as instrument noise [20].

Other studies [49, 56, 90] tackled this challenge using domain adaptation tech-

niques to increase generalization of a model that is trained on EEG data and tested

on unseen subjects in Brain-Computer Interface (BCI), Motor Imagery (MI), and

emotion recognition tasks. In the literature, it has been shown that domain adap-

tion, which can be considered as a particular case of transfer learning, solved dataset

bias of domain shifts, which is common in biomedical applications. The key technique

of domain adaption is to diminish the discrepancy between these two distributions

using the Maximum Mean Discrepancy (MMD) metric [54]. Previous studies, which

have employed domain adaptation in biomedical time-series data, bridge the training

and test datasets from different individuals by learning subject-invariant representa-

tions or estimating feature importance using labeled training features and unlabeled

test features [56, 49, 44].

Other methods to increase the generalization ability of a model involve transfer

learning - finding subsets of known (labeled) subjects to initialize a classifier for

training on a new subject [109]. Bolagh et al. [12, 11] proposed subject-selection

and subject clustering to select relevant individuals based on the similarity between

the EEG pattern of different individuals. Raza et al. [74] proposed bagging methods

to handle mismatching between training and test distributions. Chai et al. [15]

proposed an adaptive subspace feature matching to match both the marginal and

conditional distributions between EEG data from different sessions/subjects. All

of these studies tried to develop a method for reducing inter-subject variability by

removing the irrelevant subjects in the training set and enabling efficient knowledge

transfer from previous subjects to a new unseen patient.
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Sors et al [86] used a 14-layer convolutional neural network (CNN) which used an

epoch of raw data from channel C4-A1, along with the next and previous two epochs

to achieve an accuracy of 87% on the SHHS dataset. Phan et al [72] trained a CNN

to simultaneously classify one epoch and its neighbors from the short-time Fourier

transform of the C4-A1 EEG channel, ROC-LOC EOG channel and Chin1-Chin2

EMG channel, then used multiplicative voting to aggregate each classification, which

achieved an accuracy 82.3% on the Sleep-EDF database and 83.6% on the MASS

dataset. Biswal et al. [10] used a recurrent convolutional neural network on the

spectrogram of the EEG in each epoch to achieve an accuracy of 77.7% when using

the C4-A1 and C3-A2 channels of the SHHS dataset, 81.9% accuracy using the C4-A1

and C3-A2 of their own private dataset and 87.5% accuracy using the F3-M2, F4-M1,

C3-M2, C4-M1, O1-M2 and O2-M1 channels of their own private dataset. Zhang et al.

[111] fed spectrograms into CNN layers and an LSTM layer to assess the generalization

capability of their model by testing their model on two different datasets. Their model

achieved F1-score of 0.81 and Cohen’s Unweighted kappa of κ = 0.82. These methods

have recently gained attention since they simplify processing pipelines through end-to-

end learning, removing the need for domain-specific knowledge for feature engineering.

This is clearly appealing, but it presents some dangers, and ignoring the nature of the

EEG and how it is acquired, has limited the impact of DL in this domain. Although

DL architectures have been very successful in processing complex data such as images,

text, and audio signals [52, 35], the generalization and interpretation of a DL method

across different patients are still the main challenges for using DL in most clinical

applications. DL architectures are hard to ’trust’ due to their complexity and extreme

non-linearity, which further reduces their real-life application in a clinical setting.

Recently, the use of generative adversarial networks (GANs) [34] to handle tem-

poral and spatial shifts has received more attention [94, 81, 51]. Notably, Ganin et

al. constructed a two-player minimax game (rather like the appriach of GANs), in
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Figure 4.1: The proposed method for generalized sleep staging problem, where Gf is the
feature extractor, Gy is the training classifier, Gd is domain discriminator (involved in
adversarial training) for alignment features from traing and test; G̃d is the auxiliary domain
discriminator (uninvolved in adversarial training) that quantifies the transferability W of
each training feature, and G̃y is the auxiliary label predictor encoding the discriminative
information to the auxiliary domain discriminator G̃d. Best viewed in color. “CC BY 4.0”

which the first player discriminates between training and test sets and the second

player is adversarially trained to deceive the discriminator and extract transferable

features [28]. These networks try to align the representations extracted from all EEG

channels across all subjects. It is evident that some parts of the brain are more in-

volved in a given task (or are more active during a given state), thus all channels are

not equally transferable. Moreover, some parts of the EEG pattern are significantly

dissimilar across subjects. Those patterns might be related to the specific health

history of the patient, which could affect EEG patterns. Therefore, forcing the use of

the irrelevant channels, and their EEG patterns, may have a large impact on overall

performance. An attention mechanism [96] is an effective method to focus on essential

regions of data, with numerous successes in deep learning tasks such as classification,

segmentation, and detection.

4.4 Methods

Ganin et al. inspired the idea of GANs and used the same idea for the domain adap-

tation problem, where adaptation behavior is achieved via adversarial training [28].

The feature extractor, similar to the generator in GANs, tries to perform some trans-
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formation on data from two domains such that the transformed features have the

same distribution. The second network, (a discriminator network), similar to GANs,

should be able to classify the domains as source (i.e. training features) and target

(i.e. test features). This is achieved by training two networks in such a way that the

feature extractor is trying to confuse the domain discriminator via adversarial train-

ing. The key idea of domain-adversarial training is to use a Gradient Reversal Layer

(GRL), placed between feature extractor and domain discriminator. The GRL acts

like an identity function during forwarding propagation and multiplies the gradient

by a certain negative constant during the backpropagation, leading to the opposite of

gradient descent. The adversarial network has three components; a feature extractor

(Gf (·, θf )), a label classifier (Gy(·, θy)), and a domain discriminator (Gd(·, θd)). The

feature extractor is a neural network that learns an invariant representation across

domains by finding a robust transformation. The label classifier is a neural network

that classifies extracted features from the source (labeled) domain. Finally, the do-

main discriminator is a neural network that predicts whether the feature is coming

from the source domain or target domain. The optimization of this framework can

be written as follows:

C(θf , θy, θd) =
1

ntr

∑
xi∈Dtr

Ly(Gy(Gf (xi)), yi)

− λ

n

∑
xi∈Dtr∪Dte

Ld(Gd(Gf (xi)), di) (4.1)

where n = ntr + nte, ntr and nte are number of sample in training (source) and test

(target) sets, respectively, and λ is a hyper-parameter that trades-off the domain dis-

criminator loss Ld with the classification loss Ly corresponding to the training classifier

Gy. As mentioned earlier, these networks try to align the extracted features from all

EEG from the whole population. It is obvious that forcefully aligning the feature from

two dissimilar patients might inject negative information to the network. Therefore,



70

in this work, we develop an algorithm to transfer useful extracted features from the

training set to test set while mitigating from irrelevant features. The proposed method

uses the adversarial network and combines it with a weighting scheme. Weights auto-

matically measure the transferability and discriminability. Let w(xtri ) be the weight

of each training feature xtri , which measures its transferability to test set; thus, fea-

tures with high weights contribute more to the final model, and the impact of features

with lower weight is decreased. The entropy minimization principle encourages the

low-density separation between classes by minimizing the entropy of class-conditional

distribution on the test set, which is useful for refining the classifier adaptation. In

this work, we use this principle to quantify the uncertainty of a test feature’s pre-

dicted label. Let ŷ = Gy(Gf (x
te
j )) ∈ <C , the entropy loss to quantify the uncertainty

of a test features’s predicted label is H(Gy(Gf (x
te
j ))) = −

∑C
c=1 ŷ

te
j,c log ŷtej,c.

By Re-weighting training features in the loss of the discriminator Gd, and the

training classifier Gy, and using the entropy minimization principle, the optimization

of this framework can be written as follows:

EGy =
1

ntr

ntr∑
i=1

w(xtri )L(Gy(Gf (x
tr
i ), ytri ))

+
γ

nte

nte∑
n=1

H(Gy(Gf (x
te
j ))) (4.2)

EGd = − 1

ntr

ntr∑
i=1

w(xtri ) log(Gd(Gf (x
tr
i )))

+
1

nte

nte∑
n=1

log(1−Gd(Gf (x
te
j ))) (4.3)

Where γ is a hyper-parameter to trade-off the labeled training and unlabeled test

features. The transferability weighting framework can be trained end-to-end by a
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minimax optimization procedure as follows:

(θ̂f , θ̂y) = arg min
θf ,θy

EGy − EGd

(θ̂d) = arg max
θd

EGd (4.4)

An auxiliary discriminator G̃d is used to measure feature’s transferability. This

discriminator is not involved in adversarial training, i.e., the features Gf are not

learned to confuse G̃d. The output of the auxiliary discriminator G̃d is a probability,

where having lower probability means the training features are similar to the test

set. Besides, the labeled information from the training set is injected into the auxil-

iary discriminator G̃d, to enhance the discriminability. Therefore, the output of the

auxiliary discriminator can be written as follows:

G̃d(Gf (xi)) =
5∑
c=1

G̃c
y(Gf (xi)) (4.5)

Where G̃c
y(Gf (xi)) can be interpreted as the probability of each feature xi belonging

to class c. Therefore, the weight for measuring the transferability and discriminability

is defined as:

w(xtri ) = 1− G̃d(Gf (x
tr
i )) (4.6)

The auxiliary label predictor G̃y is trained with the leaky-softmax by a multitask loss

over 5 one-vs-rest binary classification tasks for the 5-stage sleep staging problem:

EG̃y =− λ

ntr

ntr∑
i=1

5∑
c=1

[ytri,c log(G̃c
y(Gf (x

tr
i )))

+ (1− ytri,c) log(1− G̃c
y(Gf (x

tr
i )))] (4.7)

where ytri,c denotes whether class c is the ground-truth label for training feature xsi ,

and λ is a hyper-parameter. Therefore, training of the auxiliary discriminator is done
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as:

EG̃d =− 1

ntr

ntr∑
i=1

log(G̃d(Gf (x
tr
i )))

− 1

nte

nte∑
i=1

log(G̃d(Gf (x
te
i ))) (4.8)

Weights in each mini-batch of batch size B are normalized as w(x)← w(x)
1
B

∑B
i=1 w(xi)

to

make data from patients comparable. Thus, the overall optimization can be written

as follow:

(θ̂f , θ̂y) = arg min
θf ,θy

EGy − EGd

(θ̂d) = arg min
θd

EGd

(θ̂ỹ) = arg min
θỹ

EGỹ − EG̃d (4.9)

4.5 Experiments

4.5.1 Data

Sleep Heart Health Study: The SHHS database consists of two rounds of polysomno-

graphic recordings (SHHS-1 and SHHS-2) sampled at 125 Hz in a sleep center environ-

ment. The data used in the study are de-identified, and therefore an ethics/institutional

review board waiver was provided for this research. Following [23], we use only the

first round (SHHS-1) containing polysomnographic records from participants included

52.9% women and 47.1% men, over two channels (C4-A1 and C3-A2). Recordings

were manually classified into one of six classes (W, REM, N1, N2, N3, and N4). As

suggested in [8], we merge N3 and N4 stages into a single N3 stage. Table (4.1) shows

number of sleep stages per class.
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Table 4.1: Number of subjects and epochs per class for each dataset

Dataset # Subjects # Wake # N1 # N2 # N3 # REM
SHHS 5,792 1,690,997 217,535 2,397,062 739,230 817,330
train 4,054 1,183,252 152,744 1,678,666 515,730 5,725,780
test 1,738 507,745 64,791 718,396 223,500 244,752

4.5.2 Preprocessing

Before presenting the signal to the network, preprocessing is performed to reduce the

negative effects of signal artifacts. Two filters were applied to the EEG channels:

a notch filter to remove 60 Hz power line interference, and a band-pass filter to

allow a frequency range of 0.5-180 Hz through. Normalization of EEG amplitude

is then carried out as the last step to minimize the difference in EEG amplitudes

using min-max normalization across different subjects. After the preprocessing steps,

spectrograms are generated for each EEG channel to transform data to the time-

frequency domain. Each 30-second epoch is transformed into log-power spectra via

a short-time Fourier transform (STFT) with a window size of two seconds and a 50

% overlap, followed by logarithmic scaling. A Hamming window and 256-point Fast

Fourier Transform (FFT) are used on each epoch. This results in an image S ∈ RF×T

where F = 129 (the number of frequency bins), and T = 29 (the number of spectral

columns).

4.5.3 Network Implementation

For extracting features for the adversarial neural network, we use the same architec-

ture of Biswal et al. [10]. It includes a 3-layer of 1-D CNN (kernel size = 3), which

was applied to each EEG channel, followed by batch normalization (BatchNorm),

rectified linear (ReLU) units, and max pooling units, we called it as SpectNet here.

A cross-entropy loss function is used as a discriminator Ld and classification Ly. We

apply back-propagation to train the classifier layer and all domain discriminators.

Mini-batch stochastic gradient descent (SGD) is employed with the momentum of



74

0.95 using the learning rate and progressive training strategies as in [28] to learn the

weights of a deep neural network and hyper-parameter are optimized with importance

weighted cross-validation [87]. To address the class imbalance, we balance each batch

for positive and negative examples, which leads to oversampling the positive class.

The proposed methods were implemented with PyTorch 1.0 and Python3.6.

4.5.4 Results

The training data were randomly selected from 4054 patients (≈ 70% of the total pop-

ulation) of the SHHS. Classification results are based on the test set (≈ 30% of the

total population = 1738 patients), which not included in the training set shown in Ta-

ble (4.2). We also compare previous methods for sleep staging on this dataset. The

proposed method outperforms all other methods with respect to average accuracy,

sensitivity and F1-score, and Kappa, showing that SSA performs well with different

base networks for sleep staging tasks. To evaluate the proposed approach performance

and see how adversarial domain adaption network helps to develop a model with high

generalizability, we initially conduct simple experiments. Similar to the literature on

sleep stage assessment, to evaluate model performance, accuracy, specificity, sensitiv-

ity, and F1-score per class are reported. The other primary metric that we have used

for performance evaluation of our proposed method is Cohen’s Kappa coefficient (κ).

This metric measures the agreement between the labels obtained by the algorithm

and the ground truth annotations.

Figures (4.3) show the t-SNE embedded of the features learned by CNN, the

proposed method methods on the SHHS dataset. It shows that features determined

by the proposed practice can better discriminate test features compared to previous

methods, specifically reduce the confusion between the N1 stage with other stages.
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Figure 4.2: Confusion Matrix for test set, which includes 1738 patients from SHHS dataset.
The model is trainined on training set, EEGs from 4054 patients. Note: training and test
set do not overlap in patients; i.e. cross-subject scenario. “CC BY 4.0”

Table 4.2: Wide single-column table in a twocolumn document.
Sleep Stages Precision Sensitivity F1-Score Kappa Imbalanced Acc Number of Epochs
Wake 0.96 0.93 0.95 0.92 0.97 507745
REM 0.86 0.91 0.88 0.86 0.96 244752
N1 0.45 0.66 0.53 0.52 0.95 64791
N2 0.95 0.91 0.93 0.88 0.94 718396
N3 0.91 0.90 0.90 0.89 0.97 223500
avg 0.82 0.86 0.84 0.82 0.96 -

Table (4.3) summarizes the average results and compares them to the state-of-

the-art. The methods proposed previously by Biswal et al. [10], Zhange et al. [111],

and Sors et al. [86] which evaluated their method on the SHHS dataset imply that

the knowledge from irrelevant features from patients lead to a negative impact on the

overall performance on the test set. The proposed method down-weights dissimilar

features to enhances the generalizability. Moreover, the proposed method pays more

attention to relevant features to test set by assigning suitable weights. Injecting label

information into the discriminator improves the discriminability of the model.
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Figure 4.3: t-SNE visualization of the last hidden layer representations in the feature ex-
traction network without/with adversarial training. Colored points represent the different
stages, showing how the algorithm discriminate classes. Wake (blue), REM (green), N1
(red), N2 (purple) and N3 (flax). “CC BY 4.0”

Based on this experiment, the proposed method boosts the performance by 5% on

average. It shows that using adversarial network with importance weighting frame-

work boosts the N1 class performance. The N1 stage is often confused for wake

and N2, and it is considered a transition period from being awake to falling asleep.

Colten et al. [3] defined the N1 stage as ”active sleep”, which means N1 may also
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occur between other stages of sleep, such as between N3 and REM. Therefore, it is

often confused with many other stages, as we can see in confusion matrices in Figure

(4.2).

Table 4.3: Performance of class imbalanced model compared to other studies

Method # patients precision-Wake precision-N1 precision-N2 precision-N3 precision-REM Overall precision Kappa

[10] 10000 84.5% 56.2% 88.4% 85.4% 92% 81.3% 0.79

[86] 5793 91% 35% 89% 85% 86% 77.2% 0.81

[111] 5793 92% 37% 91% 77% 88% 77% 0.82

Proposed method 5792 97% 45% 95% 91% 86% 82% 0.82

4.6 Conclusion

In this work, adversarial training with a weighting scheme was proposed for the

sleep staging task across a heterogeneous dataset, which includes EEGs from 5792

patients. Inherent inter-subject variability, electrode misplacement, and heterogene-

ity in the medical history of patients in a large dataset may lead to an algorithm

having poor generalization across subjects/dataset. Potentially, individuals with dif-

ferent biomedical demographics and phenotypes would provide enough diversity in

the dataset. However, a conventional network cannot be robust to such variabilities,

given the need to factor in differences in montages, electrode placement errors, the

dataset would likely be prohibitively large. The proposed method uses an adversarial

network with an importance weighting framework to assign a weight for each sample

based on its transferability and discriminability. Features from patients with higher

weight contribute more to the final model, and irrelevant features are down-weighted

to mitigate their negative impact. The proposed method achieves state-of-the-art

performance (without prior knowledge) on 30% (≈ 1738 patient) of the total pa-

tients. The method developed in this work can be applied to other biomedical signals

(e.g. the electrocardiogram, electromyogram EMG and photoplethysmogram (PPG),

where multiple datasets from different hospitals are recorded for the same task. The
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ultimate goal of the research presented here, however, is to solve real-world automate

sleep stage classification problems.
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Chapter 5

Cross-Subject Seizure Detection

using Generating Transferable

Adversarial Features

5.1 Abstract

Epilepsy is a second common neurological disorder, where neurons produce abnormal

signals and cause seizures, affecting 65 million people around the world. Current ap-

proaches to developing a generalized automated seizure detection rely on constructing

a large labeled training and test corpora by leveraging electroencephalograms (EEGs)

from different individuals. However, due to inherent inter-subject variability, het-

erogeneity of acquisition hardware, different montage choices, and various recording

environments, the EEG pattern may have a different distribution. Therefore, training

an algorithm on such data without accounting for this diversity can lead to underper-

formance. Learning a robust representation across the population can be diminished

these variabilities. However, these types of methods extract common knowledge from

all individuals and suppressing the specific information from each patient, which may
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potentially deteriorate the model’s adaptability. To this end, this work proposes a

novel method to generates transferable features to fill in the gap between features

from the training and test sets and adversarially trains the deep classifiers to make

consistent predictions over the transferable features. Experiments on an EEG seizure

databases show that the proposed method increases the accuracy over state-of-the-art

from 86.83% to 91.71% and specificity from 87.38% to 94.73% while reducing the false

positive rate/hour from 0.8/hour to 0.58/hour.

5.2 Introduction

Epilepsy is a second common neurological disorder, where neurons produce abnormal

signals and cause seizures, affecting 65 million people around the world. An accurate

and timely diagnosis for epileptic seizure plays a crucial role to improve the quality

of life of epileptic patients. The ground truth for seizure detection remains the multi-

lead electroencephalogram (EEG) and manual labeling by an expert, which is costly

and time-consuming. In addition to the time and cost involved in manual identifying

the onset and end point of each seizure, the significant inter-expert variability remains

an issue ([108]). However, the lack of a sizeable public database with heterogeneous

populations has limited the development of verifiable algorithms that generalize well

across the population. Over the last decade, various methods for seizure detection

from EEG signals have been proposed [92, 112, 11]. Traditionally, seizure detection

algorithms were deigned patient-specific; training and test data belong to a same

subject. Though, patient-specific models can achieve high accuracy, they may have

poor performance on the unseen patient or even unseen session data from the same

subject. Those methods rely on extracting hand-crafted features from EEG signals,

and feeding them to tradition machine learning algorithms, such as support the vector

machine (SVM). Recent studies have been developed deep learning (DL) methods to
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reduce the cost of hand-engineered techniques and enhance the generalization of a

model across patients. Developing a model with high generalizability is a challeng-

ing task due to the characteristics and complexities of EEG signals. EEG signals

have non-stationary nature, which lead to the changes in statistical characteristics of

the signal with time. Therefore, a classifier that is trained on a temporally-limited

amount of data from an individual may poorly generalize on EEG data recorded at

a different time on the same subject. Another issue with the low generalizability

issue in EEG data is related to high inherent inter-subject variability in the way an

EEG manifests, which limits the usefulness of EEG applications. This phenomenon

arises due to physiological differences (e.g. skull shape) between individuals, and

neural activity does not propagate in a similar manner in different subjects. In par-

ticular, cortical folding, tissue conductivity, and tissue shapes of brains are different

across people ([29]). Moreover, electrode sensor montages (the points at which the

electrodes are attached and the references points) may differ and different manufac-

turers’ acquisition hardware may filter the EEG differently. Finally, when electrodes

are applied, small differences in the locations on the skull may exist, reflecting the

EEG technicians’ variety of training or even attentiveness on a given day. All these

factors lead to significant variabilities in EEG signals, and reduce the usefulness of

traditional method in real-life scenario. The primary assumption in machine learning

techniques is that training and test data should be drawn from the same distribu-

tion, an assumption that does not necessarily hold in large biomedical datasets. In

terms of probability theory, one can conclude that these varibilities lead to different

joint distribution, P (X, Y ) between different recording, where X and Y are feature

and label space, respectively. Thus, the transferability of the trained model for an

application on unseen subjects is degraded due to having different varibilities.

It has been shown that Symmetric Positive Definite (SPD) matrices provide a

strong ability to representations the brain signals ([20, 4]). The covariance matrix
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is a typical example of SPD matrices, which has been employed in several studies

([78, 75, 50]). These studies showed that using second-order statistics of multi-channel

signals reduce inter-subject and intra-subject variabilities between EEG signals. The

spatial covariance matrix can well separate useful information about brain functional

connectivity structure ([4]) and create a feature space that is comparable across sub-

jects. Moreover, it has been shown that SPD matrices have excellent robustness to

the considerable variability of real-world environmental conditions such as instrument

noise ([20]).

Other methods to increase the generalization ability of a model involve transfer

learning - finding subsets of past subjects to initialize a classifier for training on a

new subject ([109]). Bolagh et al. ([12, 11]) proposed subject-selection and subject

clustering to select relevant individuals based on the similarity between the EEG

pattern of different individuals. Raza et al. ([74]) proposed bagging methods to handle

mismatching between training and test distributions. Chai et al. ([15]) proposed

an adaptive subspace feature matching (ASFM) to match both the marginal and

conditional distributions between EEG data from different sessions/subjects. All

of these studies tried to develop a method for reducing inter-subject variability by

removing the irrelevant subjects in the training set and enabling efficient knowledge

transfer from previous subjects to a new unseen patient.

In the literature, this issue can be partly solved by finding an invariant representa-

tion across subjects [92, 24, 42]. DL methods have gained attention these days since

they simplify processing pipelines through end-to-end learning, removing the need

for domain-specific knowledge for feature engineering. Due to the nature of EEGs,

which consist of spatial and temporal information, most convolutional and recurrent

processing methodologies are suitable for EEG processing. Besides, their capabil-

ity to extract robust representations across the population makes them a promising

candidate for seizure detection tasks. Besides, the use of generative adversarial net-
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works (GANs) ([34]) to handle inter-subject varibility between training and test sets

has received more attention [93, 107, 69, 101] has been gained increasing attention.

These methods use adversarial networks for data augmentation purpose, i.e. generate

the synthetic features to increase samples’ diversity and leverage synthetic and read

features to improve the seizure prediction accuracy. Similar to GANs, a two-player

minimax game is constructed, in which the first player discriminator between training

and test sets and the second player is adversarially trained to deceive the discrimina-

tor and extract transferable features ([28]). In these networks, the feature extractor

learns patient-invariant feature representations in such way the distance between EEG

distributions of training and test is minimized, while the classifier is simultaneously

trained on the training set to minimize the training error. However, these types of

methods extract common knowledge from all individuals and suppressing the specific

information from each patient and distorting the original feature distributions, which

may potentially deteriorate the model’s adaptability.

This work address this problem and develop a generalized model an adversarial

neural network generates transferable features as adversaries to both the classifier and

the discriminator between training and test sets. The proposed method fill the gap

between EEG patterns from individuals by generating transferable features without

performing the adversarial feature adaptation to learn domain-invariant representa-

tions. Experimental results on public seizure detection dataset, CHB-MIT [32], sig-

nificantly boosts performance compared to state-of-the-art deep learning approaches

in the cross-subject scenario.

5.3 Method

In this paper, we focus on the seizure detection across the population, where the de-

veloped model generalize well on unseen patients. The goal is to develop a classifier
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(network) on a training dataset (labeled domain Dtr), which generalizes well on the

test dataset from other subjects (unlabeled domain Dte) which is not presented in

the training. As mentioned, existing adversarial network methods diminish patient-

specific variations by learning patient-invariant representations. In adversarial net-

work, the feature extractor and the domain discriminator are defined as f = F (x),

d = D(f), where D and F form a two-player minimax game. The first player, D,

discriminator between training and test sets and the second player, F , is adversarially

trained to deceive the discriminator and extract transferable features.

ld(θD, f) =− 1

ntr

ntr∑
i=1

log[D(f
(i)
tr )]

− 1

nte

nte∑
i=1

log[D(f
(i)
te )] (5.1)

By minimizing the cross-entropy loss over training features, the deep classifier is

also trained.

lc(θC , f) =
1

ntr

ntr∑
i=1

lce[C(f
(i)
tr ,y

(i)
tr )] (5.2)

To diminish the mismatching of distribution between training and test sets, the

transferable features is generated. To generate the transferable features, the gradients

of the loss functions ld and lc w.r.t. each features ({ftr, fte}) are computed. To fill

the gap between training and test distributions and push the decision boundary away

from real features, the transferable example should confuse the discriminator, D,

and the classifier C. Therefore, the transferable features are generated adversarially

through a joint loss of ld and lc:



85

(a)

(b)

Figure 5.1: An overview of our approach (a) Showing the idea: fill the gap between training
and test set by generating synthetic EEG dataset (b) In the left side, it shows that a model
trained only on the training samples is not adaptive to the test samples due to mismatching
between distributions and in the right side, using adversarial network, transferable instance
is generated between training and test sets and the decision boundary is adapted to both
training and test sets through training with transferable examples. “CC BY 4.0”
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ftek+1 ← ftek + β∇f
tek
ld(θD, ftek)

− γ∇f
tek
l2(ftek , fte0) (5.3)

ftrk+1 ← ftrk + β∇f
trk
ld(θD, ftrk)

− γ∇f
trk
l2(ftrk , ftr0)

+ β∇f
trk
lc(θC , ftrk) (5.4)

Where K is the number of iterations for generating each transferable feature, and

k = 0, · · · , K − 1 is the current iteration. In this work, K = 10 is a sufficient number

of iterations. l2-distance between the generated features and the original features are

controlled to avoid divergence of the generated features.

It is shown that adversarial training enhances local smoothness of the output

distributions [61]. Therefore, training classifier with the generated features improves

the robustness of the classifier against distribution mismatching, since it should make

accurate predictions for the transferable features ftr in the training set. Moreover,

the classifier must make consistent predictions for the transferable features fte and

their original counterparts fte in the test set. Thus, the loss function for adversarial

training of the classifier C can be formulated as follows:

lc,adv(θC , f∗) =
1

ntr

ntr∑
i=1

lce(C(f
(i)
tr∗),y

(i)
tr∗)

+
1

nte

nte∑
i=1

|C((f
(i)
te∗))− ((f

(i)
te∗))| (5.5)
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To avoid from divergence of the generated features, the domain discriminator is

also trained with generated transferable features. Besides, training the classifier and

domain discriminator with the generated features can bridge the discrepancy between

training and test sets. Therefore, the adversarially training the domain discriminator

is done using the following loss:

ld,adv(θD, f∗) =− 1

ntr

ntr∑
i=1

log[D(f
(i)
tr∗)]

− 1

nte

nte∑
i=1

log[D(f
(i)
te∗)] (5.6)

By jointly minimizing the error in (5.1) , (5.6) with respect to domain discrimina-

tor, D and error () and (5.5) with respect to C, the transferable features are generated.

The optimization problem for the the proposed method can be formulated as:

min
θD,θC

ld(θD, f) + lc(θC , f)

ld,adv(θD, f∗) + lc,adv(θC , f∗) (5.7)

The proposed method generates transferable features and adversillay train adapt-

ing deep classifiers, as shown in Fig (4.1). The proposed method runs over the features

f and propagates only through the deep classifier C.
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Figure 5.2: The feature extractor F yields representations ftr and fte of the training and
test data, which are fixed in the training process to guarantee adaptability. The dashed
lines indicate the adversarial generation of transferable examples ftr and fte through maxi-
mizing the errors of the category classifier C and domain discriminator D. We adversarially
train the classifiers with transferable examples: C to minimize the source error and D to
distinguish training from test. “CC BY 4.0”

5.4 Experiments

5.4.1 Dataset

For evaulation of the proposed method, EEGs from the Children’s Hospital of Boston-

Massachusetts Institute of Technology dataset (CHB-MIT) [83], which is a large pub-

licly available data set from the PhysioNet database [32], is used. The database

contains 686 sclap EEGs sampled at 256 Hz at 16-bit resolution and stored in EDF

file. The database includes EEGs from 23 patients (5 males, 17 females), aged between

1.5 and 22, over 23 channels (the bipolar montage) [83], where 18 channels {FP1 −

F7, F7−T7, T7−P7, P7−O1, FP1−F3, F3−C3, C3−P3, P3−O1, FP2−F4, F4−

C4, C4−P4, P4−O2, FP2−F8, F8− T8, T8−P8, P8−O2, FZ −CZ,CZ −PZ}

are common among patinets. The length of most of recording are one hour, how-
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ever recordings for case 10 are two hours long and those belonging to cases 4, 6,

7, 9, and 23 are four hours long. Seizures onset and offset are defined in second in

recordings which contain seizures. From the 686 records, 198 records contain seizures.

After preprocessing EEG signals with filtering signals with a band-pass filter (0.5-180

Hz), normalizing EEG amplitudes using min-max normalization across subjects, each

recording was divided into four second epochs (1024 time samples). Therefore the

dimension of data after preprocessing part is (18× 1024) and each segment is classi-

fied as either dominantly seizure or non-seizure (using expert labels). Similar to [73],

spectrograms are generated for each EEG channel to transform data to the time-

frequency domain. Each 4-second epoch is transformed into log-power spectra via

a short-time Fourier transform (STFT) with a window size of two seconds and a 50

% overlap, followed by logarithmic scaling. A Hamming window and 256-point Fast

Fourier Transform (FFT) are used on each epoch. To extract original feature repre-

sentations, a CNN network similar to [92], which contains three convolutional layers

with BatchNorm, is used. Adam optimization with initail learning rate η = 10−4 is

used for training the network. The learning rate changes by ηp = η0
η0(1+wp)φ

, w = 10,

φ = 0.80, and p is the progress ranging from 0 to 1.

Table (5.1) provides the per-patient (LOSO-CV) results, which shows that the

proposed method exceeds the performance in cross-subject scenario. It shows that

augmenting transferable features fill the gap between the training and test distribu-

tions, where mitigate the imbalance issue in the datasets.

Table (5.2) summarizes the average results and compares them to the state-of-the-

art, where Chen et al. [18] and Thodoroff et al. used [92] the wavelet transformation

and deep learning (CNN followd by RNN), respectively. It shows an increase over

previous works in accuracy and specificity by 4-5% in terms of sensitivity. It should

note that subject-specific works are not included in this comparison, since when the

main focus of this work is developing a generalized model across the population. We
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also note that we improve the false positive rate from 1.7/hour to 0.58/hour over

Shoeb’s original work [83]. To the best of our knowledge, the method described in

this article is the first work to propose filling the gap between individuals using gener-

ating transferable adversarial samples for cross-subject seizure detection. Adversarial

training has some advantages which helps us to create a generalized model: training

a network with generated transferable features can be seen as a regularizing the net-

work to avoid over-fitting. Besides, Sinha et al. (2018) proved robustness guarantees

with adversarial training.
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Figure 5.3: Classification Performance with/without Adversarial Training (a) Sensitivity
(b) Specificity; where the blue bars shows the classification performance using feeding spec-
togram to CNN network followed by softmax layer, and green bars shows the classification
performance with the proposed method shown in Fig (5.2). “CC BY 4.0”
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Table 5.1: Performance on the CHB-MIT dataset

Subject ID Accuracy (%) Sensitivity (%) False Positive rate (seizures/h) Latency (sec)

1 95.33 100.00 0.17 4.70

2 86.47 100.00 0.23 7.13

3 96.50 100.00 0.10 2.11

4 94.41 96.15 0.12 6.82

5 96.25 100.00 0.18 4.12

6 83.79 62.31 1.12 2.64

7 88.56 100.00 1.07 5.17

8 90.89 100.00 0.30 3.42

9 98.41 100.00 0.86 7.88

10 94.80 100.00 0.92 2.34

11 96.39 100.00 0.24 2.29

12 86.13 67.92 1.91 5.12

13 92.62 78.19 2.58 7.88

14 86.73 65.23 0.35 3.39

15 89.13 79.81 0.10 5.69

16 87.40 73.39 1.37 2.93

17 93.84 100.00 0.62 5.87

18 87.40 100.00 0.36 4.42

19 93.84 100.00 0.12 9.78

20 95.76 100.00 0.22 2.37

21 95.62 100.00 0.13 2.59

22 89.28 100.00 0.19 11.82

23 94.76 100.00 0.06 1.04

mean±(std) 91.71 86.09±(17.98) 0.58±(0.66) 4.85±(2.71)

Table 5.2: Performance comparison of works on the CHB-MIT database

Method Accuracy (%) Sensitivity (%) Specificity (%) FPR Latency(sec)

Chen et al [18] 86.83% 85.29% 87.38% − −

Thodoroff et al [92] 84.18% 85.16% 83.21% 0.88 −

Bolagh et al [11] 89.84% 85.77% 89.64% 0.77 5.24

Proposed method 91.71% 91.09% 94.73% 0.58 4.45
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5.5 Conclusion

In this work, adversarial training with generated transferable features and original

features was proposed for the cross-subject seizure detection task across a heteroge-

neous dataset, which includes EEGs from 23 patients. Inherent inter-subject variabil-

ity, electrode misplacement, and heterogeneity in the medical history of patients in

the population may lead to an algorithm having poor generalization across subjects.

Potentially, individuals with different biomedical demographics and phenotypes would

provide enough diversity in the dataset. However, a conventional network cannot be

robust to such variabilities, given the need to factor in differences in montages, elec-

trode placement errors, the dataset would likely be prohibitively large. The proposed

method uses an adversarial network with a framework for generating transferable

features to adapting deep classifiers. By deceiving both classifier and domain dis-

criminator, the proposed method generates transferable features which fill the gap

between subjects’ joint distributions. The proposed method achieves state-of-the-art

performance (without prior knowledge) on CHB-MIT dataset. The method developed

in this work can be applied to other biomedical signals (e.g. the electrocardiogram,

electromyogram EMG and photoplethysmogram (PPG), where multiple datasets from

different hospitals are recorded for the different biomedical task; i.g, sleep staging us-

ing EEGs.
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Chapter 6

Conclusion

6.1 Summary and contributions

The work presented in this thesis addressed the issue of fusing multichannel and mul-

timodal physiological data for the classification and prediction of critical events in

brain health. Theoretically, this thesis focuses on methods to improve the robustness

of machine learning approaches to deal simultaneously with intra- and inter-subject

variation in data due to differences in patient brain morphology and clinical recording

practices. In particular, the work in tihs thesis focuses on multi-lead EEG signals,

which are considered the most useful signals for recognizing neural brain pathology.

Developing automated EEG analysis algorithms with high generalizability to other

patients is a challenge due to the nature of EEG signals and different variations across

datasets and populations. The main issue is high inherent inter-subject variability

in the way EEG manifests at surface electrodes. This variability arises due to phys-

iological differences (e.g. skull shape and brain morphology) between individuals.

The fact that neural activity propagation is specific to individuals is because cortical

folding, tissue conductivity, and tissue shapes of brains differ [53, 82]. Addition-

ally, when electrodes are applied, small differences in the locations on the skull are
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inevitable, even when the same individual places the same electrodes on the same

subject [109, 105, 39]. Differences in hardware (or software) filter choices, and prop-

erties or quality of electrodes, introduce further differences. Finally, electrode sensor

montages (standardized points at which the electrodes are attached, and the refer-

ence locations) often deliberately differ between studies. this can be because of the

hardware used (with an under-complete set of channels), because of different training

practices, or because of experiential preferences. All these factors lead to significant

variability in EEG signals for individuals over time, between individuals, and between

databases.

The aim of this work was to develop generalizable machine learning methods for

electrophysiology. Chapters 2 proposed a technique for measuring the boosting effect

of machine learning and deep learning methods in a non-Euclidean space, specifically

a Riemannian manifold, to mitigate the effects of intra- and inter-subject variability

in seizure detection and sleep staging. Given the abundance of labeled data from

other subjects, it is tempting to use them for training a generalized classifier. Never-

theless, not all such training subjects may improve the performance on a given test

subject because of inherent inter-subject variability [12]. We hypothesized that by

sub-grouping patients, the diversity of the EEG data is diminished, and the trained

model’s transferability is increased. In the cross-subject classification task, inter-

subject variability leads to different probability distributions between individuals,

and consequently poor generalization across subjects. Potentially, individuals with

different biological phenotypes would provide enough diversity in the dataset, but

achieving this would require vastly more high-quality labelled data than is currently

available to a single researcher, and a single network cannot therefore be robust to

such variabilities. By sub-grouping the population, we attempted to diminish the

diversity in EEG signals and create homogeneous cohorts in the dataset. Therefore,

a clustering technique on the feature space, robust to intra- and inter-subject vari-
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ability, was proposed to find groups of similar individuals. Evaluation of the proposed

method on the 2018 PhysioNet Challenge data [32, 30], for five-class sleep staging,

demonstrates that population sub-grouping significantly improved the results com-

pared to no sub-grouping. Results on the CHB-MIT database [32, 83], for seizure

detection, also confirmed that population sub-grouping significantly improved the

results compared to the same classification approach with no sub-grouping.

Recently, it has been shown that adversarial networks have a high capability to

extract robust representation from large images database. Chapter 3 investigates the

use of adversarial networks for the largest sleep staging databases. Then, an adversar-

ial network with two attention mechanisms was developed to replicate the manner in

which clinicians perform sleep staging. The first attention mechanism attends more

to channels that are important across datasets and individuals. The second attention

mechanism pays more attention to segments of data that are more transferable across

the population. Using two large public EEG databases, the SHHS and the PhysioNet

2018 Challenge [32, 30], comprising over 50,000 hours of multichanel data from over

7,700 individuals, we demonstrate that adversarially learning a network with atten-

tion mechanisms significantly boosts performance compared to state-of-the-art deep

learning approaches on the cross-dataset scenario.

Chapter 4 describes the development of a method for using an adversarial network

with an importance weighting framework to assign a weight for each feature based

on its transferability and discriminability. Features from patients with higher weight

contribute more to the final model, and irrelevant features are down-weighted to

mitigate their negative impact. Again, using the SHHS data, we demonstrate that

adversarially learning a network with an importance weighting scheme significantly

boosts performance compared to state-of-the-art deep learning approaches in the

cross-subject scenario for the five-class sleep staging task.

Finally, chapter 5 presents a novel method for seizure classification, which gener-
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ates transferable features to fill in the gap between features from the training and test

sets and adversarially trains the deep classifiers to make consistent predictions over

the transferable features. Experiments on an EEG seizure database, the CHB-MIT

database [32], show that the proposed method increases the accuracy over state-of-

the-art from 86.83% to 91.71% and specificity from 87.38% to 94.73% while reducing

the false positive rate from 0.8/hour to 0.58/hour for the seizure detection task.

6.2 Limitations

The work presented in this thesis has some limitations. The methods presented in

Chapters 2 to 5 were developed and tested offline. The methods were not tested online

at the point of care because this work focused on developing generalizable machine

learning approach, which tackles different variabilities in a large dataset.

The functionalities presented in this work are based on high-quality input data,

i.e., high signal to noise ratio (SNR). However, EEGs are sometimes contaminated

with different types of noises; therefore, different denoising methods need to be eval-

uated in the context of the proposed algorithms.

Moreover, noisy labeling, which may cause by intra- and inter-expert variability,

is not considered in this work. However, this issue is common in biomedical data and

may lead to the underperformance of automatic models.

The use of deep networks that are complex and require large quantities and vari-

eties of labeled data/individuals and time for training. Therefore, they may not be

useful for mobile applications at this moment in time. Although computational cost

was considered as a factor in the development, for resources are not infinite, it will

be necessary to transfer the algorithms to a portable devices to assess the real con-

tribution to sleep staging and seizure-detection tasks in real-life applications beyond

the high intensity clinical environment.
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Finally, it should be noted that in this thesis, the proposed methods were evaluated

only on EEGs and for two tasks; sleep staging and seizure detection. Although

the applicability of the methods beyond these domains is likely (e.g. to cardiac

arrhythmia classification from multilead electrocardiograms, for example), this has

yet to be demonstrated.

6.3 Future work

This work helps support the development of generalizable approaches to enable adap-

tation of population-trained machine learning models to patient-specific or situation-

specific models and may play a pivotal role in catalyzing precision health through

personalized machine learning models that account for the topography of the individ-

ual’s brain, and the way electrodes are placed. Individual brain activity can then be

rapidly diagnosed using low-cost wearables. The techniques could generalize beyond

EEG to other multi-lead modalities such as the electrocardiogram, electromyogram,

and ultrasound arrays, for example. They could apply to areas such as fetal moni-

toring, cardiac arrhythmia diagnostics, and blood flow imaging. Therefore, as future

work, we will extend our methods on different modalities and tasks to evaluate how

they generalize them across tasks and modalities, beginning with electrocardiograms.

Moreover, it has been shown that using graphical analysis to capture the structural

and functional connectives would be useful for predicting outcomes of antidepressant

treatment. Using graphical analysis allows us to capture the non-Euclidean informa-

tion in the EEGs and spectral information, important nodes (channels), and causality

between different regions of the brain simultaneously. One of our future works will

focus on developing a method for capturing temporal-spectral-spatial-causality infor-

mation in a unified framework within, and between modalities.

Additionally, we will extend our methods on the multi-task learning scenario of
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classifying classify sleep, sedation, and pathologies (e.g., seizures) simultaneously.

It is known that deep networks trained on large-scale data can learn transferable

features to promote learning multiple tasks. Since deep features eventually transition

from general to specific along with deep networks, a fundamental problem of multi-

task learning is how to exploit the task relatedness underlying parameter tensors and

improve feature transferability in the multiple task-specific layers. One approach is to

discover the task relationships and jointly learn transferable features and multilinear

relationships of tasks and features using deep networks and adversarial networks.

As future work, we will develop methods to learn transferable and discriminative

representations in multi-task learning scenarios of classifying classify sleep, sedation,

and pathologies (e.g., seizures) simultaneously.

Recent studies [55, 79, 110, 14] investigated the concept of partial domain adap-

tation, relaxing the assumption that label sets are identical across training and test

sets. In their methods, they assumed that the training label set contains the test

label set while Busto et al. [68] introduced “unknown” classes in both training and

test sets, and assumed common classes between two sets were known in the train-

ing phase. However, practical scenarios, where two datasets may not have similar

label sets, are more complicated and common for biomedical applications. There are

two major challenges in the analysis of biomedical datasets: (1) inherent intra- and

inter-subject variability, electrode misplacement, hardware acquisition, leading to a

large domain gap; and (2) different patterns in training and test labels, such as sleep

and seizure, leading to a large category gap. In summary, the relationship of label

sets between the training and test sets is unknown in the presence of a large domain

gap. If the training label set is large enough to contain the test label set, partial

domain adaptation methods are good choices. However, if the training label set is

contained in the test label set or common classes are known, open set domain adap-

tation methods are good choices. As a future work, we will develop suitable partial
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domain adaptation methods for biomedical applications, where two datasets may not

have the same label sets.

It is well known that deep learning approaches need abundant labeled data. In

medical applications, labeling a dataset requires domain expertise, which may lead

to the significant inter-expert variability in labeling [108, 13, 13, 102]. Therefore,

label noise may manifest itself in various forms. Recent studies in computer vision

applications [77, 91, 88, 33, 63] show that deep learning model performance can

significantly decrease due to the negative effect of label noise. Studies have shown that

the negative impact of label noise can be worse than the feature noise [114, 27]. There

are different techniques to combat this issue, such as pre-processing and label cleaning

[67, 48, 66], considering a robust loss function to label noise [31, 43, 98], exploiting

data similarity to identify incorrect labels [22, 99, 84], or using probabilistic graphical

models [106, 60, 95]. Recent studies [64, 59, 70, 19, 70] categorize label noise into

three different types:

• Class-independent

• Class-dependent

• Class and feature dependent

Voting among prediction outputs of classifiers is a popular approach to reducing

the effect of labeled noise in the training step. Other studies consider label noise

as an outlier-detection problem and try to detect mislabeled samples based on K-

nearest neighbors (KNN) [103, 104]. Another work focused on determining the effect

of outlier samples on the classification error and cleaning labels by removing/reducing

weights in those instances. Future work will investigate different techniques such as

combining weak label boosting methodologies to handle the label noise problem in

enormous physiological datasets, principally applied to seizures, sleep, and identifying

brain states where inter-expert variability may be significant.
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In summary, having addressed the errors created at acquisition in this thesis, the

next step is to address the errors introduced at the labelling stage.
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