
Distribution Agreement

In presenting this thesis or dissertation as a partial fulfillment of the requirements for
an advanced degree from Emory University, I hereby grant to Emory University and
its agents the non-exclusive license to archive, make accessible, and display my thesis
or dissertation in whole or in part in all forms of media, now or hereafter known,
including display on the world wide web. I understand that I may select some access
restrictions as part of the online submission of this thesis or dissertation. I retain
all ownership rights to the copyright of the thesis or dissertation. I also retain the
right to use in future works (such as articles or books) all or part of this thesis or
dissertation.

Signature:

Weijie Li Date





Interacting Excitons and Electrons in van der Waals Heterostructures

Weijie Li
Doctor of Philosophy

Phyiscs

Ajit Srivastava, Ph.D.
Advisor

Justin C. Burton, Ph.D.
Committee Member

Hayk Harutyunyan, Ph.D.
Committee Member

Tianquan Lian, Ph.D.
Committee Member

Sergei Urazhdin, Ph.D.
Committee Member

Accepted:

Kimberly Jacob Arriola, Ph.D.
Dean of the James T. Laney School of Graduate Studies

Date



Interacting Excitons and Electrons in van der Waals Heterostructures

By

Weijie Li
B.S. University of Science and Technology of China, 2017

Advisor: Ajit Srivastava, Ph.D.

An abstract of
A dissertation submitted to the Faculty of the

James T. Laney School of Graduate Studies of Emory University
in partial fulfillment of the requirements for the degree of

Doctor of Philosophy
in Phyiscs

2023



ABSTRACT

Layered materials, such as 2D semiconducting transition metal dichalcogenide (TMD),
have garnered tremendous excitement for investigating physics in two dimensions.
Photoexcitations in TMDs—excitons, can provide deep insights into the rich elec-
tronic properties of the host crystals. In this dissertation, we explore the interplay
among excitons and electrons in TMD based van der Waals heterostructures. These
low-dimensional systems have been shown to enhance few-body and many-body in-
teractions among excitons, electrons, and exciton-electron mixture. To study these
interactions, we focus on optical excitations in TMD heterostructures, viz. interlayer
excitons (IXs), where electrons and holes are spatially separated into different lay-
ers due to type-II band alignment, giving rise to a permanent out-of-plane dipole
moment. We observed dipole-dipole repulsive interaction-induced single photon non-
linearity for localized IXs in WSe2/MoSe2[1]. Furthermore, at large exciton densities,
we observed many-exciton exchange interaction-induced out-of-equilibrium magnetic
field, which enables optical control of valley Zeeman splitting[2].

In addition, in an electron-doped TMD heterostructures, the interactions be-
tween electrons and localized IXs allow for local sensing of electron distribution.
We used localized IXs to optically probe the charge orders of correlated electronic
states in TMD heterostructures WSe2/MoSe2/WSe2 with a high spatial resolution
(∼10 nm)[3]. More recently, we observed a new quasiparticle in a heterotrilayer
(WS2/WSe2/WS2)—quadrupolar exciton, a superposition of oppositely orientated
dipolar IXs. We further observed quadrupolar to dipolar IX transition involving the
modification of its internal structure, through electric field and many-body interactions[4].
This series of works related to dipolar IXs reveal the rich physics of interactions in
TMD van der Waals heterostructures.



Interacting Excitons and Electrons in van der Waals Heterostructures

By

Weijie Li
B.S. University of Science and Technology of China, 2017

Advisor: Ajit Srivastava, Ph.D.

A dissertation submitted to the Faculty of the
James T. Laney School of Graduate Studies of Emory University

in partial fulfillment of the requirements for the degree of
Doctor of Philosophy

in Phyiscs
2023



ACKNOWLEDGEMENT

First and foremost, let me thank my advisor Prof. Ajit Srivastava who teach me how

to conduct research on physics and how to think as a physicist. He discusses physics

with me everyday and introduces me to the rich universe of condensed matter physics.

It is lucky for me to have such an erudite as my advisor, from whom I also know hard

work will pay off. Our research field is very competitive and himself works hard to

produce fantastic results. With the strict training in our lab, I have the confidence

to become an outstanding researcher in the future.

Next, particular thanks go to Dr. Xin Lu for her patience in teaching me how to

do experiments and act mentally strong against experimental failures. It has been a

hard time for me to adapt myself into the working style of our lab. She helped me a

lot during the process. I could not have become an independent researcher at the end

of my PhD without her help. I also want to thank my colleagues Dr. Sudipta Dubey,

Dr. Xiaotong Chen, Qiang Yao, Luka Devenica, and talented undergradutes Zach

Hadjri, Jiatian Wu, Tony Li, who have constituted important parts of my research

daily life.

In addition, I would like to thank Prof. Sergei Urazhdin who let me know strong

mind and perseverance are required for finding new physics. I am thankful that Prof.

Justin Burton and Prof. Hayk Harutyunyan give me good examples to simultaneously

do good science and service for the department or the public. I would also like to

thank Prof. Tim Lian for his scientific rigor, which let me revisit my research and

deepen my understanding.

Moreover, I would like to thank Prof. Luiz Santos for the profound discussion

about condensed matter theory as well as theoretical collaborators Prof. Ángel Rubio,
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Chapter 1

Introduction

In the physical world, we perceive in two relevant aspects: one is dimensionality and

the other one is scale. Dimensionality of objects can be classified into zero-, one-,

two-, and three-dimensional. We know that a point is 0D, a line is 1D, a surface

is 2D and anything touchable in daily life is 3D. For scale, it is known that dust is

small and universe is large. They are relevant in the sense that we can consider dust

as a 0D point in the scale of universe, however, if we zoom into the dust using a

microscope, we can find it has complicated structures and is indeed a 3D particle.

This is the same case for the 2D surface of any object, which has fine structures

while zoomed in. This implies that we need to define a basis of scale to study the

properties of objects and related physical laws, as different physical laws dominate

at different scales. For the scale as large as the universe, gravity is very important

to study while it is ignored at small scales. In contrast, quantum phenomena, which

apparently disappear at large scales start to be dominant at small scales. In order

to study quantum phenomena in solid state platform, researchers have tried to make

nanometer scale (10−9 m) materials since last century. They successfully fabricated

quantum dots (quasi-0D), quantum wires (quasi-1D) and thin film of single crystals

(quasi-2D). It should be noted that the “quasi-” comes from the fact that it does not
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reach the atomic limit (sub-nanometer), which is the smallest scale in the study of

solid-state physics.

Further development occurred a decade ago, wherein a humble adhesive tape was

the main contributor, by exfoliating a 3D bulk crystal (graphite) into an atomic

2D monolayer (graphene), reaching the real 2D limit. This dissertation focuses on

such atomically thin materials. Besides the quantum phenomena manifested at the

nanometer scale, with the reduced dimensionality and thus reduced screening, real

2D materials have enhanced interactions between particles in the system. Further-

more, due to the reduced volume, the electric/magnetic field and carrier density in

the system can be easily modified, which therefore easily tune the interactions – an-

other strength of 2D materials. With strong and tunable interactions in 2D materials,

they have consequently become an ideal platform to study interactions – the most

important theme of current physical research. In the past few years, it was discov-

ered that interactions are further enhanced with stacked 2D materials—twist moiré

heterostructures [6]. In the 2D heterostructure, small twist angle or lattice mismatch

between the two layers generates periodically modulated potential—moiré potential

with a period of ∼10 nm. This long period potential compared to lattice constant

(sub-nm) suppresses the kinetic energies of particles and manifests the interactions

between them, which gives rise to strongly correlated electronic states, for example,

Mott insulator and superconductivity [7, 8]. Those states have similar phase diagrams

as cuprates, well known as high-temperature superconductors, which could lead to

insights into the physics behind them.

The methods to probe the properties of 2D materials can be either electrical or

optical, depending on the bandgap. For a 2D metal or semimetal without bandgap,

electrical measurements are commonly used to study strongly correlated electronic

states. However, for a 2D semiconductor with a bandgap, optical measurements are

preferred as the Schottky barrier prevents good electrical contact. Optical excitations
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create an excited quasiparticle called exciton in 2D semiconductors, comprised of

a negatively charged electron and positively charged hole. The exciton is like a

hydrogen atom in the 2D semiconductor with a large binding energy (0.5 eV). It

has corresponding Rydberg states and contains material information such as band

structures.

The main theme of this dissertation is to study exciton related interactions by their

optical response. Similar to hydrogen atoms, excitons can have interactions between

each other, including spin-independent dipolar interactions (Chapter 4) and spin-

dependent exchange interactions (Chapter 5). As two hydrogen atoms can hybridize

to form a molecule, two excitons can form hybridized excitonic states—quadrupolar

excitons by tunneling of their constituents (electron or holes) (Chapter 7). Besides

the similarity between hydrogen atoms and excitons, the main difference between

them is that the excitons are driven-dissipative systems while hydrogen atoms are

stable systems. It should also be noted that doping electrons or holes into the 2D

semiconductors is much easier than into the atoms, which makes exciton a good

candidate to study fermion-boson interactions, i.e., electron-exciton interactions in

our system (Chapter 6).

1.1 Scope of the Dissertation

In this dissertation, we will show how optical spectroscopy along with nano-fabrication

plays a powerful role in studying exciton-exciton interactions, exciton-electron inter-

actions as well as hybridized excitons in 2D materials, as structured below:

Chapter 2 is a basic introduction to the properties of the van der Waals semicon-

ductor family, specifically transition metal dichalcogenides (TMDs), including WSe2,

MoSe2, WS2 and etc. I will first introduce the monolayer TMD and then TMD

heterostructures.
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Next, I will introduce the experimental techniques for sample fabrication and

optical measurements in Chapter 3, which are the bases of all the observations.

Chapter 4 will introduce the observation of single-photon nonlinearity due to

dipolar interactions in WSe2/MoSe2 heterobilayer. We find the presence of a single

excitation results in energy shifts far exceeding the linewidth of quantum emitters.

This quantifies the on-site Hubbard interaction (U) which is important for quantum

simulation of Bose-Hubbard models. First, the optical measurements identify the

existence of the localized interlayer excitons (IXs) by excitation resonance and electric

field tunability. Next, with increased incident excitation power, the optical spectra

show the presence of the first exciton (photon) increases the second exciton (photon)

energy in the same trap by 2 meV, which is the repulsive dipolar interaction energy

between them and one order of magnitude larger than linewidth. This strong on-site

nonlinearity of photons in 2D semiconductors instead of cold atom systems is firstly

demonstrated by our research.

In Chapter 5, I will introduce the observation of many-body interactions amongst

optical excitations, which leads to an effective magnetic (exchange) field in a bosonic

system in WSe2/MoSe2 heterobilayer. In TMDs, the degenerate energy extrema in

momentum space can be labeled as another degree of freedom, valley pseudospin,

which can couple to circularly polarized light. The IXs in the valley coupled to cir-

cularly polarized light, have higher density and higher energy, compared to those in

the opposite valley. The magnitude of Zeeman splitting between two valleys increases

with power and saturates at 4 meV corresponding to 6 Tesla magnetic field. This

can be explained by that the exchange interactions between the excitons in the same

valley are repulsive and raise their energy, due to the fermionic nature of the exciton

constituents (electrons and holes). This research firstly proves the effective spin-spin

interactions between bosons in a driven-dissipative system, which is a necessary ingre-

dient for quantum magnetism. It paves the way for the dynamical optical generation
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of the effective magnetic field up to several tesla under low continuous-wave incident

power within exciton lifetime (nanoseconds).

Chapter 6 describes another aspect of the interactions, which is the interactions

between electrons and excitons. These interactions enable the optical detection of

correlated electrons in 2D heterostructures with moiré-based quantum sensors in an

all-2D platform (WSe2/MoSe2/WSe2 heterotrilayer). To fabricate high-quality sam-

ples, I was engaged in building the pick-up setup placed inside the glovebox. I will

introduce how to use the setup to stack the WSe2/MoSe2/WSe2 heterotrilayer with

the dual gates and contact, where I observed stable localized interlayer exciton PL

emission with instrument limited linewidth. With doped electrons into the sample,

reproducible correlated red- and blue-shifts of the exciton energies are observed across

the whole sample at rational fractional fillings. It is because the correlated electron

lattice reconfigures at certain electron filling fractions. The reconfiguration changes

the surrounding electrons near the exciton and electron-dipole interaction energy ac-

cordingly. Classical Monte Carlo simulation shows qualitatively similar features to

the experiments. Since the localized IXs are in the length scale of 10 nm, this gives

high resolution sensing of the electron lattice with sampling technique, instead of

scanning the whole sample. Another feature of the localized IXs is that the degree

of circular polarization (DCP) of emission is enhanced by as small magnetic field as

∼mT, useful to detect local small magnetic field. This research establishes a method

to detect exotic phases and their dynamics.

Chapter 7 is about my most recent research, where we observe quadrupolar ex-

citon to dipolar exciton transition, which involves the modification of internal struc-

ture of excitons, through electric field and many-body interactions. The creation of

quadrupolar excitons is achieved in WS2/WSe2/WS2 heterotrilayer through a quan-

tum superposition of oppositely oriented dipolar excitons, where the electron wave-

function are layer-hybridized between two WS2 layers while the hole is localized in
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WSe2 layer. With high out-of-plane electric field or high quadrupolar exciton den-

sities, the nonlinear Stark shift of quadrupolar excitons becomes linear, signaling a

transition to dipolar excitons. This research explores a new route for the exciton

wavefunction engineering in van der Waals heterostructures.

Chapter 8 is a short summary and outlook to the whole dissertation, which lists a

few of the challenges we all face and possibly suggest 2D materials as a good platform

to solve them.
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Chapter 2

VdW Semiconductors: Background

This chapter describes the important optical and electronic properties of group-VI

transition metal dichalcogenides (TMD) semiconductors—the most notable van der

Waals (vdW) semiconductor from theoretical and experimental aspects.

2.1 Monolayer Semiconductors–Transition Metal

Dichalcogenides

TMDs have emerged as a highly attractive platform for fundamental physical research

and applications owing to their abundant properties. TMDs have a chemical formula

of MX2, where M is a transition metal atom and X is a chalcogenide atom (sulfur (S) or

selenium (Se), or Tellurium (Te)). There are more than 60 types of TMD compounds,

depending on the selection of transition metal atoms and chalcogenide atoms[9]. More

than 40 of them have layered structures, which have strong intralayer covalent bonds

and weak interlayer vdW force (scaled as ∼ 1/r6), a typical feature of vdW materials

(a similar example is graphite or hexagonal boron nitride (hBN)). This allows for

exfoliation by adhesive tapes to be thin films or monolayers. Due to the diversity of

the TMD vdW materials, we can have 2D TMDs with distinct electronic properties,
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such as NbSe2 with superconducting states, WTe2 with ferroelectric states, TaS2 with

charge density wave and semiconductor MoS2 with strong light-matter interactions.

As an optics group, we are interested in semiconducting group-VI monolayer (ML)

TMDs with an optical bandgap (M is Molybdenum (Mo) or Tungsten (W)), including

MoSe2,WSe2, MoS2 and WS2. Although the above four TMDs have two X atoms to

be the same, the two X can be different chalcogenide atoms. The TMDs with such a

structure are called Janus TMDs[10], beyond the scope of this dissertation. Hereafter,

we refer TMDs to the group-VI TMDs in this dissertation.

2.1.1 Lattice structure of ML TMDs

In order to understand the properties of ML TMDs, we start with their lattice struc-

ture. TMDs have two common lattice structures: 2H and 1T crystal phases. In the

2H phase, two chalcogenide atoms in different atomic planes align to each other per-

pendicular to the layer (ABA), forming a trigonal prismatic unit cell of M and two X

atoms (Fig. 2.1a). In contrast, two chalcogenide atoms in the 1T phase are located

at different positions relative to the metal atom (ABC), arranged in distorted octa-

hedral coordination (Fig. 2.1b). We focus on the 2H TMDs MoSe2,WSe2 and WS2,

which are thermodynamically stable compared to their 1T phases. For the mono-

layer 2H TMDs with a hexagonal lattice in Fig. 2.1a, it has mirror symmetry σh (the

metal atom plane as the mirror) and 3-fold rotation symmetry (120◦ rotation using

the metal atoms/chalcogenide atoms/hexagonal centers as the rotation centers and

perpendicular to the plane as the axis) without inversion symmetry, i.e., D3h point

group. If we consider a 2H TMD bilayer, it possesses inversion symmetry resulting

from the 180◦ rotation between the adjacent layers (D3d point group) as shown in

Fig. 2.1c. The hexagonal lattice of monolayer TMDs with different atoms at A, B

sites leads to a hexagonal reciprocal lattice with inequivalent Brillouin zone corners

labeled as K and K’ in the momentum space (k space) (Fig. 2.1d).
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Figure 2.1: ML TMD lattice structure. a-b. Side view and top view of 2H phases
(a) and 1T phases (b). c. Side view of a 2H bilayer. d. Brillouin zone of ML 2H
TMDs in the momentum space.

2.1.2 Electronic structure of ML TMDs

For the electronic structure, the different masses of M and X atoms at A, B sites

induce a bandgap between the conduction band and valence band. This can be

understood by the tight-binding model of the hexagonal lattice with two atoms per

unit cell. To begin with, the lattice periodicity and Bloch theorem tell us that the

real space wavefunction of the whole crystal lattice can be written as

ψk(r) =
∑
m

eik·Rm

√
N

[cA(k)eik·d1ϕA(r−Rm − d1) + cB(k)eik·d2ϕB(r−Rm − d2)]

(2.1)

where Rm is the unit cell coordinate and r is the electron position. d1 and d2 are

the two atom coordinates relative to the unit cell center. ϕA and ϕB are the atomic

orbitals. The part in the bracket is the real space wavefunction in each unit cell
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called Wannier function. If

cA(k)

cB(k)

 is the eigenvector and only nearest neighbors

are considered, the tight-binding Hamiltonian is written as

H(k) =

 EA −V f(k)

−V f ∗(k) EB

 (2.2)

where EA, EB are the self-energy of A, B atoms, relevant to the mass of the atoms.

V is relevant to the overlap (or hopping integral) between electron wavefunction at

A, B sites. The relative phase between the A, B atoms is described by f(k) and its

Hermitian conjugate f ∗(k), with f(k) = eik·n1 + eik·n2 + eik·n3 . n1,n2,n3 are the real

space unit vectors:

n1 =
a√
3
x̂,

n2 =
a√
3

(−1

2
x̂ +

√
3

2
ŷ),

n3 =
a√
3

(−1

2
x̂−

√
3

2
ŷ). (2.3)

The lattice constant a of the monolayer TMDs is about 0.319-0.356 nm. The band

structure of the tight-binding model for the periodic lattice, viz, the Bloch band, is

calculated to have both conduction band minimum (CBM) and valence band maxi-

mum (VBM) at the K or K’ points with a bandgap of |EA − EB| (Fig. 2.2a). In ML

TMDs, different masses of A, B atoms induce such a bandgap, compared to gapless

graphene with same A, B atoms. In other words, we can consider TMDs as gapped

graphene appropriate for optical measurements.

More realistic DFT calculation of its band structure involving more bands and

orbital contributions is shown in Fig. 2.2b[11]. The CBM is at K point mainly con-

tributed from transition metal dz2 orbital whereas the VBM is also at K point mainly
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Figure 2.2: ML TMD band structures. a. Tight-binding model calculated bands. The
yellow (blue) energy landscape is the conduction (valence) band. b. DFT calculated
bands adapted from Ref.[11].

contributed from the transition metal dxy +dx2−y2 , consistent with the direct bandgap

picture from the tight-binding model. This direct bandgap of 1.7-2 eV enables high

radiative recombination, that is, photoluminescence (PL) emission, in the visible to

near-infrared range, so PL measurements are powerful tools to measure its properties.

Contrasted to monolayer TMDs, thin TMD films with two or more layers, the CBM

lies at the Q point and the VBM lies at the Γ point. The momentum mismatch

between the CBM and VBM requires an additional phonon scattering process for the

PL emission process to satisfy the momentum conservation. Therefore, the bilayer

and thicker TMDs have much weaker PL compared to the monolayer.

2.1.3 Valley physics in ML TMDs

As both the CBM and VBM are located at either K or K’ points, the low energy

physics is determined by physical properties near K and K’ points, which we call

“valley physics”. Two inequivalent valley indices K and K’ are related through time-
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reversal operation, since they are opposite momentum (k
T−→ −k). Without external

magnetic field, time-reversal symmetry requires E↑(K) = E↓(K
′). Due to the broken

inversion symmetry in the monolayer TMDs, the nonzero crystal electric field with

the intrinsic strong spin-orbit-coupling (SOC) of the transition metal atom d orbitals

cause spin splitting (E↓(K) ̸= E↓(K
′))[12, 13]. The energy splitting (E↑(K)−E↓(K))

between the two conduction (valence) bands is about tens (hundreds) of meV. The

large splitting between the two valence bands with opposite spins enforces the low

energy state in K (K’) valley to be spin-up (down), so-called spin-valley locking.

To shed insight into the valley physics, we expand the tight-binding Hamiltonian

around K or K’ valley (k = ±K + k), which dictates the two-band k · p effective

Hamiltonian as below[14]:

H(k) =

 ∆/2 at(τkx − iky)

at(τkx + iky) −∆/2

 =

 ∆/2 atke−iτϕk

atkeiτϕk −∆/2

 (2.4)

where ∆ = (EA − EB), t is the effective hopping integral. τ = ±1 is the valley

index, k =
√
k2x + k2y, and tan ϕk = ky

kx
. The eigenvalue of the Hamiltonian is ε(k) =

±
√

∆2 + a2t2k2, where - is the valence band and + is the conduction band. The

eigenstates are given as,

uv(k) =

 eiτϕksin θk
2

−cos θk
2

 , uc(k) =

 cos θk
2

e−iτϕksin θk
2

 , (2.5)

where θk = cos−1(∆/2ε(k)). The phase eiτϕ in the eigenstates indicates that the

conduction band has a winding of -1 (+1) at K (K’), while the valence band has a

winding of +1 (-1) at K (K’). This phase winding is only present when k is finite

around K and K’ valley.

For the Bloch bands and wavefunctions in TMDs, we have the freedom to add a
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phase before the wavefunction, which introduces a gauge-freedom in k-space. This is

a fundamental property of the Bloch bands, that is, the geometry, usually discussed

in the context of Berry phase and Berry curvature[15]. The Berry phase or geometric

phase is defined as,

ϕk =

∫
c

A(k)dk (2.6)

where A is the Berry connection or Berry vector potential given by,

A(k) = i⟨u(k)|∇|u(k)⟩ (2.7)

c is a closed path for the integral. The Berry connection can be understood as the

magnetic vector potential in the k-space, so we can further define a gauge invariant

magnetic field tensor in k-space called Berry curvature by

Ω(k) = ∇k ×A(k) (2.8)

In ML TMDs, Berry curvature Ω(k) = −τ 2a2t2(∆−τszλ)

[(∆−τszλ)2+4a2t2k2]
3
2

, where sz is the spin and

2λ is the SOC splitting[14]. The Berry curvature has opposite sign in K (τ = 1) and

K’ (τ = −1) valleys and also opposite in conduction and valence bands, since Ω(k) =

−Ω(−k) under the time reversal operation. If there is inversion symmetry, Ω(k) =

Ω(−k) = 0. Thus Berry curvature is nonzero only when time-reversal symmetry

or inversion symmetry is broken, which is the case for ML TMDs. Berry curvature

is directly related to the valley physics, for example, the valley Hall effect, where

the carriers in the opposite valleys shift to opposite edges as a result of the Berry

curvature induced anomalous velocity v = −k̇×Ω(k).

Another property relevant to the broken inversion symmetry in ML TMDs is

valley-related orbital magnetic moment. It arises from the winding of the electron
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wavefunction and is defined as,

mn(k) = −i eℏ
2m2

∑
i ̸=n

Pn,i(k) ×Pi,n(k)

E0
n(k) − E0

i (k)
= τ

2a2t2(∆ − τszλ)

(∆ − τszλ)2 + 4a2t2k2
e

2ℏ
ẑ, (2.9)

where P is the interband transition matrix, i, n label different energy bands[16]. For

conduction and valence bands with the same valley and spin indices, the valley-related

orbital magnetic moment is the same.

2.1.4 Optical excitations in ML TMDs—exciton complexes

After we discuss the electronic ground states of ML TMDs, we will explore the opti-

cally addressable excited states. When we shed light with energy above the bandgap,

the single particle picture suggests that the lowest energy excitation is from VBM to

CBM at K or K’ valley. In other words, an electron is excited from VBM to CBM,

leaving a hole in the VBM. This is not the case for all ML TMDs because the SOC

splits the spin up and down bands in a different way for WX2 and MoX2. As shown

in Fig. 2.3a, CBM has different spin from the VBM for WX2 while CBM and VBM

have the same spin for MoX2. In order to conserve the spin during the optical tran-

sition, the lowest energy excitations are depicted in Fig. 2.3a. Another spin-allowed

transition is between CBM and the lower valence band for WX2 or between the higher

conduction band and lower valence band for MX2, which are hundreds of meV higher

than the lowest energy one.

Since the optical transitions occur at K and K’ valleys, they need to follow the op-

tical selection rules imposed by valley physics. The valley-dependent optical selection

rules are that σ+-polarized light couples to K valley while σ−-polarized light couples

to K’ valley (Fig. 2.3a). The underlying mechanism is the optical transition matrix

element ⟨uc(k)|p̂|uv(k)⟩, where uv(k) is the initial state at the valence band, uc(k) is

the final state at the conduction band, p̂ is the momentum operator (p̂ ∝ v̂). There-
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fore σ±-polarized transition is corresponding to p̂± = p̂x ± ip̂y, and the probability of

them is then proportional to,

P± = |⟨uc(k)|p̂±|uv(k)⟩|2 =
m2a2t2

ℏ2
(1 ± τ

(∆ − τszλ)√
(∆ − τszλ)2 + 4a2t2k2

)2, (2.10)

where m is the electron mass. As ∆ − τszλ ≫ 2atk inside the light cone (k ∼

10−34π/3a), we can see that K(K’) valley optical transition is almost fully σ± po-

larized. In the calculation of the optical transition matrix, there is a phase factor

ei(m−(w∓1+3n)ϕk), where m is the angular moment of the transition, w is the phase

winding (the same as τ in ML TMDs), and n is any integer number with a coefficient

of 3 dictated by the 3-fold symmetry. This phase factor needs to be 1 or else the

angular average of the matrix element will be zero, which means m = w∓ 1 + 3n[17].

In ML TMDs, w = 1, so m = 0 (s-state), -1 (p-state), 2 (d-state) are bright.

The above single particle picture describes the process to generate an electron-hole

pair with light (photon) but ignores the Coulomb interactions between electron and

hole. In the 2D limit, since there is less screening from the surrounding environment,

Coulomb attractions between photoexcited electrons and holes are enhanced, resulting

in strongly bound electron-hole pairs, called excitons (Fig. 2.3 b)[18, 19]. The excitons

are basically “hydrogen atoms” in a crystal with a binding energy Eb of 150-650 meV

and Bohr radius aB of 1-2 nm, so they also have Rydberg states, such as 1s, 2s

etc. Nevertheless, due to the spatially dependent dielectric screening (for example, 2s

exciton is screened less than 1s exciton, Fig. 2.3c), the screened Coulomb electron-hole

interaction is described by the Keldysh potential,

Veh(r) = −πe
2

2r0

[
H0(

r

r0
) − Y0(

r

r0
)

]
. (2.11)

where H0 and Y0 are Struve and Bessel functions and r0 is the screening length

[18, 19]. The difference between Veh and unscreened Coulomb potential is increased
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with reduced electron-hole separation (r), producing a non-Hydrogenic spectrum.

Furthermore, the ratio between Bohr radius (1-2 nm) and the lattice constant (0.3

nm) is in the range of 3-6, implying that the TMD exciton states are practically

Wannier-Mott exciton states which are the superposition of many k electron-hole

states (δk ∼ 1/aB). In other words, excitons contain not only the K or K’ point

information but also the K+k or K’+k point information. Thereafter, we need to

consider excitons as the optical excitations in ML TMDs instead of transition between

CBM and VBM.
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Figure 2.3: Excitons in ML TMDs. a. Single particle band for WSe2 (left) and
MoSe2 (right) b. An tightly bound exciton. c. Strong screening in the TMD layer
and weak screening in the environment, adapted from Ref[18, 19]. d. Strong light-
matter coupling in ML TMDs, adapted from Ref.[20]

If we use optical measurements to study ML TMDs, a natural question arises
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how strong the light-matter coupling is in ML TMDs. This can be measured by

placing the ML TMD into a cavity. The cavity mode (cavity electric field strength g)

can couple to the exciton resonance in ML TMD (dipole moment d) through light-

matter coupling. The strength of the coupling is characterized by the Rabi splitting

2ℏΩ = 2dg = 2d( ℏω
ϵ0ϵrV

)
1
2 , where d is the oscillating dipole and V is the volume of

the confinement. The coupling strength is 30–40 meV, which is larger than the decay

rate (a few meV) and in the strong coupling regime [21, 22, 20, 23].
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Figure 2.4: Gate and magnetic field control of TMD excitons. a. The schematic of
the dual-gated sample. b. Gate dependent PL of ML WSe2. The excitation is 20 µW
HeNe laser. c. Magnetic field induced conduction and valence band energy shift.

In addition to the strong light-matter coupling, another advantage of ML TMDs

is that we can easily apply gate voltage or magnetic field to change the exciton prop-

erties. The gate control is achieved by fabrication of such a device with two graphite

gates as shown in Fig. 2.4a. The details of fabrication will be discussed in Chapter 3.

Considering a parallel capacitor model, the negative gate voltage introduces holes into

the sample while the positive voltage dopes electrons into the sample. The neutral

excitons X0 then bind an additional electron or hole to form charge excitons, called

trions. As plotted in the Fig. 2.4b, we observed both positive and negative trions

with a binding energy of 20-30 meV. It is worthy noting that there are both 1s and

2s excitons as we discuss above. Besides the gate control, we can have magnetic field
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manipulation due to the spin, valley-related orbital magnetic moment (intercellular

contribution) and atomic orbital magnetic moment (intracellular contribution) of the

conduction and valence bands (Fig. 2.4c). We have introduced the first and second

components which are the same for conduction and valence bands and cancel out for

exciton optics. As for the atomic orbital magnetic moment, the conduction band (dz2

orbital) mc = 0, whereas the valence band (dx2−y2 + iτd2xy orbital) mv = 2τ opposite

in two valleys. As a result, the exciton energy in two valleys is split by ∼ 4µB under

the out-of-plane magnetic field, known as valley Zeeman effect[24, 25, 26, 27].

In the end, we will introduce localized ML excitons, which are created by excitons

confined by defect or strain potential. Localized ML excitons are characterized by

sharp PL emission (∼40-90 µeV) as in Fig. 2.5 as a result of their long lifetime (ns

compared to ps without confinement). The confinement in real space corresponds to

larger k range in the momentum space, which has components outside the light cone

and effectively increases the lifetime of excitons. More importantly, localized excitons

are single photon emitters with anharmonic spectra, because the confinement makes

the exciton energy discrete and an extra exciton will modify the energy[28, 29].

Figure 2.5: PL spectra of localized ML TMD excitons at different sample spots. The
localized excitons have different emission energies and linewidths depending on the
local potential landscape.
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2.2 VdW Heterostructures

As an inverse process of exfoliation, stacking ML TMDs to be highly customized vdW

heterostructures has stimulated great interest in the physics society. The research on

vdW heterostructure distinct from ML TMDs can be probably classified into three

parts: (1) twist angle dependent superlattice potential (moiré potential) induced

strongly correlated many-body effects[30, 31, 32, 33, 34, 35, 36, 37, 38, 39]; (2) the

band alignment controlled optoelectronics, such as electrically controllable interlayer

exciton[40, 41, 42, 43, 44], charge dynamics[45, 46]; (3) Proximity effect especially for

coupled magnetic or ferroelectric TMD materials[47, 48, 49]. We will investigate the

first two parts in this dissertation.

2.2.1 Artificial supercell–moiré superlattice

When we stack ML TMDs layer by layer, we have multiple tunable parameters for

the stacking process, in contrast to natural bilayer or multilayer TMDs, which are

2H stacking (180◦) with aligned M and X atoms (Fig. 2.1c). Those tunable param-

eters include twist angle, interfacial sliding, and various TMD material choices with

diverse lattice and electronic properties. Based on the lattice constant for group-VI

TMDs (Table 2.1), we can categorize the vdW heterostructures into two types: one

is heterobilayers with negligible lattice mismatch such as WSe2/MoSe2, WS2/MoS2

and all homobilayers comprised of two same ML TMDs; the other one is heterobilay-

ers with large lattice mismatch including WSe2/WS2, WSe2/MoS2, MoSe2/WS2 and

MoSe2/MoS2. As shown in Fig. 2.6a, the first case can twist a small angle between

the two layers to form a superlattice structure called moiré lattice, resulting from the

moiré interference between the constituent layers. The period of the moiré lattice is

then called moiré length with a scale of ∼10 nm, much larger than the intrinsic lattice

constants. Due to the broken inversion symmetry, there are two kinds of stacking de-
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pending on the twist angle: AA stacking (or R stacking, close to 0◦) as in Fig. 2.6a left

panel and AB stacking (or H stacking, close to 60◦, same to 180◦ by a 120◦ rotation)

as in Fig. 2.6a right panel. The difference between them is the atomic configurations

(registries) at the high symmetry points (Fig. 2.6e, f). As for the second case (Fig.

2.6c), it can form the moiré lattice even without a twist and have similar highly sym-

metric registries. Though the superlattice structures and electronic properties are

comparable for the two cases, the twist angle dependence of moiré length is quite

different. For a small twist angle θ, the moiré length aM ≈ a0√
θ2+δ2

, where a0 is the

intrinsic lattice constant and δ is the lattice mismatch ∆a0
a0

. Using this formula, the

first case with negligible lattice mismatch has a moiré length much more sensitive to

the twist angle and almost divergent at marginally aligned structures (Fig. 2.6b, d),

which is not realistic as discussed below.

The preceding discussion is based on the fact that the ML TMD lattices are rigid

and hard to change. However, in reality, the superlattice structures will relax and re-

construct to maximize the stable registries and minimize the total energy as confirmed

in the theoretical calculations[50, 51], especially for the negligible lattice mismatch

case. This relaxation and reconstruction induced corrugated moiré lattice is also

corroborated experimentally by imaging the moiré pattern by piezoresponse force mi-

croscopy (PFM)[52] and conductive atomic force microscopy (C-AFM)/transmission

electron microscopy(TEM) [53]. Besides, for almost zero twist angle homobilayers,

interfacial ferroelectricity was observed because the reconstruction creates MX and

XM domain structures [54, 55]. This relaxation changes the moiré pattern but not

the moiré length, so the length scale is still much larger compared to the lattice

constant. More importantly, this also proves the coupling between the two layers.

Another method to prove the coupling is the real-space imaging of the bandgap

modulation (i.e., moiré potential) using scanning tunneling microscopy and spec-

troscopy (STM/S). STM/S measurements show periodic moiré potential with stack-
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ing order dependent potential minima (traps) at different registries. For AA stacking

MoS2/WSe2, the moiré potential varies 200 meV with potential minima at the MM

and MX [56]. For AB stacking WSe2/MoSe2, a valence band potential trap of 300

meV and conduction band potential trap of 150 meV are both at MX site[57]. A

simple explanation for moiré potential formation is that charge transfer between the

two constituent layers varies for different registries (for example, M tends to lose

electrons to X) and creates potential difference among them. These two evidences

unambiguously support the layer coupling and thus the existence of moiré effect as

discussed in the next section.

Table 2.1: Lattice constants and band alignment of TMDs [5]

TMD Lattice constants (Å) VBM (eV) CBM (eV)

MoS2 3.16 -6.42 -3.71
MoSe2 3.29 -5.75 -3.38
WSe2 3.28 -5.49 -2.92
WS2 3.15 -6.19 -3.28

2.2.2 Moiré bands and strongly correlated electrons

When a moiré superlattice is formed, the low energy physics is set by the moiré period

scale aM , as opposed to the high energy physics set by intrinsic lattice constant a0. In

real space, each moiré potential minimum can be considered as an available site for

electrons. As a consequence, the total available sites (moiré density) are on the order

of a−2
M (1012 cm−2). Therefore, we can dope several electrons per site with relatively

low electron density before reaching the breakdown voltage of the dielectric. In other

words, if we consider the different energy states at each site as different orbitals,

corresponding to different moiré bands in k-space, we can dope to separate moiré

bands to study their electronic properties.

Furthermore, the relatively large moiré period aM reduces the hopping integral

(or kinetic energy) between nearest-neighbors, which is the bandwidth of the moiré
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Figure 2.6: Moiré superlattice and optical selection rules. a. AA and AB stacking
moiré superlattice with zero lattice mismatch and a small twist angle (WSe2/MoSe2).
c. Calculated moiré length aM with respect to the twist angle for WSe2/MoSe2 c.
AA and AB stacking moiré superlattice with a small lattice mismatch and zero twist
angle (WSe2/WS2). d. Calculated moiré length aM with respect to the twist angle
for WSe2/WS2. e-f. High symmetry registries and corresponding optical selection
rules for AA (e) and AB stacking (f). M is the transition metal atom and X is
the chalcogenide atom. σ+/σ+ (σ+/0) means that σ+ excitation generates σ+ (no)
emission.
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bands (W ∝ a−2
M ). The Coulomb repulsion between two electrons in the same site

(on-site repulsion) U ∝ a−1
M . U ≫ W , that is, interaction energy is much larger than

the kinetic energy, can be satisfied at large aM , indicating electrons in the strongly

correlated regime.

To formulate the prior discussion, we can start with the continuum model for

AA stacking WSe2/MoSe2 following Ref.[58]. The continuum model is to ignore the

details of commensurability between the moiré pattern and atomic lattice. To a

good approximation, we can consider the electrons (or holes) with effective mass (M)

moving in a smooth periodic moiré potential ∆(r). Bloch’s theorem for the electronic

bands can still be applied to the folded mini-Brillouin zone (mBZ, its reciprocal lattice

vector |G| = 4π√
3aM

). We obtain the moiré valence band Hamiltonian:

H = −ℏ2k2

2m∗ + ∆(r),

∆(r) =
∑
G

V (G)eiG·r, (2.12)

where −ℏ2k2

2m∗ is the hole kinetic energy and G includes six moiré reciprocal lattice vec-

tor in the first Brillouin zone. The C3 rotation symmetry requires V (G) = V ∗(−G) =

V eiϕ, V (G) = V (Ĉ3G) = V eiϕ. The moiré potential in AA stacked WSe2/MoSe2 can

be plotted as in Fig. 2.7a using the parameter in Ref.[58]. The moiré Bloch bands are

calculated by diagonalizing the Hamiltonian on a plane-wave basis. The total Bloch

function Fourier series and the diagonalized terms are

ψk(r) =
∑
G

Ck+G
ei(k+G)·r
√

Ω
=

∑
G

Ck+G|k + G⟩,

⟨k + G|H|k + G′⟩ = −ℏ2(k + G)2

2m∗ δG,G′ + V (G−G′), (2.13)



24

The Schrödinger equation becomes:

[−ℏ2(k + G)2

2m∗ − Ek+G]Ck+G +
∑
G′ ̸=G

V (G−G′)Ck+G′ = 0. (2.14)

The calculated valence bands for 2.5◦ twisted WSe2/MoSe2 are shown in Fig. 2.7b

with the highest moiré valence band separated from other bands. The bandwidth

of the isolated band is 20 meV, which is much smaller than the depth of moiré

potential and considered as a flat band. The calculated density of states (DOS) is

enhanced and maximized at the moiré band saddle points (Fig. 2.7c). For the real

space wavefunction, we can construct the Wannier function from the isolated band’s

Bloch states and find that it is localized at moiré potential minima with spatial extent

aW ∼ 2 nm. Therefore, we can use a tight-binding model to describe this flat band:

H = H0 + H1,

H0 =
∑
τ

∑
R,R′

t(R−R′)c†R,τcR′,τ (2.15)

H1 =
1

2

∑
τ,τ ′

∑
R,R′

U(R−R′)c†R,τc
†
R′,τ ′cR′,τ ′cR,τ , (2.16)

This is called Hubbard model with hopping t and on-site repulsion U illustrated

in Fig. 2.7d. The hopping t is fitted to be the nearest-neighbor (NN) hopping t1

= 2.57 meV, next nearest-neighbor (NNN) hopping t2 = -0.52 meV and the third

nearest-neighbor hopping t2 = -0.27 meV (see Appendix A). Regarding the repulsion,

on-site U ≈ e2

4πϵ0ϵraW
≈ 100-200 meV and the NN repulsion V ≈ e2

4πϵ0ϵraM
≈ 50-100

meV. Therefore, TMD moiré physics is in a strong interaction regime U > V > W .

It should be noted that we have not included interactions in the single particle band

calculation. The strong interactions between particles at the same or different sites

can be comparable to the single-particle bandgap so the single-particle description is

inaccurate.
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When the highest valence band is half-filled (ν = 1), that is, electrons occupy all

available sites, the on-site U opens a Mott gap and the vdW heterobilayer becomes a

correlated insulator. This was observed as an incompressible state at ν = 1 both by

transport and optics measurement[34]. If the filling is at some commensurate frac-

tional filling such as ν = 1/2 or 2/3, the strong interaction U and V will stabilize

charge-ordered states, called general Wigner crystals (Fig. 2.7e) [35, 59, 60]. Direct

imaging of the flat bands [61, 62] and charge-ordered states[38] has been obtained

by STM/S measurements. Besides, if slightly doped away from ν = 1, WSe2/WSe2

homobilayer shows zero-resistance states, which could be unconventional supercon-

ductivity [63]. Despite the fact that the moiré bands are non-topological in the Hub-

a

- - - -
-

Ut

2Δ

𝑎𝑀

d
𝜈 = 2/3𝜈 = 1/2

e f

b c

Figure 2.7: Moiré superlattice and optical selection rules. a. Moiré potential land-
scape for twisted WSe2/MoSe2. b-c. Calculated hole moiré bands (b) and density of
states (DOS) (c) for WSe2/MoSe2 with a twist angle of 2.5◦. κ, κ′, κ′′ are the moiré
Brillouin zone corners. κ′ is adjacent to κ′′ and opposite to κ. d. Schematic of moiré
potential filled by electrons with nearest-neighbor hopping t and on-site repulsion U .
e. General Wigner crystal at quarter filling (ν = 1/2) and one-third filling (ν = 2/3).
Red dots are occupied sites and gray dots are unoccupied sites. f. Illustration of
Kane-Mele-Hubbard model in a honeycomb lattice.
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bard model, they can be topologically nontrivial captured by Kane-Mele model[64].

Considering an AA stacking homobilayer, the large SOC separates the spin-up and

spin-down bands, so we can focus on the spin-up valence-band states in K valley,

producing the two-band k · p Hamiltonian as,

H(k) =

 −ℏ2(k−κ+)2

2m∗ + ∆b(r) ∆T (r)

∆†
T (r)) −ℏ2(k−κ−)2

2m∗ + ∆t(r)

 , (2.17)

where κ± are the moiré Brillouin zone corners. ∆b,t(r) = 2V
∑

j=1,3,5 cos(Gj ·r±ϕ) is

the bottom/top layer dependent energies, respectively. ∆T = w(1 + e−iG2·r + e−iG3·r)

is the interlayer tunneling, which is the key difference contrary to previous Hubbard

model. The wavefunctions in the bottom and top layers are concentrated near MX

and XM sites separately. Accordingly, the tight-binding model will have two orbitals,

written as,

H =
∑
l,s

∑
R,R′

t0c
†
RlscR′(−l)s +

∑
l,s

∑
R

∑
aM

t1e
isκl·aMc†R+aMlscRls,

where l = ± is the orbital localized at the bottom (MX)/top layer (XM),s = ± is

the spin index at K/K’ valley. This Hamiltonian captures both the NN interlayer

hopping (first part) and NNN intralayer hopping (second part) (Fig. 2.7f), equivalent

to Kane-Mele model. If we fully fill the first band, we can get topological (Chern)

insulator or quantum spin Hall insulator. When we fill up to certain fractional filling,

the strong interaction could lead to spontaneous time-reversal symmetry breaking,

giving rise to quantum anomalous Hall or fractional quantum anomalous Hall states.

In fact, the quantum anomalous Hall states[37] and signature of fractional quantum

anomalous Hall states[65] were discovered in TMD vdW materials recently.
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2.2.3 Interlayer excitons and moiré exciton complexes

For a vdW heterobilayer, the band alignment engineering is a knob to tune the

carrier type in the constituent layers[66, 67]. Table 2.1 shows the band edges for

WX2 and MoX2, generating two sets of band alignment, viz, type-II band alignment

(WSe2/MoSe2, Fig. 2.8a) and type-I band alignment (WS2/MoSe2, Fig. 2.8b). For

type-II band alignment, electrons and holes are located on different layers as the CBM

and VBM are at different layers, for example, holes in WSe2 layer and electrons in

MoSe2 layer for the WSe2/MoSe2 heterobilayer. In contrast, type-I band alignment

forces the electrons and holes on the same layer, for example, only MoSe2 layer for the

WS2/MoSe2 heterobilayer. Consequently, optical excitations are interlayer excitons

(IXs) in WSe2/MoSe2 and intralayer excitons (ML excitons) in WS2/MoSe2. What’s

more, the IXs have lower energy compared to the intralayer resonance according to

the band edges (Fig. 2.8a, d). The IX real space picture is shown in Fig. 2.8 c with

the electron and hole spatially separated into two layers, which form a permanent

out-of-plane dipole pointing from MoSe2 to WSe2. The dipole energy can be tuned

by external electric field, which will cause red- (or blue-) shifts when the E field is

aligned or anti-aligned to the dipole, as shown in Fig. 2.8e. However, as a result of

the layer separation, the electron and hole overlap of IXs is quite small compared to

intralayer excitons, and thus the oscillation strength (optical absorption and emission

rate) is two orders of magnitude smaller than the intralayer ones[68] and lifetime is

two orders of magnitude longer (∼ ns)[40]. Therefore, we usually generate IXs by

exciting at the intralayer resonances and ultrafast charge transfer (< 50 fs) brings

electrons or holes to the lower energy layer to form IXs[45, 69]. As we can observe

in Fig. 2.8f, both MoSe2 and WSe2 intralayer resonances generate high density of

IXs. During the charge transfer process, the valley index is usually conserved, and

hence the IXs are valley polarized with a long valley lifetime[41, 70]. One of current

application of the IXs is the excitonic circuit, which relies on the fact that spatially
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varied E field coupled to the IX dipole moment can create a potential gradient to

transport the IXs[42, 44, 71, 72].
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Figure 2.8: Interlayer excitons. a. Type-II alignment for WSe2/MoSe2. b. Type-I
alignment for WS2/MoSe2. c. Real space exciton in WSe2/MoSe2 heterobilayer. The
electron and hole in the exciton are separated in MoSe2 and WSe2, respectively, form-
ing a permanent out-of-plane dipole. The dipole energy is tunable by out-of-plane
electric field E. d. Normalized photoluminescence (PL) spectra. Top: Emission from
defect band (DX) and exciton X0 (∼1750 meV) dominates in WSe2. Middle: Mono-
layer MoSe2 shows two prominent peaks at 1658 meV and 1628 meV, corresponding
to neutral exciton X0 and trion XT , respectively. Bottom: Emission from interlayer
excitons appears at lower energy (1250 - 1450 meV). e. The electric field dependence
of the IX PL emission energy. f. Photoluminescence excitation (PLE) spectroscopy
of IXs show MoSe2 intralayer resonance (1640 meV) and WSe2 intralayer resonance
(1730 meV).

Next, we need to include the moiré effect on the excitonic states for vdW het-

erostructures with small twist angle or lattice mismatch. As the conduction and

valence bands are both subjected to the moiré potential, the optical excitations from
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band edge transitions will be also modulated, yielding moiré excitonic bands. De-

pending on the modulated conduction and valence bands are from the same layer or

individual layers, the moiré intralayer and interlayer excitons are formed. The exciton

Hamiltonian for both cases are simplified as,

H = H0 + ∆(r) (2.18)

where H0 is the intralayer or interlayer exciton low-energy effective Hamiltonian with-

out moiré potential, ∆(r) =
∑6

j=1 V (Gj)e
iGj ·r is the effective moiré potential. The

low energy effective Hamiltonian includes exciton transition energy constant ℏΩ0 and

the kinetic energy ℏ2Q2/2M , where Q is the exciton center-of-mass momentum and

M = me +mh is the total exciton mass. The explicit form is:

Intra : H0 =

(
ℏΩ0 +

ℏ2Q2

2M

)
τ0 + J |Q|τ0 + J |Q|[cos(2ϕQ)τx + sin(2ϕQ)τy],

Inter : H0 =

(
ℏΩ0 +

ℏ2Q2

2M

)
, (2.19)

The additional term for intralayer exciton is the electron-hole (e − h) Coulomb in-

teraction exchange part J , which is quenched for interlayer excitons because of small

e− h overlap[73]. τ0, τx, τy are the Pauli matrices for valley pseudospin and ϕQ is the

angle between Q and x̂.

We first focus on the intralayer exciton Hamiltonian which has a distinct form from

the electronic one (Equation (2.12)). In order to diagonalize the total Hamiltonian, we

adopt plane wave representation as in the Equation (2.13). After plugging the DFT

fitted potential V1 = V (G1) = V eiϕ, (V, ϕ) = (1.4 meV, 98.6◦) and M = 1.3 m0 for

AA stacked WS2/MoS2 into the equation, we can obtain the moiré intralayer excitonic

band in Fig. 2.9a[74]. Then we can calculate the optical absorption (conductivity)
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using the following equation:

Reσ(ω) ≈ 1

2
Reσ(0)(Ω0)

∑
n

|
∑
α=±

⟨χn|K(0)
α ⟩|2 η2

ℏ2(ω − ωn)2 + η2
,

where the |K(0)
α ⟩ and Reσ(0)(Ω0) are the valley Kα exciton eigenstates and optical

conductivity with zero twist angle. ωn and χn are the eigenvalues and eigenstates at

γ point and η is the linewidth. The calculated optical conductivity in Fig. 2.9b also

shows multiple resonances, labeled as red dots in Fig. 2.9a. These new resonances

appearing at higher energy can be understood by the exciton Umklapp process that

brings the momentum finite excitons into the light cone at γ point, which has been

observed in WSe2/WS2 heterobilayer as shown in Fig. 2.9d[32, 30].

Next, we calculate the interlayer excitonic bands following the same procedure.

By substituting the potential (V, ϕ) = (12.4 meV, 81.5◦) and total exciton mass M =

0.76 m0 into the IX Hamiltonian, the calculated bands are shown in Fig. 2.9c[75, 76]

with the similar multi-resonance feature at γ point. Besides, the optical selection rules

are also modulated to be registry-dependent as the optical transition is mediated by

the interlayer coupling that depends on the local registries[77, 78, 75]. There are three

high-symmetry points in AA or AB stacking samples where the IXs can couple to light

through distinct optical selection rules (Fig. 2.6e, f)[43, 50, 77, 78]. Furthermore, the

magnetic field dependence of the IX energies (i.e., Zeeman effect, quantified by Landé

g factor) also depends on stacking order and registries. For example, MX (MM) in

AA stacking has a g factor of 6 (-6) while MX in AB stacking has a g factor of -16

[31, 43, 50]. The much larger g factor of AB stacking is because the spin and valley-

related orbital magnetic moment are not canceled out for CBM and VBM in opposite

valleys.

Previous discussions on moiré excitons suppose that electron and hole parts are

in the same potential trap, so we can apply continuum model to the moiré excitons.
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However, the large-scale first principle calculation unveils both charge-transfer in-

tralayer (Fig. 2.9e)[79] and interlayer excitons (Fig. 2.9f)[80], where electron and

hole wavefunctions are localized at different registries. The charge-transfer interlayer

excitons can further bind neighboring charges to form an intercell moiré excitons[80].
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Figure 2.9: Moiré excitons. a, b. Calculated moiré intralayer exciton bands (a)
and optical absorption (b) for 1.5◦ twisted WS2/Mo2. The red dots are bright exci-
tons. The Umklapp process brings momentum dark intralayer excitons to be bright.
c. Calculated moiré interlayer exciton bands for 1.5◦ twisted WS2/Mo2. The Umk-
lapp process brings momentum dark interlayer excitons to be in the light cones. d.
The doping dependent reflectance contrast spectra show multi intralayer exciton reso-
nances in AA stacked WSe2/WS2. e. Schematic of the electron and hole wavefunction
for the highest-energy intralayer exciton resonance (∼1770 meV, white arrow peak
in d), signifying a charge-transfer intralayer exciton. f. Schematic of the electron
and hole wavefunction for interlayer excitons in AB stacked WSe2/WS2, suggesting
a charge-transfer interlayer exciton.

2.2.4 Excitonic insulator

We note that optically excited excitons are non-equilibrium states. Equilibrium ex-

citons are strongly bound electrons and holes at ground states. Such ground state



32

excitons were proposed to form in two regimes: small band overlap semimetals with

negative charge gap (Bardeen–Cooper–Schrieffer regime) and small bandgap semicon-

ductors with positive charge gap (Bose-Einstein condensate regime)[81]. As charges

are bound to be excitons, the whole system is in a non-conducting state, called an

excitonic insulator. In the first regime, at a certain Fermi level, one band is filled

with electrons and the other band is filled with the same amount of holes so that all

electrons and holes are bound to be neutral excitons and the system is insulating. In

the second regime, the bandgap is smaller than the binding energy of excitons so that

the fully filled valence band is unstable against the formation of excitons, leading to

the excitonic insulator phase.

The excitonic insulator phase can be created in vdW heterostructures through

electrostatic injection, either by both electron and hole injection (doping) into two

separate layers[82, 83] or by particle-hole transformation [84, 85, 86] (Fig. 2.10).

Both methods use a thin hBN to suppress the single particle tunneling. The first

method attains a charge gap smaller than the exciton binding energy by applying an

electric field E and a voltage bias Vb (Fig. 2.10a, b). E changes the band alignment

and Vb changes the chemical potential. The charge gap of interlayer excitons is then

reduced to be smaller than the binding energy, inducing an excitonic insulator state.

The second method is realized in a Coulomb-coupled moiré-monolayer system at a

total filling factor of νtotal = 1 (Fig. 2.10c). Applying an out-of-plane E field allows

the hole filling to be 1-δ in the moiré bilayer and δ in the monolayer. Consider the

hole filling ν = 1 in moiré bilayer as the new vacuum and particle-hole transform

the empty sites in the moiré bilayer to be electrons, which bind the holes in the

monolayer to be excitons. The exciton binding energy is the energy to dissociate

an exciton by separating the hole and transformed electron, equivalent to placing

a hole at the empty site and creating a doublon. In the limit of interlayer spacing

much smaller than moiré length (d ≪ aM), the binding energy of such excitons can



33

be estimated as the on-site Coulomb repulsion (∼50 meV)[84]. The total filling of

νtotal = 1 is charge incompressible with electric field tunable exciton density, which

is the thermodynamic evidence of excitonic insulators. Excitonic insulators are long-

lived ground state excitons, promising for the investigation of Bose-Hubbard model

and BCS-BEC crossover[87].
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Figure 2.10: Excitonic insulators in vdW heterostructures. a. An excitonic insulator
formed by electrons and holes injection into two layers separated by a thin hBN with
both an electric field E and bias Vb. The hBN is used to suppress the electron and
hole tunneling and thus their recombination. b. E (green arrow) changes the band
alignment (dashed lines) and Vb changes the chemical potential (dash-dotted lines).
The overall effect is the reduced charge gap of interlayer excitons. When the charge
gap is smaller than the binding energy, an excitonic insulator is formed. c. An
excitonic insulator formed by particle-hole transformation. The total hole filling is
νtotal = 1, with the hole filling 1-δ in the moiré TMD heterobilayer and δ in the ML
TMD. In the moiré bilayer, consider the hole filling ν = 1 as the new vacuum and
convert the empty sites to electrons (filling δ) by particle-hole transformation. The
holes in the ML TMD are bound to electrons in the moiré bilayer to form excitonic
insulators with E-dependent exciton density δ. Figures are adapted from Ref. [82, 84].
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Chapter 3

Experimental Methods

In this chapter, I will introduce the experimental and technical requirements for

the experimental results presented in Chapter 4-7. A detailed description of sample

fabrication and optical measurements is provided. Fabrication of reproducible high-

quality samples is one of the most important things for vdW heterostructure research.

3.1 PDMS-based all dry transfer

5%H2/95% N2

Connected to 

a scroll pump

Quartz boat for 

the sample

Furnace

Camera

Stacking stage
Sample stage

White light

Scotch 

Tape 
Nitto tape

Objective

PDMS

a b

Figure 3.1: PDMS-based transfer (a) and annealing (b) setup.

The polydimethylsiloxane (PDMS)-based dry transfer is one of the first tech-
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niques to stack the TMD vdW heterostructures[88]. The entire process includes

TMD flake exfoliation, substrate preparation, TMD flake transfer and sample an-

nealing (Fig. 3.1), as described below:

Step 1: Exfoliate TMD flakes on the PDMS film. Cut a PDMS square (1×1 cm)

from the Gel-Pak PF film with 6.5 mil thickness and place it on a clean glass slide

without bubbles. Next, use the blue Nitto tape to remove a small piece from bulk

TMDs, graphite (NGS) or hBN and copy the small piece into a reasonable area. Press

the blue tape on the PDMS and ensure the interface is flat. Wait several hours before

peeling off the tape and check the exfoliated monolayer or few layers on the PDMS

under the microscopy. The thickness of the flakes is identified by the optical contrast

or AFM.

Step 2: Pattern the electrodes on the substrate by electron beam lithography (EBL).

First, we need to spin coat the clean silicon (Si) substrate following two steps: (1)

Dispense MMA onto the silicon substrate, rotate it on a spinner (3000 rpm 35 s/7000

rpm 5 s) and bake at 150 ◦C for one minute. (2) Dispense PMMA onto the silicon

substrate, rotate it on a spinner (3000 rpm 35 s/7000 rpm 5 s) and bake at 150

◦C for three minutes. After spin coating the polymer layers, use scanning electron

microscopy (SEM) to determine the specimen current for different structures and

also focus on the sample. EBL is then utilized to inject electrons into the polymer

following the CAD-designed pattern. Thereafter, the silicon substrate is immersed

into MIBK:IPA (1:1, or 3:1 for fine structures) developer for 15-18 seconds and cleaned

by IPA to expose the pattern. In the end, utilize thermal evaporation to deposit 5

nm Cr/85 nm Au on the substrates and then put them into acetone to lift off the

extra gold.

Step 3: Transfer the TMD flakes on the substrate with as-patterned electrodes.

First, prepare the stamp with target flakes as in Fig. 3.3 a and fix it on the stacking

stage as in Fig. 3.1a. Then, we attach the substrate to the rotatory sample stage.
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Use the white light and camera to find the flakes and substrate, and keep tracking

the distance between them when lowering the height of the flake stamp. When the

stamp and substrate start to touch, slowly make the touch area cover the target flake.

Wait for half an hour and then slowly level up the stamp until it is detached from

the substrate. We can find the flakes are now transferred to the substrate. Repeat

this transfer process until we have stacked all flakes. This transfer process follows a

bottom-up order, starting from the bottommost flake to the topmost flake.

Step 4: Anneal the sample in 5% H2/95% N2 at 125◦C for 2 h. This is to form a good

interface between flakes as the polymer residue within the interface aggregates and

leaves other parts clean. Without annealing, there is no interlayer exciton emission

from the PDMS-stacked vdW heterostructures. The annealing is conducted in the

furnace (Fig. 3.1 b). Assure to open the gas valve slowly so that the dust will not be

blown to the substrate.

Step 5: Wire bond the electrodes to the chip carrier. A chip carrier consists of

a copper plate fit to the piezoelectric stage and a printed circuit board (PCB) with

soldered pins grounded on an anti-static foam. Sapphire is used to space the substrate

and the chip carrier. The sample substrate is fixed on the sapphire by silver paste.

Wait for the silver paste to be dry, and wire bond the electrodes on the substrate to

the PCB.

3.2 PC-based pick-up technique

The polycarbonate (PC)-based pick-up technique is a new techinque[89] to fabricate

vdW heterostructure with a much cleaner interface compared to PDMS-based trans-

fer. The pick-up setup consists of the motorized stacking arm and sample stage with

a temperature controller module in the glovebox (Fig. 3.2). Though PDMS-based

transfer has no temperature requirements, the PC-based transfer requires elevated
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Figure 3.2: Pick-up transfer setup.

temperature so we need an additional temperature controller. The glovebox can

avoid the degradation of TMD flakes in the atmosphere and prevent dust contamina-

tion. The complete procedure to fabricate a sample via PC-based pick-up technique

is as below:

Step 1: Cut the silicon wafer using a diamond cut pen. Cut a clean scratch on the

wafer edge and knock half of the wafer off on a glass slide along its edge. Use nitrogen

to blow the silicon substrates without IPA or acetone. The Si substrate has 285 or

300 nm SiO2 on top of the heavily p-doped Si (University Wafer).

Step 2: Exfoliate monolayer TMDs, few-layer graphite and 20-40 nm hBN on the

clean Si substrate using Scotch tape. Press very hard for TMD flakes and heat at 100

◦C for 3 minutes. Wait for the substrate to cool down to room temperature and then

slowly peel off the tape.

Step 3: Pattern the electrodes on the substrate by EBL following the same procedure

in PDMS transfer.

Step 4: Make a stamp with PC film on top of PDMS droplet or PPC droplet/PDMS

square. The schematic of two kinds of stamps is shown in Fig. 3.3b, c. The PDMS
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Figure 3.3: PDMS or PC based sample fabrication. a. The stamp for PDMS-based
all-dry transfer technique. The exfoliated ML TMDs are on the thin PDMS, which is
placed on top of the thick PDMS to produce a curvature. The Scotch tape is used to
fix the thin PDMS. b. The PC/PDMS droplet stamp for pick-up. c. The PC/PPC
droplet/PDMS stamp for pick-up. d. Schematic of picking up the top graphite or
top hBN at 70-80 ◦C. e. Schematic of picking up the TMDs and other remaining
layers at 40 ◦C. f. Schematic of dropping down the whole stack on the substrate with
pre-patterned electrodes at 170 ◦C. The PC is melted on the stack, which needs to
be removed in the chloroform bath.
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droplet is made by heating mixed standard curing agent and base (1:10) in the oven

(>150 ◦C ) for > 30 mins. As for PPC droplet/PDMS square, PDMS square (1x1

mm) is from Gel-Pak PF film with 17 mil thickness and PPC droplet is obtained by

heating the PPC solution (anisole, >20%) on the PDMS square for 1-3 min at 120

◦C. To prepare the PC film, place a clean glass slide on the cleanroom paper, add

a few drops of 6% PC solution (dissolved in chloroform, mass ratio), and then place

another clean glass slide on top of the solution. After pressing slightly to spread the

solution between the two slides, slide them apart and let dry for 10 mins. Use Scotch

tape and a razer to select a circle or square of the PC film and attach it to the PDMS

droplet or PPC droplet. Make sure to have enough tension when attaching the PC

film, since large tension can help prevent ripples. If the PDMS droplet is not clean,

use another commercial PDMS square on the PDMS droplet. Put the whole stamp

into the vacuum chamber for several hours to avoid detachment during pick-up.

Step 5: Design the heterostructures using a vector graphics design software (InkScape)

by extracting all the edges of the relevant flakes and placing them in the desired po-

sitions. Make sure the top graphite gate, bottom graphite gate and contact positions

are reasonable. Separate top and bottom gates by TMDs and hBN could increase the

accessible voltage range.

Step 6: Stack the vdW heterostructure onto the substrate with pre-patterned elec-

trodes. In the beginning, pick up the bottom hBN (Fig. 3.3d, 70-80 ◦C for PC/PDMS

and 60-70 ◦C for PC/PPC/PDMS) and bottom graphite (Fig. 3.3e, 40 ◦C), and drop

them down on a Si substrate with pre-patterned electrodes(Fig. 3.3f, PC films de-

tached at 130-150 ◦C, and peeled off at 170 ◦C or melted at 170 ◦C and then lift up

with a faster speed µm/s). Immerse the dropped-down hBN and bottom graphite

into chloroform to dissolve PC film and then anneal in 5% H2/95% N2 at 350◦C for 3

hours to remove the PC residue. Afterward, pick top graphite/top hBN/other layers

at 40 ◦C or room temperature and drop down the whole stack on the bottom hBN
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and bottom graphite at 170 ◦C. After finishing the drop-down of the sample, dissolve

the PC and PPC in the chloroform bath overnight and use a nitrogen gun to gently

blow dry normally to the sample substrate to avoid accidental folding. During the

pick-up, match the design in InkScape with 10% magnification to 20× in the camera

with 100% magnification. It is better to keep the temperature the same during the

pick-up process, or else the thermal expansion or contraction could deform the stamp

(we can keep the substrate at the center of the sample holder to reduce this effect).

After heating up to 80 ◦C, it could cause the deformation of the PPC stamp when

we are trying pickup at that high temperature or wrinkles on the PC when returning

to a lower temperature.

Step 7: Wire bond the electrodes to the chip carrier and load the sample into the

cryostat for optical and electrical measurements. When we load the sample, ground

ourselves to avoid static discharge and clean the chamber to ensure a clean high-

vacuum environment for the measurements.

3.3 Cryogenic optical measurement setup

We use two home-built, low-temperature (∼4 K) microscope setups for optical mea-

surements. One is a closed-cycle cryostat (AttoDry 800) with electrical connection

(Fig. 3.4); another cryostat (BlueFors cryogenics) is with both magnetic field from -8

T to +8 T and electrical connection (Fig. 3.5). A piezoelectric controller (Attocube

systems) is used to position the sample. We use an achromatic lens (NA = 0.42 for

AttoDry 800 and NA = 0.63 for BlueFors cryogenics) to collect the PL emission or re-

flected white light and send it to a high-resolution (focal length: 500 mm for AttoDry

800 and 750 mm for BlueFors cryogenics) spectrometer (Princeton Instrument HR-

500 for AttoDry 800 and Princeton Instruments SP-2750 for BlueFors cryogenics).

The signal is dispersed by a 1200 g/mm (for localized excitons) or 300 g/m grating
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(for free excitons) blazed at 750 nm. The PL detector is a charge-coupled device

(Princeton Instrument PIXIS-400 CCD for AttoDry 800 and PyLoN CCD for Blue-

Fors cryogenics). For continuous-wave (CW) photoluminescence (PL) measurements,

the excitation laser is a MSquared mode-hop-free tunable CW Ti:Sapphire laser with

a resolution of 0.1 pm or a HeNe laser with a fixed wavelength of 632.8nm. The

Ti:Sapphire (HeNe) laser has a spot size of ∼ 1 µm (∼ 2 µm). For reflectance con-

trast measurements, a halogen lamp (Thorlabs SLS201L) or 740 nm LED (Thorlabs

M740F2) serves as the white light source. The incident laser polarization is controlled

by using a polarizer together with a quarter waveplate for Attodry setup, while it is

controlled by using a polarizer together with a liquid crystal variable retarder for

Bluefors setup. Polarization-resolved measurements are performed by using a λ/4

waveplate (achromatic, 690-1200 nm) placed before a Wollaston prism. Circularly

polarized emission is converted into linearly polarized light through the λ/4 wave-

plate. The s- and p- components of linear polarized light are then displaced by the

Wollaston prism. Another achromatic λ/4 waveplate is placed after the Wollaston

prism to convert the linearly polarized light into a circularly polarized signal, in order

to avoid the sensitivity to the grating efficiency.

For time-resolved PL measurements, typically for lifetime measurements, we use

640 nm ps pulse laser (Picoquant LDH-640) as the excitation. The PL emission is then

spectral filtered and directed to an avalanche photodiode (APD). The APD electrical

signal together with the pulse laser synchronization signal is sent to a time-correlated

single photon counting system (TCSPC, PickHarp 300), in order to acquire the time

evolution of emitted photon number and extract the lifetime.

In all measurements, the magnetic field B is applied perpendicular to the plane

of the sample with a resolution of 1 mT. The DC voltage is applied to the graphite

gates with Keithley 2400 sourcemeters. If we need to modulate the voltage input

(AC+DC), we use an arbitrary waveform generator (Agilent 33220 A) to apply the
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voltage to the sample, which is synchronized with a lock-in amplifier (SR830). The

voltage modulated optical signal is collected by a photodiode and sent to the lock-in

amplifier for high signal-to-noise ratio.
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Chapter 4

Few-body Interactions in 2D

Materials

In this chapter, I will present the experimental observation of few-body interactions

in a WSe2/MoSe2 heterobilayer. By trapping the IXs to be localized dipoles, we

find the repulsive dipole-dipole interactions between them are an order of magnitude

larger than the emission linewidth, giving rise to strong quantum nonlinearity. The

main findings presented in this chapter are published in Nature Materials[1].

4.1 Previous measurements on localized interlayer

excitons

In Chapter 2, we have introduced that the localized intralayer exciton in ML TMDs

is a single photon source with sharp linewidths, which however has no permanent

out-of-plane dipole moment. On the other hand, interlayer excitons have perma-

nent out-of-plane dipole moment, the energy of which is highly tunable by elec-

tric field. Combining these two ingredients, localized interlayer excitons (IXs) are

good candidates to study few-body interactions between single dipoles with tun-
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able emission energy in a perpendicular electric field. Recently, observation of lo-

calized IXs with sharp linewidth was reported in vdW heterostructures, especially

in WSe2/MoSe2[31]. The stacking order dependent circular polarization and g fac-

tor (defined as 1
µBB

(EK − EK′)) suggest the IXs are moiré trapped excitons, instead

of defect trapped excitons [31, 90]. As shown in Fig. 4.1, AA stacking produces

localized IXs with cross-polarized emission and g factor of 6.86, while AB stacking

produces localized IXs with co-polarized emission and g factor of -16.11. Further-

more, the second-order quantum coherence function g(2) shows anti-bunching with a

value smaller than 0.5, indicating that localized IXs are single photon emitters[91].

d e f

a b c

𝜎− 𝑒𝑥𝑐 𝜎+ 𝑒𝑥𝑐

𝜎− 𝑒𝑥𝑐 𝜎+ 𝑒𝑥𝑐

Figure 4.1: Polarization resolved and magneto-PL dependence of PL spectra in AA
and AB stacking WSe2/MoSe2. a, b. σ− (a) and σ+-polarized (b) excitation show
that the neutral top dipoles are cross-polarized at B = 0 for AA stacking. c. Zeeman
splitting of a quantum emitter versus B yields a g-factor of 6.86 for AA stacking. (d,
e.) σ− and d, e. σ− (d) and σ+-polarized (e) excitation show that the neutral top
dipoles are co-polarized at B = 0 for AA stacking. f. The Zeeman splitting versus
B under linear excitation gives a g-factor of -16.11 for AB stacking. The excitation
laser energy is at 1.70 eV and 100 nW for AA stacking and 600 nW for AB stacking.
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4.2 Experimental details

10 µm
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MoSe2
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MoSe2

WSe2

a b c
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SiO2

Nanopillars

MoSe2/WSe2

Figure 4.2: Sample design (a) and pictures (b, c). Monolayer WSe2 (MoSe2) is
outlined in orange (yellow) dashed line.

In order to obtain localized IXs, we fabricated a WSe2/MoSe2 heterobilayer on top

of nano-pillars (Fig. 4.2a). We use electron beam lithography and thermal evapora-

tion to fabricate the pillar arrays (5 nm Cr/85 nm Au) on 300 nm SiO2/Si substrates.

A thin layer of SiO2 (3 nm) is subsequently deposited on pillars by using atomic layer

deposition as the spacer to avoid the quenching of the PL emission. We transfer

the mechanically exfoliated samples by PDMS-based dry transfer method on the as-

patterned pillars, with monolayer WSe2 (HQ graphene) on top of monolayer MoSe2

(HQ graphene) as shown in Fig. 4.2b. The MoSe2/WSe2 sample with electrical con-

tacts is further encapsulated between two hexagonal boron nitride (HQ graphene)

layers with graphite (NGS) top and bottom gates (Fig. 4.2c). After the stacking,

both samples are annealed in 5% H2/95% N2 at 125◦C for 2 h.

To find localized IXs in our samples, we conduct low-temperature (∼ 4 K) PL

measurements using quasi-resonant excitation close to the WSe2 or MoSe2 intralayer

resonance. The excitation power is as low as ∼ nW, since single quantum emitters can

easily saturate at µW. After spatially scanning the whole sample, we find localized

emission in the IX emission energy range with as sharp linewidth as 110 µeV (Fig.

4.3a, b). Moreover, the time traces of these sharp emission peaks exhibit spectral
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jittering that is characteristic of localized quantum emitters (Fig. 4.3c). Furthermore,

the PLE measurement (Fig. 4.3d) and electric field induced Stark shift (Fig. 4.3e) are

as expected for an IX, comprising electron in the MoSe2 (bottom layer) and hole in the

WSe2 (top layer). The Stark shift rate of ∼400 meV/nm·V−1 gives the dipole moment

of 0.7 e·nm, consistent with the interlayer distance. The above observations establish

that we have observed localized IXs with out-of-plane dipole moments. Their energy

can be tuned by more than 100 times their linewidth via applying E field, which

is hard to realize for ML quantum emitters. We note that the localized IX emission

energies are distributed in a range of 1250-1450 meV, possibly resulting from the local

strain variation.

a

c

b

d

WSe2

MoSe2

e

Figure 4.3: Localized IXs in WSe2/MoSe2 at low temperature. a, b PL spectra
of localized IXs showing sharp linewidths of ∼110 µeV (a) and ∼150 µeV (b).c,
Time dependent PL emission of localized IXs. d, PLE of localized emitters. All the
quantum emitters show local resonances around ∼1640 meV (MoSe2 resonance) and
∼ 1730 meV (WSe2 resonance). e, Electric field tuning of a localized IX. As the gate
voltage sweeps from -2 to +2 V, the localized IX at ∼1380 meV exhibits a red shift
of ∼20 meV, confirming the existence of an out-of-plane dipole moment.
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4.3 Observation of repulsive dipole-dipole interac-

tions between localized IXs
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Figure 4.4: Dipole-dipole interactions between localized IXs. a. Energy diagram of
localized interlayer optical excitation for single (IX) and double occupancy or biexci-
ton (IXX) in a potential well. The energy of IXX (|IXX⟩ → |IX⟩) is increased by an
on-site dipole-dipole interaction Uon−site

dd compared to IX energy (|IX⟩ → |g⟩). b, c.
Time dependence of PL emission from localized IX and IXX at two sample positions.
White arrows and dotted circles highlight the same spectral jittering patterns from
IX1-IXX1 (b) and IX2-IXX2 (c), indicating that they originate from the same po-
tential well. d. PL spectra of IX2-IXX2 under different excitation powers. Only IX2
exists at low power (12 nW, left). Biexciton IXX2 shows up at intermediate power
(84 nW, middle) and dominates at high power (180 nW, right). e. Power dependence
of integrated PL intensity for IX2-IXX2. The fitting was done with a power law func-
tion, I ∝ Pα. α is 2.03 for IXX2, which is twice of 0.97 for IX2 and consistent with
biexciton assignment. The excitation wavelength λ = 745 nm in panel b-d. Incident
power P = 20 nW in panel b, and P = 250 nW in panel c.

As each localized IX is considered as a single dipole, we can investigate dipole–dipole

interactions by adding one or more additional IXs into the same potential well. The
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physical picture is illustrated in Fig. 4.4a. If we add one more IX in the trap occu-

pied by another IX to form a biexciton state, compared to a single excitation (|IX⟩)

with energy EX , there is an additional on-site energy cost (Uon−site
dd ) arising from

the repulsive dipole-dipole interaction between two IXs. Therefore, the magnitude of

such interaction is manifested in the energy difference between the single and double

occupancy states, given by

Uon−site
dd =

1

4πϵ0ϵr
(
2e2

r
− 2e2√

r2 + d2
) ≈ (ed)2

4πϵ0ϵrr3
, (4.1)

where d is the interlayer spacing and r is the inter-dipole distance. There is a contact

term that we ignore here because we assume the distance between the two dipoles is

much larger than the d (0.7 nm) (strongly bounded exciton), which is true for a moiré

trap (5-10 nm). For certain tight confinement of IXs, we could reach a regime where

effective dipole–dipole interaction(Udd) is larger than the linewidth, reminiscent of

dipole blockade in Rydberg atoms [92]. This implies a quantum nonlinearity where

the presence of merely one additional exciton drastically modifies the optical response.

To test whether we are in such a regime, we increase the exciton densities by

ramping up the excitation laser power. With increased excitation power, Fig. 4.4b,

c are the time-trace PL emission at sample position Pos 1 and Pos 2, respectively.

For both positions, two peaks with 2 meV energy spacing show the same spectral

jittering pattern (∼1360 and ∼1362 meV for Pos 1, ∼1364 and ∼1365 meV for Pos

2), as highlighted by white arrows and dotted circles. This behavior suggests that

the two peaks belong to the excitations in the same trap. A similar synchronized

jittering feature with varied energy spacing from 1 to 5 meV is also observed in

other positions (see Appendix B). However, this is not a shared feature by all the

peaks in the spectra, as evident by the distinct jittering pattern of the lowest-energy

peak in Fig. 4.4c. The simultaneously jittering two-peak structure can be exciton
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complexes, such as charged exciton and biexciton, which can be distinguished by

excitation power-dependence of emission intensity (Fig. 4.4d). The power-dependent

PL spectra show that only the red peak exists at the lowest power (12 nW) and the

blue peak appears at intermediate power (84 nW) and dominate at higher power,

suggesting that the blue peak is possibly a biexciton. We thus assign the red and

blue peaks as IX and IXX, respectively. We further plot the integrated intensity of

each PL emission peak as a function of excitation power, and fit the data with a

power law function, I ∝ Pα (Fig. 4.4e). The red peak IX2 exhibits a linear power-law

behavior with αX = 0.97 ± 0.16 before the saturation, and the blue peak IXX2 shows

a super-linear power dependence with αXX = 2.03 ± 0.27. The super-linear power

dependence of the blue peak (I ∝ P 2αX ) is consistent with our assignment that the

blue peak is a biexciton.

a b

Figure 4.5: Fitted power-dependent intensities of IX2/IXX2 (a) and IX4/IXX4 (b).

Due to the limited data points before the saturation, we consider a three-level

rate-equation model to capture the saturation behavior[93, 94]. The three levels are
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the ground state (N0), interlayer exciton state (NIX) and biexciton state (NIXX). As

we are assuming the localized interlayer exciton to be a single photon emitter, the

occupation number N0, NIX , NIXX become occupation probability ρ0, ρIX , ρIXX .

Under excitation power Pexc, the rate equations that determine the probabilities of

excitons IX and biexciton IXX are given by,

∂ρIX
∂t

= −ρIX
τIX

− aρIX +
ρIXX

τIXX

+ aρ0,

∂ρIXX

∂t
= −ρIXX

τIXX

+ aρIX ,

where τIX , τIXX are the radiative recombination lifetimes of IX and IXX. a is the

generation rate, which is proportional to Pexc through a scaling factor b such that,

a = bPexc. The total occupation probability is normalized to unity -

ρ0 + ρIX + ρIXX = 1.

To capture the power dependence with a minimalistic model, we ignore any non-

radiative decay. Solving the above equations for stationary states, we can get the PL

intensity of IX and IXX as -

I(IX) = c
ρIX
τIX

=
ca

1 + aτIX + a2τIXτIXX

,

I(IXX) = c
ρIXX

τIXX

=
ca2τIX

1 + aτIX + a2τIXτIXX

,

where c relates the number of excitons/biexcitons to the experimentally measured

intensities. Besides the scaling factors b and c, the only parameter in the model is

the ratio of τIX to τIXX which is a free parameter and is assumed to be close to

unity. In the low power regime (a is small), the intensities of IX and IXX scale with

Pexc and P 2
exc, respectively. This is consistent with the power law fitting for IX2-IXX2

(Fig. 4.4e). In the high-power regime (a is large), the IX intensity saturates and starts
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to decrease, while the IXX intensity increases at the expense of IX and eventually

saturates as well. By taking adequate b, c and reasonable τIX , τIXX (∼ 1), we find

the calculated intensities from rate equations can reasonably fit our experimental

results of IX2-IXX2 (IX4-IXX4) with τIXX/τIX = 1.2 (1.5) (Fig. 4.5), confirming our

assignment of exciton and biexciton peaks.

Having confirmed that the red and blue peaks are single and double occupancy,

the energy spacing between them is then the on-site dipole-dipole repulsion Udd

(Fig. 4.4a). Udd ∼2 meV is one order of magnitude larger than the linewidth 0.1

meV, signifying that we are in the strong non-linearity regime. One interesting ques-

tion arising from the blueshift is whether we can call such a double occupancy state

as a biexciton. Qualitatively speaking, the motion of the two residing excitons gets

correlated due to repulsive interactions so it is reasonable to call it as a biexciton.

To be more specific, the centre-of-mass wavefunction of each exciton is squeezed to

avoid overlap and lower the dipolar repulsion. The modified COM wavefunction of

each exciton is no longer that of the ground state but has weight from higher energy

excited states. The different energy spacing (1-5 meV) between exciton and biexciton

(see Appendix B) indicates that the dipolar interaction varies among different local-

ized interlayer excitons. As the dipole moment can be assumed to be constant given

by the separation of 0.7 nm between the two monolayers, variation in Udd must arise

from difference in confinement lengths and consequently interexcitonic distances. To

estimate the confinement length from Udd, we assume that the interlayer excitons are

confined in a harmonic trap with a width larger than the excitonic Bohr radius such

that the dipoles can be treated as point particles and their dipole-dipole interaction

is Udd ≈ (ed)2

4πϵ0ϵrr3
.

Our simple classical electrostatic model is based on the Ref. [95]. Both the kinetic

energy and the overlap of the excitonic wavefunctions are neglected, so the total
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Figure 4.6: Configurations of exciton and biexciton in the harmonic potential well. a.
Wave packet configurations of exciton and biexciton. l is the confinement length of
the potential well. Req,IXX is the distance from center of the well to either exciton in
the biexciton configuration. b. Point particle configurations of exciton and biexciton.

exciton energy in a parabolic trap is given by

ENIX = NE0
IX +

∑
i

MΩ2

2
r2i +

∑
i<j,i,j=1,...,N

t2

4πϵ0ϵrr3i,j
, (4.2)

where N is the number of excitons, E0
IX is the optical energy of the exciton, Ω is the

characteristic confinement frequency of an exciton in the trap. M = m∗
e + m∗

h is the

total exciton mass, t = e · d is the dipole moment, ri is the coordinate of i-exciton,

and ri,j is the distance between i-, j-exciton. In order to calculate the emission energy

of biexciton, we only need to consider the single exciton and biexciton energies

EIX = E0
IX +

MΩ2

2
r21,

EIXX = 2E0
IX +

MΩ2r21
2

+
MΩ2r22

2
+

t2

4πϵ0ϵrr31,2
.

The emission energies (or PL peak energies) of exciton and biexciton are given by the

transition from the single exciton state to the ground state and the biexciton state
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to the single exciton state, respectively,

ℏωIX = E10 = EIX,min,

ℏωIXX = E21 = EIXX,min − EIX,min,

where the EIX,min, EIXX,min are the minima of EIX , EIXX , that is, the ground states

of IX and IXX, respectively. As shown in Fig. 4.6, the ground state of IX means

the exciton stays at the lowest potential energy; for the biexciton IXX, due to the

repulsive on-site dipole-dipole interaction (Udd) between two excitons, the ground

state corresponds to a diatomic geometry with r1 = −r2 = 1
2
r1,2 = RIXX ,

EIX,min = E0
IX ,

EIXX,min = 2E0
IX + Udd = 2E0

IX + 2
MΩ2R2

eq,IXX

2
+

t2

32πϵ0ϵrR3
eq,IXX

,

where Req,IXX = ( 3t2

64πϵ0ϵrMΩ2 )
1
5 is the solution for dEIXX

dRIXX
= 0. Plugging the Req,IXX

into above equations, we can get

ℏωIXX = E0
IX ,

ℏωIXX = E0
IX + Udd = E0

IX + [(
3

16
)
2
5 + (

1

6
)
3
5 ][

M3Ω6t4

(4πϵ0ϵr)2
]
1
5 .

Therefore, the energy spacing between the IX and IXX emission peaks is ∆E =

ℏωIXX − ℏωIX = E21 − E10 = Udd = [( 3
16

)
2
5 + (1

6
)
3
5 ][ M3Ω6t4

(4πϵ0ϵr)2
]
1
5 .

In the WSe2/MoSe2 heterobilayer, M = m∗
e + m∗

h ≈ 1.15m0, where m0 is the

electron bare mass [58, 96], t = 0.7 e·nm [41], ϵr ≈ (1 + 3.9)/2 = 2.45 [19] for the

SiO2 substrate. Considering the energy spacings ∆E in Fig. 4.4b, c from main text

are ∼ 2 meV, we obtain the parabolic confinement frequency Ω ∼ 2.51 meV. The

confinement frequency Ω is related to the confinement length l by Ω = ℏ
Ml2

, so the
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confinement length for our localized interlayer exciton is ∼ 5.1 nm. The interexcitonic

distance 2Req,IXX is calculated to be 7.1 nm using the same Ω. The Bohr radius aB for

IX is ∼ 1−2 nm[76], smaller than the confinement length as well as the interexcitonic

distance, which validates the model of rigid excitons.

4.4 Electric field tunability and valley dynamics

IX2 IXX2

𝑋+𝑋−

𝑋−𝑋+

𝑔

𝜎+𝜎−
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d e f

IX3
IXX3

Figure 4.7: Dipole moment and spin-valley structure of localized interlayer excitons
and biexcitons. a. Electric field dependent energy shifts of IX3 and IXX3. b, c.
Magnetic field dependent splitting of IX2 (b) and IXX2 (c). d. Energy diagram and
optical selection rule of IX and IXX. e, f. Polarization-resolved PL spectra of IX2
and IXX2 (highlighted in yellow dashed rectangles) at -2.0 T (e) and +1.5 T (f).

The aforementioned calculation assumes the localized biexciton and exciton carry

the same dipole moment set by the interlayer distance. Though the relaxation and

corrugation periodically modify the interlayer spacing, the variation (0.05 nm) is

much smaller than the interlayer distance (0.7 nm), so we can consider biexciton and

exciton carry similar dipole moment. The E field dependence in Fig. 4.7a shows that
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localized interlayer exciton IX3 and biexciton IXX3 exhibit the same E-tuning rate,

consistent with our assumption.

Besides an out-of-plane dipole, localized IXs and IXXs also have spin-valley degree

of freedom. Similar g factor for IX2 (gIX=6.57, Fig. 4.7b) and IXX2 (gIXX = 6.36,

Fig. 4.7c) suggests that they have the same magnetic moment coupled to spin-valley

index. Depending on the two exciton spin-valley indices in the IXX, the optical

transition helicity is varied. Following the optical selection rules[75, 76], localized IXs

in K or K’ valley (|X+⟩ or |X−⟩) couple to circularly-polarized light with opposite

helicity (σ±). Thus, IXX with opposite valley indices (|X+X−⟩) have cross-polarized

cascade emission when IXX with same valley indices (|X+X+⟩ or |X−X−⟩) emit co-

polarized cascade photons (Fig. 4.7d). Furthermore, the same valley IXX species are

triplet states with exciton-exciton exchange interaction, Uex, while the opposite valley

IXX species are singlet states without Uex. The wavefunction of the lowest energy

two-exciton state is antisymmetric in the spatial coordinates to minimize the dipolar

repulsion. The bosonic nature of the exciton then implies that the antisymmetric

singlet spin-valley configuration is more favorable. In other words, exciton-exciton

exchange interaction Uex is repulsive and raises the triplet energy (Fig. 4.7d). For a

localized biexciton, Uex is a two-body quantum exchange interaction, which can be

estimated involving the excitonic wavefunctions as discussed in Ref.[76],

Uex ∼
1

2π
(
a2B
w2

)Eb. (4.3)

Using the binding energy Eb = 0.2 eV, Bohr radius aB = 2 nm, interlayer spacing

d = 0.7 nm, and previously calculated interexcitonic distance w = 7.1 nm, we have

Uex ∼ 2.5 meV. |X+X+⟩ and |X−X−⟩ energies are 2.5 meV above |X+X−⟩, so they

are unfavorable under thermalization at low temperature. As we only observe one

biexciton peak, we tentatively suppose this peak is the lower energy |X+X−⟩ biexciton.
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To confirm that the biexciton peak corresponds to a spin-valley singlet configuration,

we perform polarization-resolved measurements under magnetic field B. With a finite

B, The degeneracy of |X+X+⟩ and |X−X−⟩, as well as X+ and X−, is lifted (dashed

line in Fig. 4.7d), whereas |X+X−⟩ state is hardly affected. Co-polarized emission is

expected with all red (blue) peaks emitting σ+ (σ−) polarized light, as shown in the

schematic of Fig. 4.7d. From polarization-resolved PL measurements (Fig. 4.7e, f),

we observe that both red (IXX2−) and blue peaks (IXX2+) of IXX2 are co-polarized

with the corresponding red (IX2−) and blue (IX2+) peaks of IX, consistent with the

energy diagram in Fig. 4.7d.

a b c

Figure 4.8: Polarization-resolved spectra of localized IXs under zero magnetic field.
a. PL spectra of localized interlayer excitons show no dependence on incident circular
polarization. b. Analysis of emission of localized interlayer excitons under linearly-
polarized basis using a polarizer. c. Polar plot of total intensity of the sharp peak
at ∼1430 meV in (b). The localized interlayer exciton shows a significant degree
of linear polarization. Excitation is wavelength λ = 745 nm. Incident power P =
100 nW and 50 nW in (a) and (b), respectively.

It should be noted that g factor of 6 is consistent with moiré trapped IXs in AA

stacking WSe2/MoSe2 sample[31]. Nevertheless, the polarization of PL from localized

IXs has a significant linearly polarized component (Fig. 4.8) instead of cross-polarized

emission. This can be the consequence of the anisotropic strain in our heterostructures

that reduces the symmetry of a pristine moiré pattern. Another possible trapping is

the strain or defect potential on a length scale larger than interlayer exciton Bohr
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radius [97]. The coexistence of these two effects can also not be ruled out[98], which

requires high spatial resolution technique to pinpoint their roles in the formation of

localized IXs.

4.5 Multi-exciton complexes and configurations

IX3

IXXX3

IXX3

IX5 IXXX5

IXX5

a b c

Figure 4.9: Multi-excitonic complex (triexciton) of localized interlayer excitons. a.
Time-trace PL emission of interlayer exciton IX5, biexciton IXX5 and triexciton
IXXX5. Dashed circles highlight the same spectral jittering patterns. Energy spac-
ings between IX5 & IXX5 and IX5 & IXXX5 are ∼2.3 meV and ∼4.7 meV, re-
spectively. b. Integrated intensity of emission peaks IX5 and IXXX5. We obtain
α(IXXX5) ≈ 3α(IX5) from power-law fitting, indicating that IXXX5 is a triexci-
ton. Error bars of power-law scaling coefficients arise from fitting. As the emission
energy of IXX5 is very close to another uncorrelated strong peak (shown in a), we can
not extract the power-dependent integrated intensity for IXX5. c. Electric field (E)
tuning of exciton IX3, biexciton IXX3 and triexciton IXXX3 shows the same tuning
rate as the bottom gate voltage changes from -1.5 V to +1 V.

We remark that biexciton is not the limit of exciton number that we can add

into the same potential well. For another IX group, we observe three peaks with

synchronized jittering. The highest energy peak has a power index 3 times of the

lowest energy peak, probably a localized triexciton IXXX. Assuming the triexciton or

multi-exciton can also be captured by the electrostatic model (Eq.(4.2)), we use the

biexciton transition to estimate the confinement length l and then use this length to

calculate the triexciton interexcitonic distance and transition energy. The calculated
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lowest energy configuration is in Fig. 4.10a with a transition energy from IXXX to

IXX E32 = 3U ′
dd−Udd. The calculated value without exchange interaction is the lower

bound, since a localized triexciton inevitably has two excitons with the same valley

index. |X+X+X−⟩ or |X−X−X+⟩ is the valley configuration with lowest exchange in-

teraction energy. The triexciton transition energy E32 = 3U ′
dd−Udd+Uex is calculated

by plugging the interexcitonic distance w =
√

3Req,IXXX into Eq.(4.3). This defines

the high bound because further rearrangement by the exchange interaction makes

IXXX asymmetric to lower the total energy and thus decreases E32. We can further

check the model with IX3-IXX3-IXXX3 group. Fig. 4.10b, c summarizes the consis-

tency between the calculated and experimental value E32 for both groups, confirming

the assignment of triexciton. More importantly, this analysis supports the existence

of few-body exchange interaction, now that it is necessary to include to explain the

energy spacing of multi-exciton. As expected for a triexciton, same Stark shift rate

indicates that IXXX3 carries the same dipole moment as IX3, IXX3 (Fig. 4.9c). Fi-

nally, with increasing excitation power, systematic appearance of peaks to the higher

energy of the parent red peak appear and dominate at the highest power, which is

consistent with dipolar repulsion present in multi-excitonic states (see Appendix B).

Figure 4.10: Multiexcitonic complex configuration and energy diagram. a. Electro-
static configurations of triexciton. b. Energy diagram of triexciton. c. Compari-
son between experimental and calculated triexciton (|IXXX⟩) to biexciton (|IXX⟩)
transition energy.
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4.6 Conclusion and Outlook

In conclusion, we have observed repulsive dipole-dipole interactions between electric

field-tuneable, localized interlayer excitons in WSe2/MoSe2 heterobilayer. The energy

of localized biexciton, comprising two localized excitons with permanent out-of-plane

dipole moment, is blue-shifted by ∼ 2 meV due to dipole-dipole repulsion, correspond-

ing to an inter-dipole distance of ∼ 7 nm. At higher excitation power, multi-exciton

complexes appear at systematically higher energies, consistent with the presence of

few-body repulsive interactions. The magnetic field dependence of the emission polar-

ization unveils spin-valley singlet biexciton state without exchange interaction, while

multi-exciton complexes energy spacing provides the signature of few-body exchange

interaction. Our finding paves the way to Wigner dipolar crystals with spin-valley

spinor or Bose-Hubbard quantum simulator with on-site few-body interactions in

vdW heterostructures.
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Chapter 5

Many-body Interactions in 2D

Materials

This chapter will discuss many-body interactions between IXs in a WSe2/MoSe2 het-

erobilayer. We show that the many-exciton exchange interaction induced valley Zee-

man splitting up to 4 meV that corresponds to B ≈ 6 T. The relevant results are

reported in Nature Nanotechnology[2].

5.1 Introduction

The many-body Coulomb interactions between delocalized IXs can be approximated

by two terms: a valley-independent dipolar repulsion term and a valley-dependent ex-

change interaction term. Here we first focus on the interactions between two excitons

and then use the mean-field approximation to calculate the density-dependent many-

exciton interaction energies[41]. The general Coulomb interaction form of exciton-

exciton interaction in a type-II TMD heterobilayer is
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V̂XX = Ve1,e2 + Vh1,h2 − Ve1,h2 − Ve2,h1

= V (re1 − re2) + V (rh1 − rh2) − V (re1 + d− rh2) − V (re2 + d− rh1),

where re1(re2) and rh1 (rh2) are the electron and hole xy-plane displacement

vector for the first (second) exciton. d = dẑ is the interlayer separation (Fig.

5.1a). Here we consider electron-hole relative motion which is ignored in Eq.(4.1).

|Xτe,1,τh,1,R1(re1, rh1)⟩ and |Xτe,2,τh,2,R2(re2, rh2)⟩ are the two exciton wave packets since

many excitons at a high density have overlap and can not be considered as point par-

ticles.
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+

𝑑
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Figure 5.1: Exciton-exciton interactions. a. Schematic of Coulomb interactions be-
tween two excitons. b. Exchange process between two excitons.

The dipolar interaction is a direct exciton-exciton scattering process (e1, h1) +

(e2, h2) → (e1, h1) + (e2, h2) (Fig. 5.1b, left). As long as the initial states are bright,

regardless of spin-singlet or triplet states (discussed later), the final states are also

bright, so this term is independent of valley indices of two excitons. The expectation

value of direct Coulomb interactions in the two exciton wave packet basis is
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Vdd(R1 −R2)

= ⟨Xτe2,τh2,R2(re2, rh2)|⟨Xτe1,τh1,R1(re1, rh1)|V̂XX |Xτe1,τh1,R1(re1, rh1)⟩|Xτe2,τh2,R2(re2, rh2)⟩

≈
∫

|w(
mere1 +mhrh1
me +mh

−R1)w(
mere2 +mhrh2
me +mh

−R2)ΦI(re1 − rh1)ΦI(re2 − rh2)|2

× (V (re1 − re2) + V (rh1 − rh2) − V (re1 + d− rh2) − V (re2 + d− rh1))

× dre1dre2drh1drh2,

where w(r−R) denote the exciton center-of-mass wavefunction (or real-space wave

packet) localized at R, ΦI(re − rh) describe the electron-hole relative motion. There-

fore, the first line inside the integral is the probability density of the two-exciton

wavefunction and the second line is the form of Coulomb interactions. As the repul-

sion V (re1 − re2) + V (rh1 − rh2) is always larger than the attraction −V (re1 + d −

rh2)−V (re2+d−rh1, Vdd keeps positive, i.e., dipolar interactions are always repulsive

in the vdW heterostructures.

The second term is exchange interactions, which requires the spin-valley indices

to be the same for indistinguishable particles. Two excitons can be viewed as four

constituent fermionic particles (Fig. 5.1a). The electron-hole overlap is negligible in

type-II band alignment heterostructures, so electron-hole exchange is ignored here. As

a consequence, we only need to consider electron-electron exchange and simultaneous

hole-hole exchange process (e1, h1) + (e2, h2) → (e1, h2) + (e2, h1) (Fig. 5.1b, right).

In other words, electrons are in the same valley (τe1 = τe2 = τe) and holes are also in

the same valley (τh1 = τh2 = τh), though electron and hole can be in different valleys

(τe = τh or τe ̸= τh). This picture is valid for the bright IX comprising electron

and hole in opposite valleys (spin triplet) which has been observed in AB stacked

WSe2/MoSe2[99, 100]. As shown in Fig. 5.2, spin-triplet and spin-singlet exciton

both are bright and couple to opposite helicity of light. The energy splitting between
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them is 24 meV, consistent with the MoSe2 conduction band SOC splitting. The

expectation value of the exchange interactions is calculated by switching two electron

positions re1, re2 or two hole positions rh1, rh2 in the final states as below,

Vex(R1 −R2)

= −⟨Xτe2,τh1,R2(re2, rh1)|⟨Xτe1,τh2,R1(re1, rh2)|V̂XX |Xτe1,τh1,R1(re1, rh1)⟩|Xτe2,τh2,R2(re2, rh2)⟩

≈
∫
w∗(

mere2 +mhrh1
me +mh

−R2)w
∗(
mere1 +mhrh2
me +mh

−R1)

× w(
mere1 +mhrh1
me +mh

−R1)w(
mere2 +mhrh2
me +mh

−R2)

× Φ∗
I(re2 − rh1)Φ

∗
I(re1 − rh2)ΦI(re1 − rh1)ΦI(re2 − rh2)

× (V (re1 + d− rh2) + V (re2 + d− rh1) − V (re1 − re2) − V (rh1 − rh2))

× dre1dre2drh1drh2,

The exchange interactions can occur only when the two exciton wavepackets have

substantial overlap, or else w∗ term will be exponentially small.

Next, we extend Vdd and Vex to the mean-field potential seen by an IX at position

R in K or K’ valley,

∆E±(R) =

∫
Vex(R− r)n±(r)dr +

∫
Vdd(R− r)(n+(r) + n−(r))dr

≈ n±(R)V̄ex + (n+(R) + n−(R))V̄dd (5.1)

Where n± is IX density in K (K’) valley, n±(R) ≈
∫
Vex(R−r)n±(r)dr∫

Vex(R−r)dr
≈

∫
Vdd(R−r)n±(r)dr∫

Vdd(R−r)dr

and V̄dd/ex ≡
∫
Vdd/ex(R− r)dr are constants if the mean-field approximation holds.

In TMD vdW heterostructures,

Vdd = daBEb, (5.2)

Vdd = a2BEb. (5.3)
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Both the dipolar and exchange interactions are repulsive, which cause energy blueshift

and spatial diffusion of IXs. The dipolar interaction induced exciton diffusion[42, 72,

44] as well as energy blueshift[40] has been commonly reported in WSe2/MoSe2. More-

over, as circularly polarized light can selectively excite one valley, exchange interaction

driven valley polarized exciton diffusion has also been observed in WSe2/MoSe2[41,

71].

K’ (MoSe2)

K(WSe2)

1396.6 meV

1420.9 meV

𝜎+/𝜎+

𝜎+/𝜎−

a b

Figure 5.2: Spin triplet and singlet excitons in AB stacked WSe2/MoSe2 heterobilayer.
a. Spin triplet (red) and spin singlet (blue) exciton couple to σ+ and σ− with inter-
band transition from MoSe2 K’-valley conduction band to WSe2 K-valley valence
band. The spin-triplet exciton is from low energy spin-flip transition while spin-
singlet exciton is from low energy spin-conserved transition. b. PL emission spectra
in AB stacked WSe2/MoSe2 at 65.3 K show both spin-triplet exciton (1396.6 meV, co-
polarized) and spin-singlet exciton (1420.9 meV, cross-polarized) are bright excitons.
The excitation energy is 1.72 eV and the power is 10 µW.

Here this chapter introduces a new scenario where the density imbalance between

two valley IXs induces an energy splitting between the two species. It can be explained

by Eq.(5.1) that the energy splitting between the two valley exciton species is,

δE(R) = ∆E+(R) − ∆E−(R) ≈ (n+ − n−)V̄ex. (5.4)
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Figure 5.3: Schematic of IX valley energies under linear (π) (a) and circular (σ)
excitation (b) in WSe2/MoSe2 heterostructure. The valley-IXs in the state |IX,+⟩
(|IX,−⟩) emit σ+ (σ−) light, and |g⟩ is the exciton ground state. π excitation induces
the same populations of these two kinds of excitons n± (left panel), while σ+ exci-
tation (right panel) induces an imbalance, δn = n+ − n− > 0. The imbalance under
σ+ excitation makes the exchange interaction between |IX,+⟩ excitons larger when
compared to that between |IX,−⟩ excitons and gives rise to an energy splitting, cor-
responding to an effective exchange field Bex(∆n), shown by the yellow shaded region
and arrow.

Therefore, the calculated energy splitting is proportional to density imbalance δn =

(n+ − n−). As shown in Fig. 5.3a, if the two exciton species have the same density,

for example, created by linear polarized light, time-reversal symmetry is unbroken

and two valleys remain degenerate. For a finite density imbalance δn(Fig. 5.3b),

created by circularly-polarized excitation (σ+ as an example), the IXs in the valley

coupled to the light (|IX,+⟩) become majority while the other valley IX species

(|IX,−⟩) become the minority. As a result, the majority IXs have raised energy

whereas the minority IXs have lowered energy, resulting in an exchange splitting.

The prerequisite of such splitting is the existence of density imbalance of IXs, which

are driven-dissipative systems. The overall effect is thus a many-exciton exchange

interactions induced out-of-equilibrium magnetic field (Bex).
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5.2 Experimental details

We fabricate WSe2/MoSe2 and WSe2/WS2 heterobilayers to show the many-exciton

exchange interaction induced splitting is a general behavior in vdW heterostruc-

tures with type-II band alignment. AB stacked WSe2/MoSe2 sample is fabricated by

PDMS-based transfer method (Fig. 5.4a, left) whereas AB or AA stacked WSe2/WS2

sample is fabricated by PC-based pick-up technique (Fig. 5.4b, left). For the AB

stacked WSe2/MoSe2, the lowest energy state IX is co-polarized spin-triplet state at

a MX site, whereas the spin singlet state is cross-polarized at a higher energy. Simi-

larly, AA stacked WSe2/WS2 has a lower energy spin-triplet IX state, contrary to AB

stacked WSe2/WS2 which has a lower energy spin-singlet IX state. Both WSe2/MoSe2

and WSe2/WS2 are aligned along the 60◦ or 120◦ edges. The negligible lattice mis-

match between WSe2 and MoSe2 reconstructs the lattice to form large domains (∼ 100

nm) whereas the sizable lattice mismatch between WSe2 and WS2 generates periodic

moiré potential trap for IXs. Therefore, IXs surfing on a WSe2/MoSe2 domain are

basically free IXs without moiré potential[101], compared to IXs modulated by moiré

potential in WSe2/WS2. Due to the spatial periodicity of excitonic moiré potential,

we expect the IX wavefunction to be a delocalized Bloch state with the same peri-

odicity as the moiré length. At a substantially high excitation power (∼ µW), only

WSe2/WS2 exhibits a “biexciton state” of delocalized IXs (IXX) (Fig. 5.4b, right),

which is an analog of the biexciton state of two localized IXs in Chapter.4. How-

ever, they are fundamentally different because IXXs are |n > N⟩ state here instead

of |n = 2⟩ state in Chapter.4, where n is the exciton number and N is the number

of available sites. The energy spacing between the IXX and IX can be effectively

considered as the Mott gap opened by the on-site repulsion of IXs in the Hubbard

model of IXs. Altogether, the interactions between free IXs in WSe2/MoSe2 domains

or between moiré potential modulated delocalized IXs in WSe2/WS2 are many-body

interactions in the vdW platform.
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Figure 5.4: AB stacked WSe2/MoSe2(a) and WSe2/WS2(b) samples with correspond-
ing PL spectrum at a high excitation power (∼ µW) and ∼4K.

5.3 Observation of many-exciton exchange inter-

actions induced splitting

Many-exciton exchange interactions are contact interactions, which require high ex-

citon density. Furthermore, to observe exchange interactions induced splitting above

the spectral resolution, we need to create a large imbalance δn. We hence con-

duct polarization-resolved photoluminescence excitation (PLE) spectroscopy with a

circularly-polarized excitation in WSe2/MoSe2, which characterizes the density by

the total intensity and the imbalance by the valley polarization or the degree of cir-

cular polarization (DCP) of PL. The total intensity (Fig. 5.5a) shows two prominent

resonances at 1.64 eV and 1.72 eV, corresponding to monolayer MoSe2 and WSe2

intralayer exciton states. The DCP, which is defined as (Ico − Icross)/(Ico + Icross),

where Ico (Icross) is the intensity of the co-polarized (cross-polarized) emission peak

under circularly polarized excitation, strongly depends on the excitation energy. We

use co-polarized to denote σ+/σ+ and σ−/σ−, because time reversal symmetry is

conserved and σ+/σ+ or σ−/σ− produces the same results, which is the same reason

to use cross-polarized to denote σ+/σ− and σ−/σ+. Fig. 5.5 shows that only exci-

tation close to the WSe2 resonance (1.72 eV) can create a large positive DCP, i.e.,
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co-polarized excitons (counterpart of |IX,+⟩) have much higher density than cross-

polarized excitons (counterpart of |IX,−⟩) leading to a large imbalance between two

valleys. In contrast, MoSe2 resonance (1.64 eV) produces negligible DCP, possibly

implying substantial valley mixing during the relaxation from MoSe2 exciton to IX

(see Appendix.C). Thereafter, we use the circular excitation resonant with WSe2 res-

onance to create pump-power varied imbalance δn. At low circular power (0.3 µW,

Fig. 5.6a), helicity-resolved PL spectroscopy shows that the co-polarized emission

has the same energy as the cross-polarized one within the spectral resolution. High

circular power (10 µW, Fig. 5.6b) with a large δn, instead causes the co-polarized

peak with high intensity blue-shifted ∼4.5 meV more than the cross-polarized one

with low intensity, consistent with our picture of exchange splitting. Such a splitting

of ∼4.5 meV is equivalent to Bex ∼6 Tesla based on the IX g-factor discussed below.

a b

WSe2MoSe2
WSe2

MoSe2

Figure 5.5: Polarization resolved photoluminescence excitation spectra. a. Photolu-
minescence excitation intensity plot, showing two prominent resonances 1.64 eV and
1.72 eV, corresponding to the monolayer MoSe2 and WSe2 intralayer exciton states.
b. The excitation energy dependence of the degree of circular polarization (DCP)
defined as (Ico − Icross)/(Ico + Icross). Ico (Icross) is the intensity of the co-polarized
(cross-polarized) interlayer exciton (IX). An excitation at WSe2 (MoSe2) resonance
∼1.72 eV (1.64 eV) creates a large (negligible) DCP, implying a large (negligible)
imbalance between two valley-IX populations.

To further test our claim about Bex, we perform systematic power dependence

under circular and linear excitation at WSe2 resonance. As the power rises, the

integrated intensities increase and saturate (Fig. 5.6c) and peak energies are blue-
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shifted (Fig. 5.6d). The integrated intensities are proportional to exciton steady-state

density (I ∝ n/τ), if exciton lifetime τ is assumed to be the same for all powers. We

can thus conclude that linear excitation results in negligible valley imbalance, and

consequently no energy difference between two valley exciton peak energies. After

switching to circular excitation, co- (cross-)polarized emission increases (decreases) its

total intensity compared to the linear case, with raised (lowered) energies as expected.

For circular excitation, we convert the difference in the integrated intensities (peak

energies) into DCP (splitting) as shown in Fig. 5.6e. The DCP increases from 20% to

50% and saturates beyond 3 µW, with a similar trend for the splitting which increases

from 0 to 4.5 meV. Theoretical relation between splitting and DCP is obtained using

the Eq.(5.1) to Eq. (5.4),

δE = (∆E+ + ∆E−)×DCP× Ūex

Ūex + 2Ūdd

= (∆E+ + ∆E−)×DCP× aB
aB + 2d

. (5.5)

Based on the equation, the splitting δE follows the same trend as the DCP. Assuming

a Bohr radius, aB = 2 nm and interlayer distance d = 0.7 nm, the calculated energy

splitting from the power dependence is shown in Fig. 5.7. The quantitative agreement

between the calculated and experimental splitting at low power before the saturation

power supports the fact that the splitting arises from the imbalance between |IX,+⟩

and |IX,−⟩. The deviation starting from the saturation power may come from a

phase-space filling blue shift [70] beyond our model, which is spin-valley independent

so (∆E+ + ∆E−) increases but δE keeps the same. Taking a binding energy, Eb

= 200 meV, we estimate that a splitting of ∼ 4 meV arises from a δn ∼ 5 × 1011

cm−2 and total density (n+ + n−) ∼ 1.16 × 1012 cm−2. On the other hand, we

can estimate the density n = 10%
A

× P
hν

× τ ∼1012 cm−2, using an incident power

P ∼ µW, an absorption of ∼ 10% at WSe2 resonance (hν = 1.72 eV), a laser spot
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size of 1 µm2 and IX lifetime τ ∼ ns. This consistency confirms our exciton density

estimation, which is used to extract the strength of exciton-exciton interaction to

be ∼0.8 µeV µm2 (δE/δn), which is about an order of magnitude larger than that

of monolayer TMDs[102, 103, 104, 105], but comparable to that of a heterobilayer

TMD[72]. The saturation of the total intensity at large power is possibly a result

of exciton-exciton annihilation (EEA). The estimated low EEA rate is in agreement

with the negligible optical doping, and thus exciton-polaron plays a negligible role in

our system (see Appendix C). Apart from the linear excitation, circular excitation

resonant with MoSe2 resonance also generates negligible imbalance, inducing zero

exchange splitting as shown in Fig. 5.8. This indicates that exchange splitting is

determined by exciton density imbalance, rather than circular excitation.

We remark that exchange field induced splitting is reproducible for another IX

in WSe2/MoSe2 with larger DCP ∼0.6 and therefore larger splitting of ∼8 meV

(Fig. 5.9). Since the exchange splitting model is not specific for WSe2/MoSe2, we

also observed similar phenomena in IXX emission from AB stacked WSe2/WS2 (Fig.

5.10a, b) and IX emission from AA stacked WSe2/WS2 (Fig. 5.10c). For an AB

stacked WSe2/WS2, IX emission is almost fully cross-polarized, implying that only

one valley exciton species exist, labeled as |IX,−⟩. Then the cross-polarized emission

of IXX is from |IX,−⟩|IX,−⟩ states and the co-polarized emission of IXX is from

|IX,+⟩|IX,−⟩ states. The exchange interactions within |IX,−⟩|IX,−⟩ triplet states

lift their energy compared to |IX,+⟩|IX,−⟩ singlet states, an analog of the scheme

in Fig. 4.7d for delocalized IXs.
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a b
0.3 μW, 𝜎+

0.3 μW, 𝜎−

10 μW, 𝜎+

10 μW, 𝜎−

Figure 5.6: Power dependent integrated intensity, peak energy, DCP and splitting
at circular and linear excitation. a, b. Helicity-resolved photoluminescence (PL)
spectra of IXs under low (high) excitation power of 0.3 µW (10 µW) shown in a
(b). The sample is excited with σ+ (σ−) light in the top (bottom) panel. The σ+

(σ−) component of the PL is shown in blue (red). At low power, (a), no apparent
splitting between the σ+ and σ− components is observed, while an obvious splitting
is observed at high power (b). The co-polarized peaks have higher intensity than
the cross-polarized peaks. c, d. Integrated intensity (c) and peak energy (d) at
the linear excitation (π/σ+, π/σ−) and circular excitation (co, cross) denoted by
diamonds (circles). Linearly polarized excitation induces no imbalance and no energy
splitting between σ+ and σ−-polarized IXs. The peak intensity and energy at linear
excitation lie between co- and cross-polarized cases. e. Power dependence of DCP
(upper panel) and splitting (bottom) under circular excitation. The splitting energy
is Eco − Ecross, where Eco (Ecross) is the energy of the co-polarized (cross-polarized)
peak and follows the same trend as DCP, that is, increases with power and then
saturates at high powers. The excitation energy is 1.72 eV in all panels. Panel a,
b and Panel c, d, e are two sets of data collected in different setups and different
thermal cycles.
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Figure 5.7: Calculated power dependence of the energy splitting. The calculated
splitting (dash-circle lines) matches the experimental splitting (solid circles).

a b

Figure 5.8: Power dependence of the integrated intensities (a) and peak energies
(b) at the WSe2 (MoSe2) resonance denoted by circles (triangles). The co-polarized
(cross-polarized) peak is shown in blue (red). At the WSe2 resonance, the imbalance
between intensities of co- and cross-polarized peaks and their peak energy splitting
increase with power. No imbalance and energy splitting are observed for MoSe2
resonance. The error bar in b is from the uncertainty of deciding the peak position.
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a b

4.3 𝜇W

Figure 5.9: Power dependence of the degree of circular polarization and splitting
for another interlayer exciton. a. Helicity-resolved PL spectra at 4.3 µW. The co-
polarized excitons have higher intensity and higher energy than the cross-polarized
excitons. b. The power-dependent DCP (upper panel) and splitting (bottom panel).
Both the DCP and splitting increase with larger power and saturate about 4.3 µW.
Excitation laser is circularly-polarized, with energy hν = 1.72 eV.

a b c

Figure 5.10: Exchange splitting in WSe2/WS2 heterobilayer. a, b. Exchange splitting
for the double occupancy state in AB stacked WSe2/WS2 sample 1 (a) and 2 (b).
c. Exchange splitting for the single occupancy state in an AA stacked WSe2/WS2

sample. Blue (orange) dashed line indicates the center energy of co- (cross-) polarized
PL emission. For all the cases, the valley IXs with high intensity, i.e., high density,
have higher energy.
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5.4 Interplay between exchange field and external

magnetic field

Having established the exchange field Bex, we perform magneto-PL spectroscopy to

investigate the analogy between Bex and an external B. At B = 0, σ+ excitation

induces the majority IX species |IX,+⟩ has a higher energy than the minority IX

species |IX,−⟩ (Fig. 5.11a). When an external B is applied perpendicular to the

sample (B ̸= 0), it shifts the energies of the two valleys in opposite directions by the

valley Zeeman effect [106, 100, 43]. The shift direction depends on the out-of-plane

B direction, and thus one expects that an external B can cancel Bex in one direction

and enhance it in the other. When the Bex is cancelled, the σ+ and σ− components

have the same energy (Fig. 5.11b). To test this picture, we first characterize the

Landé g-factor of our WSe2/MoSe2 by measuring the valley Zeeman effect under

linearly polarized excitation. As shown in Fig. 5.11c, we measure a g-factor of -13.41,

suggesting that the sample is AB stacked[106]. The fact that we observe only one co-

polarized peak with a g-factor of -13.41 is consistent with optically bright spin triplet

state at MX site, whereas the cross-polarized spin singlet state at the same site is

a higher energy state, which is suppressed at low temperature (4K) and brightened

at higher temperature (65.3 K, Fig. 5.2b)[50, 100]. Using g-factor of -13.41, we can

estimate 4.5 meV splitting is corresponding Bex sim 6 T.

Next, we measure the B-dependence of splitting of the peak energies (E±) of the

σ± components under circular excitation. The excitation power is chosen to be ∼ 2

µW so as to avoid any effects of power saturation. From Fig. 5.11d we find that the

effect of anomalous splitting at zero field is completely canceled by the external B

∼-6 T for σ− excitation and the energies of |IX,+⟩ and |IX,−⟩ are flipped beyond

-6 T. In other words, the Bex ∼ +6 T, is consistent with the previous estimation.

Remarkably, the ability to optically undo the effect of B up to 6 T with continuous-



76

wave power of ∼µW is attractive for spin-valley control, which has not been previously

observed. Another evidence for the equivalence between Bex and external B is shown

ba

𝑛+ > 𝑛−, B ≠ 0

𝐼𝑋,+

𝜎+

𝑔

𝐼𝑋,−

𝜎−

𝑛+ > 𝑛−, B = 0

𝐼𝑋,+

𝜎+

𝑔

𝐼𝑋,−

𝜎−

Bex
(Δ𝑛) BBex(Δ𝑛)

c d e

2 𝜇W B = 3 T

Figure 5.11: Equivalence between the exchange field and the external magnetic field.
a, b. Schematic of valley-interlayer exciton (IX) energy levels at magnetic field (B)
= 0 and B ̸= 0 under σ+ excitation. At B = 0 (a), the circular excitation creates
an exchange field, Bex, (yellow arrow) that lifts the degeneracy of the two valley-IXs.
By applying an external B (b, gray arrow), Bex can be cancelled. c. Magnetic field
dependence of the Zeeman splitting energy (Eσ+ −Eσ−) under linear excitation. The
g factor of -13.41 is consistent with 60◦ stacking angle. The pink dashed line is the
linear fitting of the data. The error bar is from the uncertainty of the linear fitting of
the splitting. d. B dependence of the peak energies under σ− excitation. The energy
of the σ+ (blue circles) and σ− components (red circles) are flipped by the external B
field of -6 T. Thus, σ− excitation is equivalent to a positive Bex. e. Power dependence
of the splitting energies under circular excitation at B = 3 T. At low (high) powers,
the splitting is roughly equal to (larger than) the Zeeman splitting under the linear
excitation. The inset shows the peak energy shift with the excitation power of σ+

excitation, showing a flip ∼ 0.8 µW, which indicates that σ+ excitation is equivalent
to a negative B. The excitation energy is 1.72 eV in all the panels.

in Fig. 5.11e, where we fix the external B at +3 T and vary the circular excitation

power. At very low powers, Bex is negligible and the splitting of -2.3 meV is the same
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as the Zeeman splitting under linear excitation at +3 T in Fig. 5.11c. When the

power increases, the σ+ excitation induced exchange field cancels the external B at

∼0.8 µW. The inset of Fig. 5.11e clearly shows that a flip in the energies of the two

valleys at a positive B is caused by σ+ excitation. Thus, we can conclude that σ+

(σ−) excitation results in Bex acting as negative (positive) external B and that the

Bex and the external B are analogous as far as the splitting is concerned.

Figure 5.12: g-factor of different excitation polarization at an excitation power of 7.6
µW. g-factor of the σ+ (σ−) excitation under negative (positive) B is - 15.5 (-16.3),
which is larger than the linear case. In contrast, σ− (σ+) excitation under negative
(positive) B has a smaller g-factor of -9.2 (-9.6). The blue, red and yellow dashed
lines are linear fits for σ+, σ− excitations, and the average of the two, excluding the
dip near 0 T. The red dashed dot lines are parallel to the fitting curve of the averaged
data which has a g-factor close to the linear case. The excitation energy is 1.72 eV
in all the panels.

Different from the behavior below the saturation, the interplay between the Bex

and the external B above the saturation acts in a nonlinear fashion. Figure 5.12 shows

that B-dependence of total splitting at 7.6 µW gives a larger g-factor for σ+ excitation

under negative B (g−+ = -15.5) and σ− excitation under positive B (g+− = -16.3).

On the contrary, the g factors of σ− excitation under negative B (g−− = -9.2) and σ+

excitation under positive B (g++ = -9.6) are smaller. Such a helicity control of the
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bare g-factor could be explained by the suppressed valley-mixing processes during the

relaxation of intralayer exciton to IX with increasing B and at higher circular powers.

With a lower depolarization rate at a higher B, the imbalance increases, so does Bex,

and thus induces a larger enhancement (g+− or g−+) or cancellation ((g−− or g++))

of the splitting.

5.5 Conclusion and Outlook

In conclusion, we have demonstrated that many-exciton exchange interactions in type-

II TMD heterobilayer can generate exchange field up to several Tesla under steady-

state condition. Such a large effective magnetic field, essential for the control of the

valley-pseudospin, can be dynamically tuned on a timescale of IX exciton lifetime

(nanoseconds). Strong many-body Coulomb interactions between long-lived IXs are

responsible for the efficient generation of exchange field with very low continuous-wave

incident powers (∼ µW) compared to previous schemes. In light of this, our results on

many-body physics of excitons, focusing on the valley-pseudospin, make a strong case

for investigating quantum magnetism in this rich materials platform. As the sign of

the exchange interaction can be flipped by varying the interlayer space, we can achieve

many-exciton ground states with aligned valley-pseudospin (ferromagnetic ordering),

instead of antiferromagnetic ordering reported in this work.
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Chapter 6

Quantum Sensing of Correlated

Electrons in vdW Heterostructures

In this chapter, I will show localized interlayer excitons as a noninvasive charge sen-

sor to detect the charge distributions in vdW heterostructures with a high spatial

resolution (∼ 10 nm). The localized interlayer exciton with sharp, non-jittering PL

emission can probe the small local electric field from surrounding correlated electrons

by its dipole energy shift. The results discussed in this chapter are reported in an

arXiv preprint[3].

6.1 Introduction

6.1.1 Previous detection tools for correlated electronic states

The correlated electronic states with charge and spin ordering have been observed in

moiré materials, with predictions for several other undiscovered exotic phases [107].

The experimental detection of such phases in semiconducting TMD moiré heterostruc-

tures is an ongoing endeavor that presents challenges but also unique opportunities.

For example, while electronic transport measurements are plagued by high electrical
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contact resistance [108, 109], inherently strong light-matter interactions have been

successfully exploited in non-contact optical spectroscopic techniques to uncover cor-

related insulating states at several fractional fillings of the moiré lattice, including 2s

exciton sensor[35, 110] and optically-detect resistance and capacitance (ODRC)[59].

The optical sensing using 2s exciton sensor is to assemble monolayer layer WSe2[35]

or MoSe2[110] on top of the moiré sample with a hBN spacer (∼1nm) thinner than

the Bohr radius (Fig. 6.1a, top). The dielectric screening for 2s exciton is modi-

fied by the charge compressibility in the sample, which induces 2s exciton bandgap

renormalization and binding energy modulation. When carriers are filled to certain

fractions, they form a general Wigner crystal, which is insulating and causes an en-

ergy blueshift of 2s exciton resonance (Fig. 6.1a, bottom). Figure 6.1b shows that

ODRC is to detect the charge compressibility in the sample region (Region 1) by the

optical response in another connected region (Region 2). Whenever a general Wigner

crystal is formed, the carriers in Region 2 can not flow into Region 1, so the intralayer

exciton reflectance signal change is zero (Fig. 6.1b, bottom). In addition to optical

techniques with a spatial resolution of spot size (∼ 1 µm), traditional scanning probe

techniques such as microwave impedance microscopy (MIM)[111] or single electron

transistor (SET)[112] can detect correlated electronic states with a ∼100 nm spatial

resolution. MIM measures the imaginary part of impedance to determine whether the

sample is conductive or insulating (Fig. 6.1c), whereas SET measures the ac mod-

ulated local electrostatic potential to derive the local charge compressibility. The

above detection tools probe over tens to several thousand moiré unit cells and lack

the spatial resolution needed to study local fluctuations of charge and spin order.

Besides higher resolution scanning probe STM/S for local sensing[38], vdW materials

offer an all-2D approach wherein localized charge and spin sensors in one moiré lattice

spatially sample correlated electronic states in a different moiré lattice of the same

heterostructure, from which a global picture can be reconstructed.
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a b c

Figure 6.1: Examples of detection techniques for correlated insulating states at frac-
tional fillings. a. 2s exciton sensor [Reprinted from [35]]. b. Optically-detect resis-
tance and capacitance [Reprinted from [59]]. c. Microwave impedence microscopy
[Reprinted from [111]]. All top panels are the sample structure and bottom panels
are the carrier filling dependent spectra.

6.1.2 Previous study on strongly correlated interlayer exci-

tons and electrons

To optically detect the charge-ordered states using the PL spectra, we exploit inter-

actions between IXs and correlated electrons. A well-established system for corre-

lated electrons is WSe2/WS2 heterobilayers[113, 114]. In a WSe2/WS2 heterobilayer,

integer and fractional fillings are identified by the moiré intralayer excitons doping

behavior. At integer or fractional fillings, charges become incompressible and increase

the optical contrast (Fig. 6.2c). The filling dependent PL emission of delocalized IXs

(Fig. 6.2a) is then conducted in the same sample with the same gate configurations.

It shows sudden energy shifts at all integer fillings or certain fractional fillings, arising

from interactions between IXs and correlated electrons. Their corresponding PL DCP

is greatly enhanced after electron doping ν = 1 and hole doping ν = −1. We remark

that the non-monotonic behaviors of energy shifts, DCP and reflectance contrast are
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highly interconnected with respect to fillings. For example, ν = ±1 exhibit a large

PL energy blue-shifts (30-40 meV), PL DCP and reflectance contrast enhancement,

which can help us identify fillings. A more recent study on strongly correlated IXs

and electrons is light-induced ferromagnetism observed in WSe2/WS2, where optically

injected untrapped IXs mediate the magnetic interactions between holes trapped in

moiré potentials[115].
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Figure 6.2: Correlated excitons and electrons in a WSe2/WS2 heterobilayer. The
doped carrier density dependent PL intensity (a), DCP (b) and reflectance contrast
(c) reveal integer and fractional fillings. Negative fillings denote hole doping and
position fillings denote electron doping.

6.1.3 Previous study on doping dependence of localized in-

terlayer excitons

The untrapped IXs provide the information within 1 µm of the laser spot size. To

have a higher spatial resolution, localized IXs in WSe2/MoSe2 heterobilayers are good

candidates with ∼10 nm resolution. The doping dependence of delocalized IXs in Fig.

6.3a, b show a 6-7 meV redshift for both electron and hole doping in two WSe2/MoSe2

samples, where the interlayer trions are formed. After we reduce the power from µW

to nW, we observe abundant sharp peaks, a typical feature of localized IXs (Fig.

6.3c). If localized IXs are moiré excitons, the sharp peaks in the electron/hole doping
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region, red-shifted by 6-7 meV from the neutral region, are moiré trions[116][117][118].
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Figure 6.3: Moiré trions. a, b. The doping dependence of the IX PL emission energy
in WSe2/MoSe2 Sample 1 (a) and Sample 2 (b). There is a 6-7 meV redshift for
both electron and hole doping, where the interlayer trions are formed. c. The low
power and high-resolution version of the data in (b), which shows many sharp spectral
peaks, a typical feature of localized IXs.

6.2 Experimental details

Taking a first step towards this all-2D high spatial resolution approach, we fabricate

a dual-moiré WSe2/MoSe2/WSe2 heterotrilayer which features different moiré super-

lattices for electrons and dipolar interlayer excitons, owing to different twist angles of

the top and bottom heterobilayers [119]. The dual-gated transition metal dichalco-

genide heterotrilayer devices were fabricated via layer-by-layer dry transfer method

using a polycarbonate (PC) stamp [89]. The WSe2 and MoSe2 monolayers, few-layer

graphene and thick hBN were first mechanically exfoliated from bulk crystals on 300

nm SiO2/Si substrates. The thickness of flakes was then determined by their optical

contrast, from which we estimated the hBN thickness to be around 200 nm, consistent

with atomic force microscopy measurements. The reason we selected thick hBN was

to reduce the effect of charge fluctuations near the sample. To produce small twist

angles between the top WSe2 and the middle MoSe2 layers, as well as between the

bottom WSe2 and middle MoSe2, we used the tear-and-stack method [120] to pick up
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half of a WSe2 flake, align with the MoSe2 layer within 1◦ uncertainty and pick up the

other half of the WSe2 flake with a rotation angle of 3◦. To tune the charge density

(Vbg = Vtg = Vg) or apply an electric field to the sample (Vbg = −Vtg = VE), voltages

are applied to the graphene top gate and graphene bottom gate through Keithley 2400

source meters while the graphene contact is grounded. The top and bottom gates are

nearly symmetric with 180-200 nm hBN gate dielectrics, so negligible electric field

was measured with symmetric gating voltages.

Figure 6.4a shows the device consisting of hBN encapsulated WSe2/MoSe2/WSe2

heterotrilayer with dual graphite gates which allow for independent control of electron

density and out-of-plane displacement field (Fig. 6.4b). The type-II band alignment

in MoSe2/WSe2 heterobilayer results in the lowest energy state for electrons (holes)

in the MoSe2 (WSe2) layer such that the top (bottom) IX formed in the top (bottom)

heterobilayer has a dipole moment pointing up (down), which responds to an out-

of-plane electric field (E). In the low temperature photoluminescence (PL) spectra

(Fig. 6.4c), we identify the two species of IX with opposite dipoles by their opposite

Stark shifts under E. As bottom IXs are abundant in our sample, in the following

we focus primarily on them.

6.3 Sharp and non-jittering localized dipolar exci-

tons as electric and magnetic field sensors

To characterize localized IXs in the trilayer, we conduct low-temperature PL spectra

at low power to show several localized emitters in the IX energy range, which are

non-jittering with an extremely narrow, instrument-limited linewidth of ∼ 26 µeV

(Fig. 6.5a, b). Such a sharp linewidth enables the detection of a small electric field

(∼ 40 µV/nm). In addition to sensing electric fields through changes in their energy,

IX can sense magnetic fields (B) as small as 10 mT. As shown in Fig. 6.5d, DCP
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Figure 6.4: Dual-gate WSe2/MoSe2/WSe2 heterotrilayer device. a. Optical micro-
scope image and b. Side-view illustration of the trilayer heterostructure. The bottom
WSe2 layer is rotated by 3◦ relative to the top WSe2 layer. c. Gate dependence of
dipolar IX emission. The electric field from the asymmetric gating induces blueshift
(redshift) of the IXs in the bottom (top) heterobilayer denoted by downward (upward)
from -5 V to 5 V. The black arrows represent the dipole directions of the correspond-
ing excitons. The intensity colorbar is logarithmic.
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Figure 6.5: Sharp, non-jittering localized dipolar excitons in WSe2/MoSe2/WSe2 het-
erostructures as electric and magnetic field sensors. a. The time-trace photolumines-
cence (PL) emission of localized interlayer excitons (IXs), showing sharp and stable
peaks. The energies of the excitons are consistent with IX energies. b. The PL
spectra of IXs show instrument resolution-limited linewidths as narrow as ∼ 26 µeV.
c. Electric field dependent sharp localized IX emission energy shift. d. Polarization-
resolved magneto-PL of IXs with σ+ excitation. The degree of circular polarization
(DCP) increases with both positive and negative magnetic fields B. The Lorentzian
fitting of the DCP versus B gives a 6 mT width.
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under circularly polarized excitation rapidly increases from zero to unity with B.

This effect can be used to sense the local spin or valley configuration of electrons and

enable probing of quantum magnetism.

6.4 Probing charge order reconfiguration with tun-

able carrier density

As localized IXs are sensitive electric field sensors, we explore their application to

sense local electric field from neighboring ordered electrons in Fig. 6.6. The effect

of our trilayer with different top and bottom twist angles is shown in Fig. 6.6a,

which plots the calculated moiré potentials for an IX in the bottom heterobilayer

and an electron in the MoSe2 layer for twist angles of 1◦/4◦, representative of our

sample. While an IX experiences only the bottom moiré potential, an electron sees

the interference of the top and bottom moiré potentials resulting in a multi-orbital

(multi-minima) electron moiré potential [119]. Therefore, trapped IXs, as localized

dipoles, are sitting at different potential minima from the electrons, which sample

the correlated electronic state efficiently. Figure 6.6b shows a cartoon depiction of

our local charge sensing scheme – strong electron-electron interactions (Ue−e) result

in correlated, charge-ordered states at fractional fillings of the electronic moiré lattice

as carrier density is changed, which are then sensed through energy shifts of localized

IX arising from electron-dipole interactions (Ue−d). Ue−d consists of the repulsion

between the electrons and attraction between the electron and hole as in Fig. 6.6c.

The energy shift of a dipole by one electron at reff is given by

Ue−d =
1

4πϵrϵ0
(

1

reff
− 1√

r2eff + d2
), (6.1)
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which is a blueshift. Next, we consider energy shifts of localized IXs with respect to

the charge-ordered states. As the carrier density (ne) is increased, electrons in charge-

ordered states reconfigure and induce a red (Fig. 6.6d) or blue shift (Fig. 6.6e) of IX

energy. The blue shifts can be explained by adding electrons without redistribution of

already-present electrons or by pushing already-present electrons closer to the exciton

by redistribution. In contrast, the redshifts with increasing electron density can only

be explained by reducing the number of electrons close to the exciton by redistribution

of electrons.
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Figure 6.6: Localized dipole as a probe of electronic crystal. a. The calculated bottom
exciton potential (left) and electron potential in the middle MoSe2 layer (right) in a
1◦/4◦ trilayer heterostructure [119]. The electron moiré unit cell is outlined by the
red dashed lines. b. Schematic of our charge-order sensing scheme using localized
IXs. The Coulomb interaction between electrons (Ue−e) with the moiré potential
gives rise to electronic crystallization, while the IXs can sense the electrons by the
Coulomb interaction between electrons and dipoles (Ue−d). c. Electrostatic model
for the dipolar exciton energy change caused by the electron. With the repulsion
between the electrons and attraction between the electron and hole, the form of
exciton energy shift is given by (1/reff − 1/

√
r2eff + d2) /4πϵrϵ0, which is a blueshift.

d. Dipolar exciton (IX) energy red shifts from filling ne= 1/2 to ne= 7/12. e.
Dipolar exciton energy blue shifts from filling ne= 2/3 to ne= 3/4. ne is the number
of electrons per unit cell. Red dots are interlayer excitons, blue dots are occupied
sites by electrons, and grey dots are unoccupied sites. The black dotted lines indicate
the nearest neighbor (NN) interactions.
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To examine our local sensing scheme, we increase the electron density in the

sample under E = 0. Stable and sharp emission of localized IX (Fig. 6.7a) starts

exhibiting several seemingly random spectral jumps, however, upon reversing the gate

voltage (Vg), even the minutest spectral jumps (∼ 50 µeV) are remarkably reproduced

(Fig. 6.7a). We have performed Vg scans over a period of several months and the

spectral jumps are perfectly reproduced. Thus, we can conclude that spectral jumps

of IX, caused by the addition of electrons to the sample, are not random but highly

deterministic in Vg and arise due to the change in charge configuration near localized

IXs. In other words, electrons are being added to a potential landscape that is static

and can be reproducibly populated with Vg. More importantly, we observe that in

addition to an overall blue shift, jumps occur as both red and blue shifts, which is

inconsistent with a simple picture where a monotonic increase of the electronic density

in the middle MoSe2 layer only increases the emission energy of IX [121]. Instead, the

reproducible red- and blue-shifts of IX energies with electron doping are expected for

our local sensing picture.

An important feature of charge-ordered states is global reconfiguration due to long-

range electron-electron interactions. To reveal any correlations in the jump behavior

and signatures of order in the potential landscape, we perform simultaneous Vg scans

over two different regions (spot A and B) of the sample, separated by ∼ 4 µm, several

times the excitation spot size. As shown in Fig. 6.7b, after starting with stable

emission, we find that the PL qualitatively changes in both spots at a Vg marked

by the dotted line LI, followed by a sudden redshift of about 6-7 meV for several

IXs in both regions at a Vg marked by the dotted line LT. LI marks the end of the

intrinsic region whereas the redshift at LT is consistent with the recently observed

moiré trion [118, 117, 116] where the excess electron resides in the same moiré unit cell

as the IX. At higher electron densities, PL from both regions broadens and becomes

weak. Besides these global features, we also find several Vg values where spectral
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Figure 6.7: Features of correlated electrons in the doping-dependent energy shifts of
IXs. a. Reproducible red- and blue-shifts of IX energies with electron doping. The
symmetric gating Vg from -8 to 10 V (forward) introduces electrons into the system
without electric field. Sudden spectral jumps of IX energies and overall blue-shift are
caused by changes in Coulomb interactions between electrons and dipoles (Ue−d). The
spectral jumps are remarkably well reproduced when Vg is reversed from 10 V to -8
V (backward), excluding the possibility of random jumps. b. Correlation of energy
shifts between different IXs and different sample positions. Simultaneous PL gate
scan of spot A (left) and spot B (right), which are separated by 4 µm, shows similar
global features: no energy shift above line LI, appearance of red-shifted peaks after
line LT and broadening of peaks after 10 V. The spectral jumps occur at the same
voltages (white dashed lines) for different IXs at the same spot and across different
spots, as shown by the energy shifts outlined by the red dashed ellipses. The bottom
four PL gate scans with asymmetric gating show similar correlated energy shifts, now
with both electric field and doping serving to stretch and therefore increasing the
resolution of each energy shift.
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jumps occur simultaneously, indicated by dashed white lines and dashed red ellipses

in Fig. 6.7b, both within the same spot and across the two spots. These correlations

imply the global reconfiguration of the charge-ordered states. In the following, we

analyze whether these correlations occur at fractional fillings.

We convert the gate voltages into fillings by relabelling the voltage axis in fractions

of the voltage interval defined by ν∗ = 0 and ν∗ = 1 (Fig. 6.8). ν∗ = 1 is traced

by combining a kink feature in the reflectance together with a spectral jump in the

PL spectra (see Fig.D1 in Appendix D), reminiscent of similar features in WSe2/WS2

heterobilayer. Remarkably, this simple relabeling of the axis shows that several jumps

for both spots occur at gate voltages corresponding to integer multiples of ν∗ = 1/12.

Our choice of 1/12 as the minimum fraction is much larger than the step size of the

gate voltage scan which is ∼1/400, ruling out accidental correlations in jumps. As

shown in Fig. 6.8a, b, the jumps which do not fall on 1/12 graduations (marked by

dashed white lines) are often separated by other such jumps by a voltage interval

equal to 1/3 or 1 in units of ν∗ = 1. To further confirm that this trend is statistically

significant, we plot occurrences of ν∗ modulo 1/12 of ∼ 330 jumps in a histogram.

If most of the jumps occur at integer multiples of 1/12, we expect a peak at zero.

As shown in Fig. 6.8c, there is indeed such a peak for both spots A and B. The

probability of obtaining the observed peak value at zero from a completely random

distribution of jumps is estimated to be ∼5 % (∼10%) for spot A (B). Moreover,

no statistically significant peak at zero is observed choosing other fractions such as

1/11 and 1/13 (Fig. 6.8d). Thus, we conclude that the spectral jumps of IX occur at

certain rational fillings of the electronic moiré lattice which are in correspondence with

ν∗, in other words, sudden and global redistribution of interaction-induced crystalline

electrons. This is in agreement with the recent observation of correlated electronic

states in MoSe2/WSe2 bilayer by reflectance[122].
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Figure 6.8: Filling-fraction assignment of the correlated electronic states. a. Doping
dependence of PL emission at spot A with respect to the filling fractions ν∗. The
dashed dark red lines indicate fractional fillings of the electronic moiré superlattice at
multiples of ν∗ = 1/12. Most of the spectral jumps fall on these lines. The horizontal
white dashed lines denote the energy shifts not falling on 1/12 fractions, however, they
are often separated from each other by intervals corresponding to ∆ν∗ = 1/3 (vertical
white solid line) or ∆ν∗ = 1 (vertical yellow solid line). b. Doping dependence of
PL emission at spot B with respect to ν∗ (left) with zoomed-in view for the white
box (right). c. Histograms of ν∗ corresponding to spectral jumps in spot A (left)
and spot B (right) modulo 1/12. d. Histograms of jump positions modulo 1/11 (left)
and 1/13 (right). Only modulus 1/12 gives a peak at 0, which means fractions with
denominator 12 are the main filling fractions.
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6.5 Monte-Carlo simulation of charge orders in multi-

orbital lattices

To confirm the salient features of our observations and the explanation provided

in the previous paragraph, we simulate the jump behavior of IXs trapped in a

moiré potential (Fig. 6.6a, left) by calculating their energies at various symmetry-

broken electronic crystalline states (Fig. 6.9a) of the heterotrilayer moiré lattice

(Fig. 6.6a, right). We perform a classical Monte-Carlo simulation based on minimiz-

ing the electrostatic energy of electrons that we employ for the classical charges on

multi-orbital lattices. The interaction between electrons is described by a screened

Yukawa-like potential in the form of V (rij) = e2

4πϵrϵ0rij
e−rij/r0 . Here r0 = N/2 is

the interaction length scale, where N is the length of the supercell that we con-

sider. For the 1◦/4◦ trilayer (Fig. 6.6a), the electron moiré potential is calculated

by Ve = −(Dt (R) + Db(R))/2. Here Dt/b (R) is the top/bottom exciton poten-

tial, given by Dt/b (R) = D0f
t/b
0 (R) + D+1f

t/b
+1 (R) + D−1f

t/b
−1 (R), where f

t/b
m (R) =

1
9

∣∣∣e−iK t/b·R + e−i(Ĉ3K
t/b·R−m 2π

3
) + e−i(Ĉ2

3K
t/b·R+m 2π

3
)
∣∣∣2 with Kt/b being the wavevector

at the corner of top and bottom Brillouin zones. The three parameters are (D0, D+1, D−1)

= (20, -8, 83) meV for WSe2/MoSe2 heterostructure [119]. The calculated electron

moiré potential shows the degenerate local minima for each unit cell, which implies

the moiré potential is a multi-orbital lattice. To avoid boundary effects, we surround

the simulated region with 9×9 replicas for the electron total energy calculations. The

simulated electron configurations are shown in Fig. 6.9a, supporting that the elec-

trons with interactions form crystal-like structures. For the dipolar exciton spectral

jumps, we consider the excitons at bottom exciton potential minima in 1°/4° trilayers.

The simulated exciton energy is achieved by summing the electron-dipole energy over

all filled electrons, capturing the experimental features of red- and blue-shifts with

overall blueshift (Fig. 6.9b).
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We note that we do not observe complete melting of Mott-Wigner crystals away

from fractional fillings. This might be explained by the creation of domain-walls

between regions of commensurate electronic crystals which are energetically favorable

over delocalized single-particle states (melting) due to long-range interactions [60]. In

addition to a qualitative comparison, we analyze statistics of the red and blue shifts

for spots A and B, as shown in Fig. 6.9c (left panel), which also agrees very well with

the spectral jump statistics of our simulation (Fig. 6.9c, right panel). Finally, we

convert the size of spectral jumps into an effective length reff using a charge sensing

model (Fig. 6.6c). Figure 6.9d shows that reff is peaked at 7-8 nm for both data and

simulation.

6.6 Interplay between charge order state and LIX

valley polarization

Figure 6.10 shows the DCP of PL as a function of electron density. We note that most

localized IXs have negligible DCP in the intrinsic region below 10 mT, very likely due

to a residual electron-hole (e-h) exchange interaction, Jeh which mixes the K and -K

valleys [73]. As electrons are added, the DCP jumps to a finite value once moiré trions

are created. This can be explained by the singlet configuration of the two electrons

in moiré trion, which quenches Jeh [123]. At the highest doping before which the

emission broadens and disappears, DCP remains large. However, for certain moiré

trions, we see a non-monotonic behavior of DCP with doping. Dashed boxes in Fig.

6.10 a to c show that the DCP suddenly vanishes at certain filling while the PL is

still strong and recovers at a later fractional filling.

Moreover, as shown in Fig. 6.11a, like the neutral IX, the negligible DCP in

this intermediate electron density becomes finite with a tiny magnetic field of 50

mT, because magnetic field breaks the energy degeneracy and recovers the valley
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Figure 6.9: Monte-Carlo simulation of the correlated electronic states. a. Charge-
ordered states from classical simulated annealing simulation in 1◦/4◦ electron poten-
tial for filling factors ne = 1/2 and ne = 4, where ne is the number of electrons per unit
cell with a periodicity of 18 nm. The deep (light) blue dots in the left (right) panel
are the first (second) orbital sites occupied by electrons and grey dots are unoccu-
pied sites. The localized dipolar excitons (red dots) sense electron-dipole interaction
(Ue−d) from occupied electrons. b. Calculated energy of the localized dipolar exci-
ton shows red- and blue-shifts and an overall blueshift, consistent with experimental
features. c. Histograms of spectral jump size ∆E from the experiment (left) and
simulation (right). d. Histograms of effective length scale for the experiment (left)
and simulation (right) obtained by a procedure described in Experimental details and
Fig. 6.6. Both experimental and simulated results give an effective length of 7-8 nm.
The ν∗ where spectral jumps occur and jump size (∆E) are manually determined for
all distinguishable IX peaks.
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Figure 6.10: Doping dependent valley polarization of moiré excitons. a. PL intensity
(left) and degree of PL circular polarization DCP (right) as a function of fractional
fillings at spot A. The filling for the DCP data is separated by white dashed lines
into four regions: (I) unpolarized intrinsic region; (II) cross-polarized trion region
red-shifted by 7 meV from intrinsic counterparts; (III) unpolarized doped region;
(IV) cross-polarized doped region with broad linewidth and weak intensity. The
arrows indicate the 7 meV redshift and the boxes outline excitons that we focus
on. b. Helicity-resolved PL spectra at four fillings, ν∗ = 0, 1/2, 3/2, 10/3. c. PL
intensity (left) and DCP (right) change with fractional fillings at spot B, showing
similar behavior as spot A.
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indices[124]. To explain the disappearance of DCP at intermediate doping, we invoke

a resonant tunneling-induced recovery of e-h exchange, as shown in Fig. 6.11b. At

intermediate filling ν, 0 < ν < 1, when a moiré site spatially close to the moiré trion is

singly occupied with its energy close to the electrons comprising the trion, there can

be strong resonant tunneling (t) resulting in an effective e-h exchange interaction (Fig.

6.11b). This process requires spin-valley conserving tunnelings of trion electrons and

the crystal electron together with Jeh and is equivalent to an effective spin flip-flop

process between the trion hole and a crystal electron which gives a tunnel-dependent

exchange of ∼ t2Jeh/δ
2 (see Appendix D). Such a process requires sufficient proximity

of the electron to the moiré trion, a condition that may not be satisfied by all localized

IXs. Although this process is second order in t, it can become large at resonance.

Crucially, this process requires half-filling of the participating moiré site to enable

spin-flipping of the electron. At higher doping densities, when the moiré site has

double occupancy, this resonant tunneling-induced exchange is either Pauli blocked

or the resonance condition is lost due to additional repulsion energy, which causes

the recovery of DCP. This explanation is consistent with our observations that the

recovery of DCP occurs above ν > 1.



97

b

+ +

𝑋𝐾
− 𝑋−𝐾

− 𝑒−𝑒−

MoSe2

WSe2

K -K

𝐽eh

𝑡 𝑡𝑋𝐾
−

δ

a

V
g

(V
)

Intensity (a.u.)

B = -50 mT

DCP

B =  0 mT

DCP

Spot A

Figure 6.11: Valley mixing process for moiré trions. a. The PL intensity (left) and
DCP at 0 T (middle) and -50 mT (right). The small magnetic field recovers the
DCP, which is a signature of e-h exchange interaction quenching. b. Schematic of
resonant tunneling induced exchange process of a K-valley moiré trion with a nearby
singly-occupied moiré site at intermediate doping. The valley-conserving resonant
tunnelings of moiré electron and trion electrons, denoted by tunneling amplitude t,
together with e-h exchange Jeh enable an effective exchange interaction that reduces
the DCP. The amplitude of this process, which is second-order in t, is enhanced at
resonance when δ ≈ 0. The net effect of this process is a spin flip-flop process between
the moiré electron and the trion hole. The (hermitian) conjugate of this process is
not depicted here for brevity
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6.7 Probing charge order reconfiguration with ex-

ternal electric field

Except for doping charge carriers into the sample, another tuning knob is to apply

electric field by anti-symmetric gating. It has been proposed that electric field can

modify the moiré potential landscape[76], which consequently changes the charge-

ordered states. As shown in Fig. 6.12, certain spectral jumps (white dashed circles)

disappear while other spectral jumps appear, implying that the electronic crystal is

modified by the E. The electric field tunability of the electron potential landscape

rules out the defect potential as the origin of electronic crystals.

a b c
E = 0 V/nm E = -0.024 V/nmE = 0.017 V/nm

Figure 6.12: Modification of electron potential landscape by electric field. With the
electric field changed from positive (a) to zero (b) and to negative (c), certain spectral
jumps (white dashed circles) disappear while other spectral jumps appears, implying
the electronic crystal modified by the E.

6.8 Reproducibility of the localized IXs-based quan-

tum sensing technique

As we mention, disorders are hard to avoid during the fabrication of vdW heterostruc-

ture, for example, the twist angle variation from lattice reconstruction or local strain

from polymer residue. Therefore, the reproducibility of the localized IXs-based quan-
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Figure 6.13: Reproducible energy shifts with electron doping at another position
spot B. PL intensity of localized interlayer excitons change with Vg in the first (a)
and second (b) thermal cycles. When the applied gate voltage is reversed, the energy
shifts and corresponding DCP are reversed.

tum sensing technique is very important aspect for further application. We first

check that the thermal cycle of warming up and cooling down the cryostat has no

effect on the spectral jump behaviors (Fig. 6.13). Next, we fabricate another dual-

gate WSe2/MoSe2 heterobilayer and a WSe2/WS2 heterobilayer samples. We observe

sharp-localized IXs with doping dependent reproducible spectral red- and blue-shifts

in both samples (Fig. 6.14a and Fig. 6.15a). In the WSe2/MoSe2 heterobilayer,

spectral jumps agree reasonably well with assigned filling fractions (Fig. 6.14). The

non-monotonic carrier density dependent DCP behaves similar to previous trilayer

data6.10. In the WSe2/WS2 heterobilayer, which has been extensively studied for

correlated states[35, 113, 114], we establish direct correspondence between such spec-

tral jumps and the correlated electronic features detected by delocalized IXs PL and

intralayer exciton reflectance contrast spectra at both electron doping νe = 1 and

hole doping νh = −1 (Fig. 6.15b). The delocalized IXs PL DCP also show a non-

monotonic DCP behavior regarding both electron and hole doping, with almost the

same filling range as the WSe2/MoSe2 sample (Fig. 6.14b). Furthermore, after de-

termining ν∗ = 0 and ν∗ = 0 for the localized IXs, all reproducible spectral jumps
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land on the fractions as expected.
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Figure 6.14: Reproducible spectral jumps and filling-fraction assignment in another
WSe2/MoSe2 sample. a. Reproducible spectral jumps in doping dependent PL in-
tensity spectra with σ− (left), σ+ (middle) excitations and DCP with σ+ excitation
(right), indicated by the red dashed lines. b. Assigned fractional fillings ν∗ for re-
producible spectral jumps. The spectral jumps agree well with the filling fractions in
the PL intensity spectra (left). DCP spectra with σ− excitation (right) show cross-
polarized emission in ν∗ ∈[0, 1/3]. With further doping, IXs become non-polarized
in ν∗ ∈[1/3, 1] and finally recover their circular polarization after ν∗ = 1.
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Figure 6.15: Reproducible spectral jumps and filling-fraction assignment in a
WSe2/WS2 sample. a. Reproducible spectral jumps in doping dependent PL in-
tensity spectra with linear excitation, indicated by the black dashed lines. b. Corre-
lation between doping-dependent localized IX PL (left), intralayer exciton reflectance
contrast spectra (middle) and broad IX PL (right). The black dashed lines sepa-
rate the doping dependent spectra into hole-doped p, neutral i, and electron-doped
n regions. The existence of sharp peak indicated by the defines the neutral region.
The reflectance contrast spectra are acquired by lock-in technique, where a dip in-
dicates an incompressible (insulating) state. c. Assigned fractional fillings ν∗ for
broad IX PL intensity (left) and DCP (right) with σ+ excitation. DCP spectra show
cross-polarized emission in ν∗ ∈[0, 1/3]. With further electron doping, IXs become
non-polarized in ν∗ ∈[1/3, 1] and finally recover their circular polarization after ν∗

= 1. d. Assigned fractional fillings ν∗ for reproducible spectral jumps. The spectral
jumps agree well with the filling fractions in the PL intensity spectra. All PL intensity
spectra are plotted using a logarithmic scale.
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6.9 Conclusion and Outlook

In conclusion, we have introduced a moiré-based local sensing scheme for correlated

electronic behavior in a monolithic dual-moiré heterostructure, relying on sampling

rather than scanning of the sample. Data from several localized sensors, each probing

∼ 10 nm, is used to uncover long-ranged charge-ordered electronic states as a func-

tion of electron density. In addition, the spin-valley degree of dipolar sensors yields

information about the local spin behavior which could be used to detect quantum

magnetism in the future. Our scheme, also based on optical spectroscopy, comple-

ments the recently employed techniques such as reflectance spectroscopy, and is more

sensitive by not averaging over disorder or local domains. The reproducibility of such

a scheme has been proved in versatile type-II van der Waals heterostructures. In ad-

dition to vdW heterostructures, proximity sensing using 2D dipolar excitons could be

used to study dynamics from local charge and spin fluctuations, which are enhanced

near quantum phase transitions in strongly correlated materials such as unconven-

tional superconductors and quantum magnets. Finally, in addition to being passive

sensors, localized dipolar IXs can strongly couple to other many-body systems and

act as quantum impurities with an optical readout.
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Chapter 7

Hybridized Quadrupolar Excitons

with Tunable Oscillation Strength

In this chapter, I will introduce the creation of a new quasiparticle – quadrupolar

exciton, arising from hybridization between oppositely oriented dipolar excitons. The

experimental results relevant to the properties of quadrupolar excitons are reported

in an arXiv preprint[4].

7.1 Previous work on exciton hybridization

An exciton, which comprises of a Coulomb-correlated electron-hole pair, is an ele-

mentary excitation of a semiconductor resembling a hydrogen atom albeit with pos-

sible modifications arising from lattice effects [125]. In addition to atom-like neu-

tral excitons, excitonic complexes such as trions and biexcitons, resembling ions and

molecules, add further richness to exciton physics [126]. In vdW heterostructures of

2D semiconductors, the layer degree of freedom can endow excitons with additional

internal structure, such as a static dipole moment in interlayer excitons of heter-

obilayers with type-II band alignment, affecting their interactions and light-matter

coupling [40, 127]. The existence of interlayer and intralayer excitons in the same
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structure enables mixing of them so that layer-hybridized excitons are formed via

interlayer resonant tunneling of electrons or holes. This has been observed in AB

stacked WS2/WSe2, arising from the hole tunneling between WS2 higher valence

band and WSe2 lower valence band with the same spin indices and similar energies

(Fig. 7.1a)[128]. The oscillation strength is then redistributed between the interlayer

and intralayer excitons in the coupling regime. Such exciton hybridization is however

not allowed in AA stacked WS2/WSe2, because the energy nearly-degenerate bands

have opposite spin indices and forbid the resonant tunneling of electrons or holes (Fig.

7.1b). In other vdW heterostructures hosting interlayer and intralayer excitons with

similar energies and spin indices, such as type-I WS2/MoSe2 heterobilayer (Fig. 7.1c)

and MoSe2/MoSe2 homobilayer (Fig. 7.1d), the hybridization between them are also

observed as expected[33, 39]. Nevertheless, the hybridization between two interlayer

excitons have not been realized. Here, using a WS2/WSe2/WS2 heterotrilayer, we

create a quantum superposition of oppositely oriented dipolar interlayer excitons –

a quadrupolar exciton – wherein an electron is layer-hybridized in two WS2 layers

while the hole localizes in the middle WSe2 layer. The quadrupolar exciton wave-

function is characterized by nonlinear Stark shift and modified electron-hole overlap

(oscillation strength) under electric field. Moreover, the presence of the additional

layer, in comparison to heterobilayers, enriches exciton-exciton interactions, enabling

a many-body, interaction-driven transition to dipolar excitons.

7.2 Experimental details

We fabricate dual-gated WS2/WSe2/WS2 heterotrilayer device using PC-based trans-

fer technique [89]. WSe2 and WS2 monolayers, few-layer graphene and thick hBN are

mechanically exfoliated from bulk crystals onto 300 nm SiO2/Si substrates. We use

the tear-and-stack method [120] to pick up half of a WS2 flake, align with the WSe2
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Figure 7.1: Hybridized interlayer and intralayer excitons. a. Hybridization between
interlayer (solid line) and intralayer (dashed line) excitons by hole tunneling for AB-
stacked type-II TMD heterobilayer WS2/WSe2. b. No hybridization for AA-stacked
WS2/WSe2 as a result of spin conservation. c. Hybridization between interlayer and
intralayer excitons for AA-stacked type-I TMD heterobilayer WS2/MoSe2. d. Mixing
of interlayer and intralayer excitons for homobilayer MoSe2/MoSe2.
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layer within 1◦ uncertainty and pick up the other half of the WS2 flake without ro-

tation (AA stacking, Device 1, 2, 4 in the main text, Device 5 in the Appendix E)

and with 60◦ rotation (AB stacking, Device 3 in the main text) relative to the top

WS2 in order to protect/break the mirror symmetry in AA/AB samples. AA/AB

stacking is defined based on the outer two WS2 layers. We fabricate 5 devices to

show the reproducible properties of the quadrupolar excitons. All data in the Fig.

7.3, 7.4, 7.5 are from Device 1 with the exception of Fig. 7.5a,c, which are from

Device 2, and Fig. 7.4g from Device 3. The data in Fig. 7.6, 7.7 are acquired in

Device 4. Figure 7.2a show a microscope image of one of our heterotrilayer samples.

The sample is encapsulated in 20-40 nm hBN with dual gates for independent control

of displacement field and carrier doping (Fig. 7.2b). The heterostructure consists of

both heterotrilayer and heterobilayer to directly compare trilayer and bilayer exciton

properties. The stacking order is chosen to be AA for the outer WS2 layers because

AB stacking has negligible hybridization with spin-valley conserving tunneling [14].

AA stacked heterotrilayers hosting quadrupolar excitons actually have a 60◦ twist

angle between WS2 and middle WSe2 (see Appendix E).

The schematic of our AA WS2/WSe2/WS2 sample illustrates the possible exciton

species existing in the heterostructure (Fig. 7.2c). If the outer layers are uncoupled,

this heterostructure can be expected to host oppositely oriented dipolar interlayer

excitons because of type-II band alignment between WSe2 and WS2. However, in

the presence of a finite tunnel coupling, the electron is layer-hybridized between WS2

layers, whereas the hole resides in the middle WSe2 layer. The strength of tunneling

determines the energy difference between the lower energy symmetric (Fig. 7.2d) and

higher energy antisymmetric (Fig. 7.2e) hybridized electronic states. More impor-

tantly, the symmetric (antisymmetric) electronic state has a finite (vanishing) weight

in the WSe2 layer. Together with the hole in the middle layer, the resulting excitonic

states have no net dipole moment but a quadrupole moment. In other words, elec-
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tron tunneling hybridizes the two degenerate, oppositely oriented dipolar excitons into

symmetric and antisymmetric quadrupolar excitons. However, quadrupolar excitons

in heterotrilayers should be contrasted with earlier reports on hybridized interlayer

and intralayer excitons in bilayers [33, 39, 67, 128], which have a dipolar character

due to broken mirror symmetry.
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Figure 7.2: Quadrupolar and dipolar excitons in a TMD heterostructure. a, b.
Sample picture (a) and schematic geometry (b). The dual gates allow independent
application of doping and electric field to the sample. c. Schematics of exciton species
in bilayer and trilayer heterostructures. The bilayer region hosts one species of dipolar
excitons, while the trilayer region can host two antiparallel dipolar excitons, as well
as the quadrupolar exciton, which is a hybridized state of the two dipolar excitons.
d. Electron wavefunction distribution in symmetric quadrupolar excitons, which is
delocalized across the two WS2 layers with a finite weight in the middle WSe2 layers.
e. Electron wavefunction distribution in antisymmetric quadrupolar excitons, which
is delocalized across the two WS2 layers with a vanishing weight in the middle WSe2
layers.

The theoretical argument of hybridization and wavefuction modification in the pa-

per is based on DFT ab initio calculation done by our collaborators. The ab initio cal-

culations are performed within the Vienna Ab initio Simulation Package (VASP)[129]

using a projector-augmented wave (PAW) pseudopotential in conjunction with the
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Perdew–Burke–Ernzerhof (PBE)[130] functionals and a plane-wave basis set with an

energy cutoff at 400 eV. The unit cells are chosen to consist of WS2/WSe2/WS2 tri-

layers with a lattice constant of 3.154 Å and interlayer spacing of 5.9 Å or 6.2 Å. A

vacuum region of 20 Å is applied to avoid artificial interaction between the periodic

images along the vertical direction. The first Brillouin zone of the heterostructure was

sampled using a 15×15×1 k-point grids. The structures at ground states were fully

relaxed until the force on each atom was < 0.01 eV Å−1. The van der Waals interac-

tions were included using the opt88 functional[131]. For the structures with modified

interlayer hybridizations, the interlayer distances were artificially modulated to get

insight into the influence of various stackings. Spin-orbital couplings are included in

the calculations of electronic structures.

7.3 Observation of quadrupolar excitons in het-

erotrilayers

Photoluminescence spectroscopy at cryogenic temperature has been proved to be

a power tool to study excitons in the previous chapters. Figure 7.3a, b show low

temperature (∼ 6K) PL spectra of the trilayer and bilayer regions together with the

corresponding photoluminescence excitation (PLE) spectra. Both the emission energy

and excitation resonance energy are redshifted in the trilayer region compared to the

bilayer region. The trilayer spectra are dominated by three peaks which we assign to,

in order of decreasing energy, a spin-triplet IX, a spin-singlet IX and the spin-singlet

IX phonon replica, based on earlier reports in WSe2/WS2 heterobilayer [132, 133].

The three peak structure is robust across different AA stacked samples with similar

energy and linewidth, implying that they are free excitons (see Fig. E1 Appendix E).

To distinguish between quadrupolar and dipolar excitons, the out-of-plane electric

field (E = Ezẑ) response of PL is explored here. As shown in Fig. 7.4a, the PL from
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Figure 7.3: Trilayer and bilayer PL emissions. a. Representative photoluminescence
(PL) spectra from the trilayer (top) and bilayer sample regions (bottom). The trilayer
shows a three-peak structure, different than the bilayer emission. Excitation was
40µW at 1.68 eV (1.71 eV) for the trilayer (bilayer). The bilayer peak is bluer than
the strongest trilayer peak. b. Photoluminescence excitation spectroscopy of the
trilayer and bilayer region at E = 0. Both regions show one resonance, which is 1.68
eV (1.71 eV) for the trilayer (bilayer).

the bottom bilayer region shifts linearly, displaying both red and blueshifts depending

on the direction of E. Thus, the bilayer emission behaves as expected for dipolar

excitons with an energy shift δE = −d ·E [42]. Moreover, the sign of the slope of the

energy shift, dE/dEz, which is proportional to the dipole moment, is consistent with

the layer ordering in the bilayer region. In stark contrast, the PL from the trilayer

region redshifts for either direction of E, with a characteristic nonlinear shape (Fig.

7.4b). While we measure E-dependence of the PL with opposite voltages applied to

the top and bottom gates so as to not dope carriers in the sample, imperfections in

gate configurations can lead to a small amount of unintentional doping which could

also result in energy shifts. By monitoring the reflectance of intralayer excitonic

resonances, which remain unchanged with E, we conclude that accidental doping, if

any, is not sizable enough to cause the observed energy shifts of tens of meV (see Fig.

E2 in Appendix E). However, we note that the PL in both the bilayer and trilayer

regions for E > 0.046 V/nm displays slight broadening and reduction in intensity
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Figure 7.4: Electrical field tunable dipole hybridization in quadrupolar excitons. a.
Electric field (E) dependent PL of bilayer excitons. The peak blueshifts or redshifts
depend on the direction of the out-of-plane electric field. b. E-dependent PL of
trilayer excitons. The dashed white line is a hyperbolic fit of the main peak. The
three-peak structure only redshifts with the electric field. c. Hybridization of the
top and bottom dipoles. XB (XT ) is the bottom (top) dipole and t0 is the tunnelling
strength at zero electric field. The solid red line is the lower energy symmetric branch,
and the dashed red line is the higher energy antisymmetric branch. e, d. DFT
calculation of the electron charge density across the layers at E = 0.026V/nm (e)
and E = 0.05V/nm (d). When E is increased, the electron density is shifted from the
bottom layer to the top layer, and the electron density in the middle layer is reduced.
f. The solid blue dots represent the DFT calculated shifts of the quadrupolar exciton
interband transition energy as a function of E. The red line shows the hyperbolic
fit in (b). g. E-dependent PL of an AB stacked trilayer (Device 3). The top and
bottom dipoles do not hybridize. The excitation power is 40µW for (a) and (b), and
the excitation energies are 1.71 eV and 1.68 eV, respectively. The excitation power
is 5µW for (g) with energy 1.685 eV.
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compared to E < -0.046 V/nm. We attribute this to small, unintentional doping for

E > 0.046 V/nm, which causes a slight asymmetry in the nonlinear redshift about E

= 0 in the trilayer region. Finally, we observe similar E-dependent nonlinear redshift

of PL in three other samples which leads us to conclude that it is a generic feature

of WS2/WSe2/WS2 heterotrilayers (see Fig. E3 in Appendix E). Unlike the dipolar

exciton in the bilayer region, dE/dEz (or the magnitude of dipole moment) in the

trilayer region steadily increases from zero with increasing |E|, for small |E|. This

behavior is consistent with that of a quadrupolar exciton, which has not a dipole

moment but a quadrupolar moment instead at zero E.

To gain a qualitative understanding of the nonlinear redshift, we start by con-

sidering uncoupled top and bottom dipolar excitons with opposite dipole moments.

Under an applied E, the energy of the two dipolar excitons should shift in opposite

directions, resulting in ‘X’-shaped dispersing branches (Fig. 7.4c). If we assume a

finite hybridization of the two branches due to resonant tunneling of electrons, the

intersecting ‘X’-like branches should turn into an avoided crossing where the lower

(higher) energy branch corresponds to the symmetric (antisymmetric) superposition

of top and bottom dipolar excitons – quadrupolar excitons [134]. In this case, the

lower (higher) energy symmetric (antisymmetric) branch only redshifts (blueshifts),

asymptotically merging with the dipolar branch (Fig. 7.4c). Thus, we conclude that

the redshifting of PL in the trilayer region is consistent with a symmetric quadrupolar

exciton. The antisymmetric quadrupolar branch is at higher energy and is expected

to be much weaker in emission under non-resonant excitation due to relaxation to

the symmetric branch. Furthermore, oscillator strength, which is characterized by

electron-hole overlap, is drastically reduced for the antisymmetric quadrupolar exci-

ton because of the presence of a node in the electronic wavefunction at the location of

the hole in the WSe2 layer (Fig. 7.2e). The combination of these two effects possibly

renders the antisymmetric quadrupolar exciton optically dark in our experiments.
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To estimate the hybridization or tunnel coupling strength t0 from the nonlinear

redshift (Fig. 7.4b), we need to quantitatively describe quadrupolar exciton energy

shift behavior under an out-of-plane electric field. If we assume that t0 remains

constant in the accessible E range, the quadrupolar exciton can be considered as

a hybridized state of two possible dipolar excitons - top (|Ψt⟩) and bottom (|Ψb⟩).

Therefore, the dipolar basis can be written as:

|Ψt⟩

|Ψb⟩


Assuming the external E points along the direction of the top dipole, the Hamiltonian

in this basis is:

Hd =

∆Et −t0

−t0 ∆Eb


where the dipolar excitons’ Stark shifts ∆Et and ∆Eb are given by:

∆Et = −α(eE · d0),∆Eb = +α(eE · d0),

where e is the elementary charge of the electron, E is the external E , d0 is the bare

dipole moment of the dipolar excitons, and α is a parameter that accounts for the

effects of screening inside the material. Upon diagonalization, we find two eigenstates,

the symmetric (|Ψs⟩) and antisymmetric (|Ψa⟩) quadrupolar excitons:

|Ψs⟩

|Ψa⟩

 =

 1√
2
(|Ψt⟩ + |Ψb⟩)

1√
2
(|Ψt⟩ − |Ψb⟩)

 (7.1)
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with the Hamiltonian:

Hq =

−
√
α2(eE · d0)2 + t20 0

0 +
√
α2(eE · d0)2 + t20

 . (7.2)

As argued before, we observe only the symmetric branch of the quadrupolar exciton

due to its lower energy and higher oscillator strength, and therefore the characteristic

hyperbolic Stark shift of the quadrupolar exciton is given by:

∆Es = −
√
α2(eE · d0)2 + t20. (7.3)

Since we convert the voltage into E using the Stark shift of dipolar excitons in the

bilayer region, α = 1 for the bilayer. For the trilayer, α = 0.58 by fitting the asymp-

totic line using the same E as the bilayer, which is found to be similar in both Device

1 and Device 4. Using the above parameters, we can get a rough estimate of the

strength of hybridization or tunnel coupling, t0 = 16 ± 5 meV.

While the above analysis is performed assuming a constant hybridization, t0, of

opposite dipolar excitons, we can obtain a more accurate picture by considering how

the layer-hybridized electronic wavefunction evolves with E. Under an out-of-plane

electric field, we can assume that the hole distribution remains unchanged and hence

the excitonic energy shift is primarily determined by the changes to the electronic

wavefunction. To this end, we performed DFT simulations to calculate the electronic

wavefunction of the symmetric state as a function of E. Figure 7.4d-e show the

electronic charge distribution at two values of E. As expected, with increasing |E|,

the electronic charge distribution becomes asymmetric about the hole in the middle

WSe2 layer, resulting in an increased dipole moment. We calculate the energy shift

for E-dependent symmetric quadrupolar exciton as shown in Fig. 7.4f, in very good

agreement with our experimental results at the level of DFT calculation, due to
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similar binding energy of symmetric and antisymmetric branches [134]. We also note

that our DFT calculations neglect moiré potential-related effects, suggesting that the

latter do not play an essential role in the formation of quadrupolar excitons.

To further confirm that the observed behavior in the trilayer region is indeed due

to tunnel coupling, we fabricated a sample with AB stacking order of the outer WS2

layers, which should suppress layer hybridization due to spin-conserving tunneling.

As shown in Fig. 7.4g, we observe dipolar exciton-like response under E with the

PL displaying linear red and blueshift depending on the direction of E, as expected

from a lack of tunnel coupling. As a result, the AB stacked trilayer is decoupled into

bilayers, consistent with DFT calculations (see Fig. E4, Note 2 in Appendix E).

7.4 Electric field tunable oscillation strength of

quadrupolar excitons

Having established the existence of quadrupolar excitons in heterotrilayers, we study

the implications of the quadrupolar exciton wavefunction on light-matter coupling. A

key quantity in determining the latter is the overlap of electron and hole wavefunction,

i.e., the oscillation strength, which determines the radiative lifetime of the exciton.

Owing to the tunneling of electrons through the WSe2 barrier which hosts holes, the

symmetric quadrupolar exciton has a larger electron-hole overlap compared to the

dipolar exciton. As the electron-hole overlap in the symmetric quadrupolar exciton

depends sensitively on E, it can be tuned to control excitonic radiative lifetime and

hence light-matter coupling.

To test this hypothesis, we performed time-resolved PL lifetime measurement of

the emission from bilayer and trilayer regions as a function of E. As shown in Fig.

7.5a and c, with increasing |E|, PL lifetime of the heterotrilayer steadily increases

from ∼ 0.4 to 0.7 ns. As the PL lifetime depends on both radiative and non-radiative
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lifetimes, an increase in PL lifetime could arise from a reduction in non-radiative pro-

cesses or an increase in radiative lifetime, or a combination thereof. The presence of

a small out-of-plane electric field should have a minor effect on the non-radiative life-

time. In fact, any unintentional doping under E will only decrease the non-radiative

lifetime by carrier-induced relaxation. Thus, we attribute this increase in lifetime to

a reduction in electron-hole overlap of the quadrupolar exciton with a polarizing |E|.

If Eq.(7.1) ideally describes the symmetric quadrupolar wavefunction, the overlap

between electron and hole (oscillation strength) should be twice that of the dipolar

one, in other words, quadrupolar exciton radiative lifetime should be half of dipolar

exciton radiative lifetime at zero E. Reasonably high E de-hybridizes quadrupolar

excitons to be either top or bottom dipolar excitons, which should increase the life-

time of quadrupolar excitons by twice, consistent with Fig. 7.5c. The trilayer region

of Device 1 also shows an increased lifetime with E but by a smaller amount (see

Fig. E6 in Appendix E). In contrast, Fig. 7.5b and d show that the bilayer region

lifetime has negligible change for E < 0. The decrease in PL lifetime of bilayer region

for E > 0.03 V/nm is consistent with the observed reduction in PL intensity in Fig.

7.4a and possibly arises from non-radiative relaxation due to unintentional carrier

doping. As the bilayer exciton is longer lived, it is expected to be more sensitive to

carrier-induced non-radiative channels.

7.5 Many-body interaction driven quadrupolar to

dipolar transitions

As neutral quasiparticles, excitons in general interact weakly, but dipolar excitons

can interact strongly via dipole-dipole interactions at sufficiently large excitonic den-

sities [1, 41, 135]. Whereas interlayer dipolar excitons in heterobilayers interact repul-

sively, repulsive quadrupolar interactions between hybridized excitons in heterotrilay-
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Figure 7.5: Electrical control of quadrupolar and dipolar exciton lifetimes. a. Time-
resolved PL of the trilayer exciton with a positive, negative and zero E. b. Time-
resolved PL of the bilayer exciton as a function of E. c. Fitted lifetime of the trilayer
exciton as a function of E. The trilayer exciton lifetime increases with E in either
direction. The red line is the linear fit of lifetime versus E, which gives a slope of 5.7
± 0.6 ns/(V/nm) at negative voltage and a slope of 5.7 ± 0.5 ns/(V/nm) at positive
voltage. d. Fitted lifetime of the bilayer exciton as a function of E. The bilayer
lifetime has negligible E dependence.
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ers are expected to be weaker. However, the additional WS2 layer can qualitatively

modify the picture such that exciton-exciton interactions and excitonic internal struc-

ture couple strongly resulting in correlated excitonic phases and quantum phase tran-

sitions between them [134]. Exciton-exciton interactions can be studied by varying

the steady-state excitonic density, nex, which can be efficiently varied, for example,

by changing the intensity of the excitation laser resonant with the intralayer excitonic

resonance.

Figure 7.6 shows E-dependence of PL spectra in trilayer regions of Device 4 as

the excitation laser intensity is increased. At a low power of 35 µW (Fig. 7.6a),

the electric field dependence of PL energy has the characteristic nonlinear redshift of

the hybridized quadrupolar exciton, as discussed above. However, the electric field

dependence at a high power of 1 mW exhibits a linear shift, reminiscent of dipolar ex-

citons (Fig. 7.6b). To quantitatively visualize the evolution of quadrupolar excitons

to dipolar excitons, we extract the slope of the energy shift versus E, which is propor-

tional to the average dipole moment. Fig. 7.6c shows that the slope increases with

power and saturates around 1 mW with a maximum slope of ∼370±10 meV/(V/nm),

which is comparable to the slope (380±10 meV/(V/nm)) at low powers in the large E

limit (see Fig.E12 in Appendix E). The transition from quadrupolar excitons to dipo-

lar excitons with increased power suggests that the two anti-parallel dipoles become

de-hybridized with increased nex. Further evidence for de-hybridization is provided

by blueshift of decoupled top and bottom dipoles with respect to the symmetric

quadrupolar excitons, consistent with the hybridization picture of Fig. 7.4c. The PL

spectra at different powers in Fig. 7.6d track the blue-shift of the trilayer excitons

from low to high power at a finite E (8.4 mV/nm above the turning point). The peak

energies are extracted and plotted in Fig. 7.6e, showing a blueshift of ∼6 meV.

As repulsive quadrupolar interactions are weak, the blueshift likely arises from

Pauli exclusion owing to the fermionic nature of electron and hole comprising the
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exciton. In particular, our model to explain de-hybridization, which is based on

excitonic phase-space filling and weakening of electron-hole interaction with increasing

nex [136, 137], captures the blueshift (Fig. 7.6e) reasonably well. Our model agrees

with the data for nex ∼ 1012cm−2 at 1 mW of excitation power. Only the lower

energy branches for either E-direction are observed, since the electron in de-hybridized

dipolar excitons still has the layer degree of freedom and it is energetically favorable

to layer-polarize with finite E.
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Figure 7.6: Density-driven quadrupolar to dipolar exciton transition. a. Electric
field dependence of PL with a low excitation power of 35 µW. Peak energies have a
hyperbolic dependence on the electric field. b. Electric field dependent PL with a
high power of 1 mW. Peak energies have a linear dependence on the electric field.
The laser excitation energy for both (a) and (b) is 1.696 eV. c. Fitted quadrupolar
exciton energy shift slope of the top half branches as a function of incident power.
The slope increases with the power. The dashed horizontal line is the asymptotic
line slope of low power at high E. d. Normalized spectra from 8.4 mV/nm under
excitation power of 35, 50, 100, 200, 280, 350, 500, 840, and 1000 µW. e. Extracted
energies of the strongest peaks from panel (d). The peak energies blue-shift under
increased power. The peak energy error bar is ±0.03 meV. The purple curve is the
fitted line using a multi-exciton interaction model projected on a two-exciton basis.
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Having demonstrated an interaction-induced transition from quadrupolar to dipo-

lar excitons at finite E, we consider the nature of the excitonic phase near E ∼ 0 and

high nex. When the hybridization is overcome by many-body interactions, the degen-

erate layer-pseudospin recovers full SU(2) symmetry. Based on a classical electrostatic

model, Ref. [134] predicts an antiferroelectric staggered phase wherein quadrupolar

excitons can reduce their energy by spontaneously breaking layer pseudospin and

translation symmetries at sufficiently high densities. However, it is not clear whether

quantum fluctuations, which are large in 2D, destroy such long-range order. Moreover,

the underlying triangular moiré lattice, if present, could frustrate the antiferroelec-

tric state. On the other hand, fluctuating antiferroelectric correlations could develop

even in the absence of long-range order. As depicted in Fig. 7.7a, the reduced over-

lap of electrons, due to their localization in opposite layers in the antiferroelectric

configuration of dipolar excitons, suppresses the exchange interaction compared to

parallel dipolar and quadrupolar excitons. Such antiferroelectric correlations alter

the wavefunction of excitons and thereby modify the excitonic exchange interactions,

which can be detected through many-exciton exchange-induced valley splitting [2].

Fig. 7.7b shows the valley splitting of co- and cross-polarized emission as a function

of E under circularly polarized excitation, which creates valley-polarized excitons.

Indeed, below a small E of ∼ 4 mV/nm of either polarity, we observe a reduction

in exchange splitting from 2.5 meV to 0.5 meV consistent with an antiferroelectric

configuration. Incidentally, PL in this E range displays a ‘kink’ where the behavior

is qualitatively different, marked by suppression of red tail (see Fig.E8 in Appendix

E), an effect that is not entirely clear and left for future studies.
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Figure 7.7: Signature of antiferroelectric ordering in electric field dependent exchange
interactions. a. Schematics of exchange interactions at E > 0 and E ∼ 0. Both
electron-electron and hole-hole exchange interactions exist for E > 0 whereas only
hole-hole exchange interactions exist for E ∼ 0. b. Zoomed-in electric field depen-
dence of co- (blue dot) and cross-polarized (red dot) strongest peak energies (left)
and their energy splitting (right) at 1 mW.

7.6 Conclusion and Outlook

In conclusion, we have observed a hybridized exciton formed as symmetric coher-

ent superposition of oppositely oriented dipolar excitons in a vdW heterotrilayer and

featuring a quadrupolar moment. An external electric field can modify the wave-

function of the quadrupolar exciton wavefunction and change its dipole moment to

achieve tunable light-matter interactions. The sizable oscillator strength of symmet-

ric quadrupolar excitons allows for efficient coupling to optical cavity modes and

the resulting quadrupolar polaritons can be used for electrically tunable light-matter

coupling and polariton-polariton interactions [138, 127, 102]. Moreover, many-exciton

interactions driven de-hybridization enables the existence of antiferroelectric correla-

tions between excitons, paving the way for intriguing staggered excitonic lattice.
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Chapter 8

Summary and Outlook

The main experimental results of this dissertation were obtained in vdW semiconduc-

tor transition metal dichalcogenides heterostructures with dual-gate control. Such a

highly tunable platform can provide charge (electron/hole), spin-valley (spin-up K

valley/ spin-down K’ valley), and layer (top/bottom) degree of freedom. Mixing and

interplay among them give rise to rich physics about interactions, which are optically

detectable due to strong light-matter coupling. The fundamental optical response is

determined by layer resolved electron-hole pairs – interlayer excitons (IXs), so that in-

teractions manifested in the optical measurements can then be either exciton-exciton

interactions or exciton-electron interactions. For exciton-exciton interactions, com-

bining charge and layer degree of freedom, IXs possess static, out-of-plane dipole

moment, which enables us to study spin-independent repulsive dipole-dipole interac-

tions. Furthermore, taking into account indistinguishable spin-valley indices, we ex-

amine the spin-dependent exchange interactions between valley polarized IXs, which

induce an out-of-equilibrium magnetic field. Regarding exciton-electron interactions,

they provide the possibility to investigate correlated electronic states through exciton

resonance and emission. We demonstrate localized IXs as sensitive optical probes for

charge-order-states with ∼ 10 nm resolution. Finally, with additional layer degree of
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freedom in a heterotrilayer, hybridized quadrupolar excitons are formed by a quan-

tum superposition of IXs with oppositely orientated dipoles fixed by the layer indices.

A transition from quadrupolar excitons to dipolar excitons is achieved by many-body

interactions.

To conclude, this dissertation provides insight into interacting excitons and elec-

trons by characterizing their optical response. Our research shows 2D TMDs as an

attractive platform to study interactions because interactions inside are strongly en-

hanced and highly tunable compared to 3D materials. They can further couple to

light, providing a non-invasive method to study and create new interacting phases

of many particles. In condensed matter physics, many interactions related problems

remain unexplored and require either new techniques or new material systems to be

solved. I will list a few of them relevant to this dissertation and promising to be

solved in 2D materials:

First, I comment on the possibility of the existence of excitonic order driven by

the interactions between excitons. Whereas the existence of dipolar and exchange

interactions between IXs is now well-established, there is no strong evidence for the

formation of exciton lattice by spontaneous translation symmetry breaking. Although

IXs are long-lived, they are still excited states in a driven-dissipative scheme, distinct

from electronic ground states. If we can achieve such ordered excitons, we can use

them to simulate many-body bosonic models.

Second, the artificial creation of high density programmable quantum emitter ar-

rays: Each localized interlayer exciton is a quantum emitter, which has been proposed

for quantum computation. If they are trapped by moiré potential, they form a quan-

tum emitter triangular lattice with a high density of 104 µm−2. However, the localized

IXs in vdW heterostructures are actually not deterministically created with proper

pattern. Instead, they are randomly distributed over the whole sample, possibly due

to the disorder of fabrication. In order to check the origin of localized IXs, near-field



123

scanning probe technique is required to correlate their positions with moiré potential

minima.

Third, the phase diagram of Bose-Fermi mixture at high-density limit: Excitons

(bosons) and electrons (fermions) can be easily added to vdW heterostructures by op-

tical or electrical injections. We have shown that there are interactions between them,

which are promising to realize Bose–Fermi mixtures consisting of strongly interacting

dense excitons and electrons, beyond what is achievable with ultracold atoms.

Last, the detection of topologically ordered states: Topologically ordered states

feature long-range entanglement. For example, chiral spin liquids and fractional

Chern insulators have globally entangled constituents. To prove entanglement be-

tween particles in the solid state system is challenging, because there is no rigorous

protocol for how to detect the states of two distant particles at the same time. Our

spatially distributed localized IXs can in principle simultaneously probe global charge

and spin order, which is reconstructed from the local information acquired by sepa-

rate localized IXs. Photon statistics between two distant localized IXs could contain

the information of entanglement.

Of course, there are many other important and intriguing questions not listed here.

Though identifying a promising research direction in physical science is not easy, I

hope the results in this dissertation can be beneficial to broader areas of physics,

beyond 2D materials.



124

Appendix A

Supplementary Information for

moiré band calculation

The moiré hole bands in the Chapter 2 are calculated by solving the equation

H(k)ψk =

 −ℏ2(k+Gi)
2

2m∗ V (Gi −Gj)

V ∗(Gi −Gj) −ℏ2(k+Gj)
2

2m∗

ψk = Ekψk (A.1)

where Ek is the eigenenergy and ψk is the eigenstate. The number of moiré reciprocal

vectors Gi involved in the calculation decides the number of energy bands. I calculate

7 bands in Fig. 2.7b and 37 bands in both Fig. 2.9a and 2.9c. The optical absorption

shown in Fig. 2.9b is calculated by projecting the eigenstate into intralayer valley Kα

exciton eigenstates, which are

|K+⟩ =

1

0

 , |K−⟩ =

0

1

 (A.2)

Above calculation gives the isolated flat band in Fig. 2.7b. On the other hand,

Hubbard model with hopping t describes the topmost flat band as
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E(k) = E0 +

∣∣∣∣∣t1
6∑

j=1

exp(ik · r1,j) + t2

6∑
j=1

exp(ik · r2,j) + t3

6∑
j=1

exp(ik · r3,j)

∣∣∣∣∣ ,
where r1,j, r2,j, and r1,j are the nearest-neighbor, next nearest-neighbor, and third

nearest-neighbor coordinates, respectively. Plugging the coordinates into the equa-

tion, we can get

E(kx, ky) = E0 + t1[2cos(ky) + 2cos(

√
3

2
kx −

1

2
ky) + 2cos(

√
3

2
kx +

1

2
ky]

+t2[2cos(
√

3kx) + 2cos(

√
3

2
kx −

3

2
ky) + 2cos(

√
3

2
kx +

3

2
ky)]

+t3[2cos(2ky) + 2cos(
√

3kx − ky) + 2cos(
√

3kx + ky)]. (A.3)

The hopping t is then fitted to be the nearest-neighbor (NN) hopping t1 = 2.57

meV, next nearest-neighbor (NNN) hopping t2 = -0.52 meV and the third nearest-

neighbor hopping t2 = -0.27 meV.
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Appendix B

Extended data for few-body

interaction studies

a b

c d

IX4 IXX4
IX4

IX4

IXX4

IX4

IXX4

7 nW

20 nW 71 nW

Figure B1: Localized interlayer exciton IX4 and biexciton IXX4. a, Time-
trace PL emission of localized interlayer exciton IX4 and biexciton IXX4. Dashed
circles highlight the same spectral jittering patterns, which implies that IX4 and
IXX4 are correlated. b-d PL spectra of IX4-IXX4 under different excitation powers,
7 nW (b), 20 nW (c) and 71 nW (d). Only exciton IX4 appears at low power (7 nW).
Biexciton IXX4 shows up at intermediate power (20 nW) and becomes stronger than
IX4 at high power (71 nW). Excitation laser is linearly-polarized, with wavelength λ
= 745 nm. Incident power P = 50 nW in panel a.
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Figure B2: Power-dependent integrated intensities of localized interlayer
exciton IX4 and biexciton IXX4. The fitting was done with a power law function,
I ∝ Pα. Error bars for both extracted intensities and power-law scaling coefficients
arise from fitting. Excitation is linearly-polarized, with wavelength λ = 745 nm.

c d

a b
10 nW 35 nW

82 nW 189 nW

IX5

IXX5

IX5

IXXX5

IX5

IX5

IXX5

IXX5

IXXX5

Figure B3: PL emission of IX5 group under difference excitation powers.
Yellow dashed rectangles highlight the IX5 group. Only exciton IX5 shows up at low
power, 10 nW(a). Biexciton IX5 starts to appear at P = 35 nW (b), and triexciton
IXXX5 is activated at higher power 82 nW (c). At P = 189 nW (d), triexciton
IXXX5 is stronger than biexciton IXX5, and exciton IX5 is the weakest. Excitation
is linearly-polarized, with wavelength λ = 745 nm.
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a b

IXXX5IX5

Figure B4: g-factors of localized interlayer excitons in IX5 group. Exciton
IX5 (a) and triexciton IXXX5 (b) exhibit the same value of g-factor. Excitation is
linearly-polarized, with wavelength λ = 745 nm. Incident power P = 180 nW.

Figure B5: PL spectra of IX6 and IX7 groups under different excitation
powers. The red peak, which corresponds to exciton emission, dominates at low
power (a, P = 2 µW for IX6 group; b, P = 160 nW for IX7 group).With increasing
excitation power, systematic appearance of peaks to the higher energy of the parent
red peak appear and dominate at the highest power, which is consistent with dipo-
lar repulsion present in multi-excitonic states. Excitation is linearly-polarized, with
wavelength λ = 765 nm.
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Appendix C

Extended discussions for

many-body interaction studies

Note 1: Discussion of valley polarization on resonance and spin valley con-

figuration for interlayer excitons.

As shown in the main text, interlayer excitons are resonant to WSe2 and MoSe2 ex-

citon states (Fig. 5.5a); however, robust valley polarization is only observed at WSe2

resonance (Fig. 5.5b), which is consistent with a former report [90]. The negligible

valley polarization of interlayer excitons at MoSe2 resonance may be understood based

on the formation process. The difference between two resonances is consistent with

the fact that monolayer MoSe2 shows less valley polarization than monolayer WSe2.

In other words, carriers are more depolarized before transferring to the other layer

(i.e., before forming interlayer exciton) in MoSe2 resonance. Nevertheless, it can still

not explain the complete lost of valley polarization on MoSe2 resonance, especially

resonantly excited monolayer MoSe2 showing valley polarization [139].

Another possible explanation is that the carriers are depolarized during the carrier

transfer process at MoSe2 resonance, different from the WSe2 resonance. According

to the g factor of -13.41, the twist angle of the heterobilayer is close to 60◦, i.e., AB
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stacking. The valley configuration is that K (-K) valley of WSe2 is aligned with -K (K)

valley of MoSe2 as shown in Fig. C1. When we pump the sample with σ+ light at WSe2

resonance (Fig. C1a), electrons are excited in K valley of WSe2 and then transferred

to -K valley of MoSe2 via spin-conserving (spin-flip) process, forming singlet (triplet)

interlayer excitons without intervalley scattering. In contrast, σ+ excitation at MoSe2

resonance requires intervalley scattering process to form the interlayer excitons, no

matter for the singlet or triplet states (Fig. C1b). The intervalley scattering process

at MoSe2 resonance may cause valley depolarization and thus the interlayer excitons

have negligible valley polarization.

a b

K-K

MoSe2 WSe2

𝜎+

𝜎+

𝜎−

-KK

MoSe2 WSe2

𝜎+

K-K

MoSe2 WSe2

𝜎+

𝜎−

Figure C1: Interlayer exciton configurations for WSe2 and MoSe2 reso-
nances in AB-stacking heterobilayers. a, σ+ excitation for WSe2 resonance.
For the heterobilayer with a twist angle of 60◦, K valley in the WSe2 layer is aligned
with -K valley in the MoSe2 layer. When WSe2 is excited by σ+ light (red arrow),
electrons from WSe2 are tunneled to MoSe2 via spin-conserving process (solid grey
arrow) and are thermalized to lower-energy band edge (dashed grey arrow). The solid
(dashed) lines in the band structures are spin up (down) states. b, σ+ excitation for
MoSe2 resonance. Due to the time reversal symmetry, K valley in the MoSe2 layer is
aligned with -K valley in the WSe2 layer. When σ+ light excites at MoSe2 resonance
(blue arrow), the interlayer excitons must be formed by both spin-flipped process and
intervalley scattering, which may cause valley depolarization.

Note 2. Discussion on negligible optical Stark effect at WSe2 resonance

for interlayer excitons.

Optical Stark effect (OSE) describes coherent (reversible and unitary) light-matter

coupling and is important when incoherent processes (irreversible, non-unitary with
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loss of information and/or energy) are less dominant [140, 141]. This coherent cou-

pling is described by OSE when the light and matter states are off-resonance and

finite detuning between the two allows for a perturbative treatment in the parameter

(coupling/detuning). Following standard perturbation theory, the result is often ex-

pressed for the matter states as a dispersive shift of magnitude (coupling)2/detuning.

The strength of the coupling is given by the Rabi energy which is Ω = d · E with d

being the dipole matrix element between the initial and final states coupled by light,

which is described classically here by its electric field E.

As for excitation in resonant with the WSe2 transition, OSE is considered for the

interlayer exciton such that the detuning (300 meV) is between the WSe2 energy at

1.7 eV and IX emission energy at 1.4 eV. Next, we estimate Ω given our excitation

intensity (I) of up to 10 µW/µm2 and d for IX transition. Ω scales as
√
I, and we

could simply compare our intensity to that of previous report [141] which reported

OSE in WS2. d for IX can be estimated to be that for WS2 which can only be an

overestimation. We find that our laser intensities are 6-7 orders of magnitude smaller

and hence our Ω is more than 3 orders of magnitude smaller than their value of 87

meV. Thus, the expected OSE in our case will be less than (0.0872)2/300 ∼ 25 neV

which is negligibly small compared to incoherent process with energy scale of a few

meV (estimated from linewidth). In other words, as far OSE of interlayer exciton is

concerned, the coherent coupling is negligible.

Another coherent effect that can be excluded in our system is the dressed state.

We can consider the case when the light and matter states are in resonance. Such

a situation is described (semi-classically) by considering the so-called dressed picture

or “Floquet” dressed picture. At resonance, when detuning is zero, the light-matter

coupling is simply the Rabi frequency Ω which in our case is less than 0.087 meV.

In other words, the original states will be shifted (due to “dressing”) by an amount

which is much smaller than their linewidth (arising from incoherent processes) and
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once again, any coherent effects can be safely ignored.

To put it simply, we are in extreme incoherent limit precisely because a large

number of interlayer excitons are created when pumped at WSe2 resonance. This

generation of IX is fundamentally incoherent as it is an irreversible process - IX

excitons do not get converted back to WSe2 excitons - and takes place on a timescale

(50-100 fs) due to efficient charge transfer in type-II vdW heterostructures. This

timescale is orders of magnitude faster than the timescale of coherent processes (∼

100 ps for resonance and >100 ns for OSE).

Note 3: Estimation of the exciton-exciton annihilation rate from the

power dependent integrated intensity.

Saturation of the power dependent integrated intensities is an important factor to

consider, as it may account for the saturated splitting at high power. Two kinds

of possible mechanisms are discussed here, exciton-exciton annihilation (EEA) and

absorption saturation. The EEA is mainly non-radiative Auger recombination, which

has been observed in various transition metal dichalcogenide monolayers [142, 143,

144, 145, 146, 147]. This process has the probability of kn2, where k is the Auger

coefficient and n is the exciton density. Therefore, the rate equation for EEA under

continuous wave excitation is given by,

dn

dt
= −n

τ
− kn2 + g.

Here τ is the lifetime and g is the exciton generation rate scaled as bPexc, where

Pexc is the excitation power and b is the generation efficiency. Solving the equation for

the steady state, the PL intensity is equal to I(Pexc) = cEA
n
τ

= cEA

√
( 1
τ
)2+4kbPexc− 1

τ

2kτ
.

cE = 6.8×10−6 is the effective collection efficiency, and A is the laser spot size (1

µm2) for our measurements. Considering the absorption to be 40%, the scaling factor

b = 1.45× 1020µJ−1cm−2 in the fitting curve presented in Fig. C2a and C2b. Fitting

parameters k = 5.5× 10−4 cm2/s and τ = 10 ns. Both the linear scale (Fig. C2a)
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and logarithmic scale (Fig. C2b) show the quantitative match between the fitting and

experimental data.

Next, we discuss the absorption saturation mechanism [40]. For the resonant

excitation, the absorption is proportional to 1/(1+Pexc/Ps), where Ps is the saturation

power. Therefore, the rate equation becomes,

dn

dt
= −n

τ
+ g.

g is proportional to αPexc/(1+Pexc/Ps) and α is the linear absorption (11.5%). Making

dn
dt

= 0, the steady-state PL intensity is

I(Pexc) =
cA
hν

αPexc

1 + Pexc/Ps
.

Here cA is the collection efficiency for the absorption saturation model and hν is the

photon energy (1.72 eV). Using this formula, the fitting results are shown in Fig. C2c,

C2d with α = 11.5%, cA = 6.8×10−6, Ps = 6.3 µW. Although the linear scale fitting

matches well, the logarithmic scale fitting shows that the absorption saturation model

deviates from the experimental results in the low power regime, implying that the

absorption saturation is not the mechanism for saturation behavior in the experiment.

Comparing these two mechanisms, the exciton-exciton annihilation is a more pos-

sible explanation for the saturation behavior. It is consistent with previous report

that EEA is negligible in TMD heterobilayers with an exciton density lower than

5×1011 cm−2[148]. A low EEA rate also indicates that optical doping is negligible in

our experiments. As Fig. C3a, C3b shows, we did not observe any change in MoSe2

absorption feature with the pump laser on versus off. In addition, we can conclude

that our sample does not have enough free charge carriers to form exciton-polaron.

We remark that we do observe a blueshift which is expected to arise from phase filling

effect [70]. As shown in Fig. C3c, we find that there is no change in the reflection
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a b

c d

EEA EEA

Absorption 

saturation

Absorption 

saturation

Figure C2: Calculated power dependence of the integrated intensity. a,
b, Experimental data (blue circles) and fitting (blue dashed lines) using the exciton-
exciton annihilation (EEA) model in the linear scale (a) and logarithmic scale (b). c,
d, Experimental data (blue circles) and fitting (blue dashed lines) using the absorption
saturation model in the linear scale (c) and logarithmic scale (d). The logarithmic
scale shows that the EEA model fits better than the absorption saturation model,
implying the saturation behavior is probably from the EEA process.

spectra for linear and circular excitation at 1.72 eV, suggesting that the phase filling

is valley independent and the splitting is unobservable for intralayer excitons in our

system.
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a b c

Figure C3: Reflectance contrast spectra of MoSe2 resonance in
WSe2/MoSe2 heterobilayer. a, b, Reflectance contrast for pump laser off (a)
and on (b) for linear excitation (π). No obvious change of reflectance contrast except
for a 2 meV blueshift from the phase filling. c, Reflectance contrast for linear (π) and
circular excitation (σ+). The polarization independent reflectance contrast indicates
the phase filling is a valley independent effect in our system. The pump laser is at
1.72 eV and 5 µW.
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Appendix D

Extended data for quantum sensing
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Figure D1: Correlation between doping-dependent PL (a) and reflectance
contrast spectra (b, c) for Spot B. AMo,1s, AW,1s, AMo,2s and AW,2s are the MoSe2
and WSe2 intralayer 1s and 2s exciton resonances, respectively. The first red dashed
line, which is at the charge neutral point, is assigned as ν∗ = 0. The second red
dashed line, where the reflectance shows a kink and localized IX PL shows a blueshift
(white dashed circle), is assigned as ν∗ = 1.

Exchange Hamiltonian for moiré trions

The valley mixing process for moiré trions includes the valley flip of exciton by the

electron-hole exchange interaction Jeh, and valley-conserving resonant tunneling t of

both an electron occupying a nearby moiré site and the trion electron. δ is the differ-

ence in energy of the electron occupying the moiré site and that in the trion, including

interactions. The Hamiltonian of the process is H = Jeht
2/δ2

(
X̂+

−K ĉ
+
−K ĉKX̂K + h.c.

)



137

where X̂K = ê−K êK ĥK is the annihilation operator for the K-valley trion with the

annihilation of K-valley exciton êK ĥK and -K-valley trion electron ê−K . ĉK is the

annihilation operator for the electron in the moiré site. The amplitude of the process

is Jeht
2/δ2, which depends on both t and δ. If the detuning δ is close to zero, the

effect is enhanced to reduce the DCP of trion. The net effect of this process is a spin

flip-flop process between the moiré electron and the trion hole.

Correction for the doping dependence after subjecting to high voltage

Though the gate dependence range of Device 1 was permanently changed after ap-

plying Vg = 40 V to the sample, the spectral jump dynamics remain the same as

shown in Fig. D2. Mapping the voltage before the 40 V gate scan (Fig. D2a) to

the voltage after the 40 V gate scan (Fig. D2b) for each spectral jump, the replotted

gate scan after 40 V scan (Fig. D2c) is almost the same as before. Fig. D2e to g

have different scan ranges after the 40 V scan but also show the same energy shifts

at similar voltages. Therefore, we conclude that the application of 40 V changed the

gate instead of sample properties, or in other words, the electronic crystal states are

unchanged. For the assignment of filling fraction to particular jumps throughout the

work, we use the data before 40 V scan.
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Figure D2: Correction for the gate dependence after high voltage scan. a.
Gate dependence at spot B before applying 40 V to the sample. b. Gate dependence
at spot B after applying 40 V to the sample. The charge neutral point is shifted and
voltage range for electron doping is smaller compared to before. c. Reconstructed
gate dependence from (b) via one-to-one mapping between voltages for spectral jumps
in (a) and (b). For further details, see Methods. Gate dependence at spot A before
applying 40 V (d) and after applying 40 V to the sample (e-g). The voltage scan
range is +/- 20 V (d), +/- 40 V (e), +/- 30 V (f), +/- 25 V (g), respectively. Similar
energy shifts occur in (f) and (g) at the white dashed lines. The excitation laser is
at 1.70 eV (WSe2 resonance) and 70 nW for (d)(e) while it is at 1.63 eV (MoSe2
resonance) and 100 nW for (f)(g). The spectral resolution is 1200 grooves/mm for
(d-f) and 300 grooves/mm for (g).
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Appendix E

Extended data for quadrupolar

excitons

b c

Δ𝐸1 Δ𝐸2 Δ𝐸1 Δ𝐸2

a

Δ𝐸1 Δ𝐸2

Figure E1. Robust three-peak structure in AA stacked samples. a. PL
spectrum of quadrupolar excitons at another position in Device 1 at E = 0. b.
PL spectrum of quadrupolar excitons in Device 2 at E = 0. c. PL spectrum of
quadrupolar excitons in Device 5 at Vbg = 2 V, Vtg = 4.4 V. Both show three peak
structures with ∆E1 ∼ 15 meV and ∆E2 ∼ 30 meV.
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Figure E2. Reflectance and photoluminescence spectra under electric field
and doping configurations in Device 1. a, b. Electric field dependent re-
flectance contrast spectra of the bilayer (a) and trilayer (b). c, d. Doping dependent
reflectance contrast spectra on the bilayer (c) and trilayer (d). e, f. Doping depen-
dent PL spectra on the bilayer (c) and trilayer (d). The vertical white dashed lines
indicate the exciton resonance has negligible change with the electric field, while the
doped charges make the resonance red shifted and weaker. This confirms the electric
field gate configuration is almost charge neutral. In the charge neutral region (i) of
PL spectra, the energy shifts are negligible.
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Figure E3. Gate dependence of reflectance and photoluminescence spectra
in Devices 2 and 5. Device 2 and 5 both are AA stacked sample with 0◦ twist angle
between the top and bottom WS2 monolayers. The gate dependent PL of the trilayer
in Device 2 (a) and Device 5 (c) show only red shifts with opposite electric field,
i.e., ”C”-shape, similar to Figure. 2b from the Device 1 in the main text. The gate
dependent reflectance contrast spectra of Device 2 (b) and Device 5 (d) suggest the
”C”-shape dependence is not from doping. α is 0.7 for the electric field configuration.
The excitation energies are 1.72 and 1.69 eV for panel (a) and (c), respectively.
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Figure E4. DFT calculated charge distribution in different trilayer config-
urations. a. Charge distribution in outer two WS2 layer AA stacked sample at zero
electric field. b. Charge distribution in outer two WS2 layer AB stacked sample. c.
Doping dependent PL spectra in the outer layer AB trilayer (left) and bilayer regions
(middle) and corresponding reflectance contrast in the bilayer region (right). Sudden
changes in PL and reflectance indicate the presence of correlated electronic states in
the bilayer region [113, 114].
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Figure E5. Polarization-resolved photoluminescence excitation spectra for
dipolar excitons. The dipolar exciton emissions from Device 1 (a) and Device 2 (a)
bilayer regions are cross-polarized, which is consistent with 60◦ twist angle WSe2/WS2

[113, 80]. The spectra on the right are excited at 1.70 eV.
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τ = 0.38 ns

a b

Figure E6. Lifetime measurements of quadrupolar excitons. a. Lifetime
of the quadrupolar excitons in Device 2 at zero gate voltage. The fitted lifetime
is 0.38±0.02 ns. b. Electrical control of quadrupolar exciton lifetime in Device
1. The fitted lifetime at Vbg = 8, 0, -8 V is 0.53, 0.43, 0.55 with an error bar of
±0.02 ns, respectively. Both directions of the electric field increase the lifetime of the
quadrupolar exciton. All the lifetime measurements are above the IRF of 0.27±0.02
ns.

Figure E7. Energy shifts of quadrupolar excitons at higher power and zero
electric field.
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Figure E8. Zero electric field states for trilayer excitons. a. Electric field
dependence of trilayer exciton PL emission at 1 mW with fine voltage steps. The PL
emission shows an absent red tail around zero field. b. Integrated red tail intensity
of the normalized spectra in panel (a) shows a dip near zero field. The excitation is
linearly-polarized.

a b

𝜏 = 1.20 ± 0.02 ns

𝜏 = 0.43 ± 0.02 ns

Figure E9. Trilayer and bilayer exciton lifetime comparison in Device 1.
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Figure E10. Stacking configurations for AA stacked samples. a. Stacking
configurations for 0◦ twist angle both between top and middle layers and between
middle and bottom layers (0◦ /0◦). b. Stacking configurations for 60◦ twist angle
both between top and middle layers and between middle and bottom layers (60◦ /60◦).
A is the chalcogenide atoms (S or Se) and B is the transition metal atom W. The
black dashed lines indicate the aligned atoms.
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Figure E11. DFT calculation of electron distribution for AA stacked sam-
ples. a. Electron distribution in 0◦/0◦ samples. b. Electron distribution in 60◦/60◦

samples. The red highlighted ABA in 0◦/0◦ and ABA/BAB in 60◦/60◦ are the lowest
energy states.
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0 1
Intensity (a.u.)

0 1
Intensity (a.u.)

Slope = 380 ± 10 meV∙nm/V 

Figure E12. Extraction of the quadrupolar exciton PL energy slope at low
power and high E-field. The left panel shows the PL of trilayer excitons under 35
uW excitation of 1.696 eV laser. The red dashed line shows the region where the slope
becomes saturated. The region under the dashed line is shown in the right panel, as
well as the linear fit of the saturated dipole moment. This value is shown in Fig. 4c
as the black dashed line.

Figure E13. The power dependence of the integrated intensity of trilayer
emission. The integrated intensity has a linear dependence on the excitation power
up to 1 mW, which implies no saturation induced heating or photo-doping.
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Note 1. Discussion on the possible trilayer configurations hosting quadrupo-

lar excitons.

The trilayer configurations can be sorted into two cases, depending on the twist angle

between the top and bottom WS2 monolayers, that is, 0◦ (AA, Device 1, 2, 4, 5) and

60◦ (AB, Device 3). As shown in Fig. E4a, b, for a AA stacked trilayer, the DFT

calculations show electrons has hybridization and finite weight in the middle, whereas

the electrons in a AB stacked trilayer tend to localize at one WS2 layer due to the

broken mirror symmetry. This explains no hybridization and one dipole emission be-

ing much stronger than the other dipole emission in the AB stacked sample as shown

in main Fig. 7.4g. Another evidence for no hybridization in the AB stacked sample is

the trilayer has similar correlated electronic states as the bilayer (Fig. E4c). In other

words, the AB stacked trilayer is decoupled and functions as a bilayer.

Next, we further discuss the moiré registry of AA stacked samples. As we have

zero-degree twist angle between top and bottom WS2 layers for hybridized electrons,

we can have two sets of configurations depending on the middle layer WSe2 alignment.

One is 0° relative twist angle between WSe2/WS2(0°/0°), and the other one is 60° rela-

tive twist angle between WSe2/WS2 layer (60°/60°). All the configurations are shown

in Fig. E10, with atom alignments highlighted by black dashed lines. For 0°/0° con-

figurations, there are three configurations with mirror symmetry (AAA/BBB, ABA,

BAB), and three configurations without mirror symmetry (AAB, BBA, ABC) where

A is the chalcogenide atoms (S or Se) and B is the transition metal atom W. ABC is

when top S atom is aligned with middle W atom while the middle Se atom is aligned

with bottom W atom. For 60°/60° configurations, there are three configurations with

mirror symmetry (ABA/BAB, AAA, BBB), and three configurations without mirror

symmetry (BAA, ABB, AAC). AAC is when the top W atom is aligned with the

middle W atom while the middle Se atom is aligned with the bottom S atom. It

should be noted that we ignore the mirror images of asymmetric cases because they
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have the same properties.

We calculated the electron distributions for all the above cases using DFT cal-

culations as shown in Fig. E11. We can conclude that only electron distributions

in the configurations with mirror symmetry will be symmetric and the hybridization

(electron weight in the middle layer) is different for different symmetric structures.

According to a previous report[119], for 0°/0° case, ABA (red highlighted) will be

the lowest energy registry, 100 meV lower than AAA/BBB, while for 60°/60° case,

ABA/BAB (red highlighted) will be the lowest energy registry. Based on cross-

polarized emission (Fig. E5)[113, 80] and g factor of 14 in our bilayer WSe2/WS2

[149], we can conclude that 60°/60° is the configuration of our AA stacked trilayer

with quadrupolar excitons, where the electron weight in the middle is larger than

that in the 0°/0° sample. This is the reason why we only present DFT simulations

(including E-field dependence) in Fig. 7.4 for ABA/BAB structure.
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[68] Barré, E. et al. Optical absorption of interlayer excitons in transition-metal

dichalcogenide heterostructures. Science 376, 406–410 (2022).

[69] Chen, H. et al. Ultrafast formation of interlayer hot excitons in atomically thin

mos2/ws2 heterostructures. Nature Communications 7, 12512 EP – (2016).

URL http://dx.doi.org/10.1038/ncomms12512.

[70] Kim, J. et al. Observation of ultralong valley lifetime in wse2/mos2 heterostruc-

tures. Science Advances 3 (2017). URL http://advances.sciencemag.org/

content/3/7/e1700518. http://advances.sciencemag.org/content/3/7/

e1700518.full.pdf.

[71] Unuchek, D. et al. Valley-polarized exciton currents in a van der waals het-

erostructure. Nature nanotechnology 14, 1104–1109 (2019).

[72] Sun, Z. et al. Excitonic transport driven by repulsive dipolar interaction in a

van der waals heterostructure. Nature photonics 16, 79–85 (2022).

[73] Yu, H., Liu, G.-B., Gong, P., Xu, X. & Yao, W. Dirac cones and dirac saddle

points of bright excitons in monolayer transition metal dichalcogenides. Nat

Commun 5 (2014). URL http://dx.doi.org/10.1038/ncomms4876.

http://dx.doi.org/10.1038/ncomms12512
http://advances.sciencemag.org/content/3/7/e1700518
http://advances.sciencemag.org/content/3/7/e1700518
http://advances.sciencemag.org/content/3/7/e1700518.full.pdf
http://advances.sciencemag.org/content/3/7/e1700518.full.pdf
http://dx.doi.org/10.1038/ncomms4876


158

[74] Wu, F., Lovorn, T. & MacDonald, A. H. Topological exciton bands in moiré
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