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Abstract

ClusT: Interactive Visualization Tool for Deep Constrained Clustering on Tweets
By Yunjie Wu

Healthcare indices are used to evaluate the overall accessibility of public health
resources for a given region and have been found to be especially useful for predict-
ing post-treatment outcomes for a variety of diseases. Heart failure (HF) patients’
outcome after receiving treatment, for instance, has been discovered to be strongly
correlated with the patient’s residing neighborhood, a variable yet to be incorporated
into the process of health indices’ generation. Based on preliminary research that
shows census-level Twitter data can be utilized to capture neighborhood impact, we
introduce a visual analytic system that enables the iterative refinement of this new
data. Specifically, the system enables machine learning experts, healthcare profes-
sionals, and policymakers to (1) preprocess tweets retrieved by specified keywords,
e.g., eliminating URLs, stemming words, etc., (2) extract keywords and their corre-
sponding embeddings, and (3) customize, inspect, and refine a topic model through
interactive clustering. Ultimately, data produced by this system, along with other
data sources, allows for the refinement of a more environment-reflective healthcare
index.
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Chapter 1

Introduction

It has been shown that the neighborhood in which individuals have resided for a

certain amount of time has a substantial impact on their overall health [11, 37].

The availability of social and economic resources in these communities greatly influ-

ences the health outcomes of patients with various diseases. As motivating examples,

availability and access to healthy foods, healthcare services, and places to exercise

have shown to be associated with positive health outcomes [17, 22]. Neighborhood

aesthetics were shown to have a negative effect on glycemic control [34, 35] while

social cohesion can have a positive association [4]. Predictions such as the rate of

relapse, readmission, and death are valuable information for health professionals to

devise more effective and customized treatment strategies for patients according to the

neighborhood they are from. Therefore, previous research has attempted to establish

a connection between patients’ neighborhood environment and their post-treatment

outcomes. To accomplish this goal, researchers found it crucial to devise a method

to characterize the social and economic status of the neighborhood.

Existing measures such as Social Deprivation Index (SDI) [8] and Area Deprivation

Index (ADI) [32] capture demographic features, such as annual income, education

level, and non-employment rate of a neighborhood environment at several levels of
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geological units collected from the US Census American Community Survey (ACS)

[7]. Using SDI at the census level to examine its relationship with the post-treatment

outcome of heart failure (HF) patients specifically revealed a negative association [26].

That is, the higher the SDI, the worse the post-treatment outcome for HF patients.

Given the criticality of healthcare measures such as SDI for characterizing a

neighborhood’s healthcare resources and health outcomes, distributing healthcare

resources, and informing decision-making for families on where to live, it warrants

further investigation to improve upon such metrics. For instance, given that SDI

is derived from census data, it has limited localization to pre-defined census tracts,

which have numerous limitations, among which is that it is updated only once per

decade and may not be fine-grained enough to reflect neighborhood-level differences.

Hence, there is a need for an accurate depiction of the neighborhood environment,

as existing measures fail to capture various important characteristics such as health-

related resources and food deserts. There is also a need for a data source that can

provide near real-time assessments of the environment and does not require additional

collection. One particularly promising potential source of data is Twitter, which is a

rich untapped source of data that can provide finer-grained information, with tweets

sent from a specific location indicative of the availability of local health resources.

Preliminary Work Our preliminary research using 17 census tracts in the At-

lanta metropolitan area indicated that census-level Twitter data could be utilized to

reveal neighborhood influences [42]. We demonstrate Twitter, Google Places, and

Foursquare can be used to construct a neighborhood environment index across 6

different categories: Park, Pharmacy, Grocery, Restaurants, Sports/Recreation, and

Health. Table 1.1 summarizes the prediction performance of our health index com-

pared to SDI on predicting 30-day readmission for 804 patients with HF. As can be

seen, the results suggest the efficacy of leveraging information from these novel data
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streams to provide a neighborhood assessment.

Table 1.1: Model performance of novel environmental measures and the traditional
social deprivation index for predicting 30-day heart failure readmission in 804 patients
at Emory Healthcare. A higher area under the receiver operating characteristic curve
(AUC) denotes better prediction performance.[42]

Neighborhood measure AUC

Park 0.519
Pharmacy 0.505
Grocery 0.517
Restaurants 0.532
Sports/Recreation 0.502
Health 0.516

SDI 0.514

Analysis of the Twitter data uncovered a potential limitation of our approach for

approximating the neighborhood environment. Our initial analysis simply counted

the number of geo-tagged Tweets with specific keywords. For example, to assess

health resources, we used the keywords hospital, doctor, and dentist. However, as

shown in Figure 1.1, this meant that two tweets with different topics are aggregated

together and considered equal. Thus, there is a need to capture the topic heterogeneity

within the collected tweets. Yet extracting information from the original tweets and

identifying import topics requires significant data processing and domain expertise in

natural language processing (NLP) and machine learning (ML).

Figure 1.1: Example tweets from our dataset, wherein the upper tweet pertains to
the subject of cancer while the lower tweet pertains to the topic of health insurance.
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In this thesis, we propose ClusT, an innovative, visual analytic system that enables

non-experts in NLP and ML such as public health professionals, and policymakers to

participate in the refinement and topic-building process, ultimately leading to a more

neighborhood-reflective index.

Our system consists of three distinct phases: unstructured text preprocessing, key-

word representation extraction, and interactive clustering. The preprocessing phase

allows users to leverage their own judgment and preferences to remove redundant and

non-informative information. Furthermore, we design the visualization to assist users

in understanding how data is processed prior to the keyword phase. Our system’s

keyword phase primarily takes place in the back end, where we extract keywords from

preprocessed tweets and generate their corresponding word embeddings for clustering.

In the interactive clustering stage, our system asks users to identify keywords that

they feel should belong to the same or different cluster. Through iterative refinement

based on user input, the system creates a better topic model, which is then used to

enhance Twitter data. We demonstrate the use of ClusT to develop a better measure

of local health resources by refining Twitter data associated with the health category.

With a more localized healthcare index, we hope to establish a more direct rela-

tionship between the neighborhood deprivation of HF patients and their treatment

outcome, allowing for the development of more effective treatment for HF patients.
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Chapter 2

Background and Related Work

2.1 Neighborhood Environment & Patient health

outcome

The term neighborhood environment refers to the socioeconomic status of a geo-

logical region. Census data has frequently been used to assess the socioeconomic

status of a community based on factors such as the unemployment rate, income,

occupation, housing, education levels, etc. [24]. These factors are associated with

whether people have access to the resources necessary to live a healthy lifestyle, in-

cluding public facilities that promote a healthier lifestyle, economic conditions that

allow for health-related spending and healthcare, and hospitals, clinics, and health

services that provide direct access to health checks and treatment. SDI and ADI

are well-established indicators of the socioeconomic condition of families in a spe-

cific neighborhood, composed of several demographic characteristics [8, 32]. Its data

are divided by geological units, including the census tract proxy. Census tracts are

subdivisions of counties and have, in general, homogeneous populations with similar

socioeconomic levels and living criteria [29]. Therefore, SDI and ADI have been used

by previous research as a healthcare index to predict patient outcomes [26, 28].
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An alternative index, ”neighborhood deprivation,” which measures residents’ ac-

cessibility to public health resources, has been proposed in an earlier study to reflect

the health-related access and outcome of neighborhoods [24]. This new neighborhood

deprivation index (NDI) is constructed through a principal analysis of census data

focusing on public-health-related indices and is associated with adverse health out-

comes [24, 31]. For HF specifically, there has also been previous research that has

found low-income populations in the southeastern states of the United States to have

a higher chance of developing heart failure [1].

Information contained in the census data from which SDI, ADI, and NDI are

derived, however, is not always up-to-date due to the relatively low frequency of its

data collection and its limited refinement capacity. To tackle this problem, we retrieve

Twitter data based on the census tract the tweets were posted from.

2.2 Preprocessing

Text preprocessing is essential for any practical use of unstructured data and any

application of text mining techniques, including classification, clustering, and visu-

alization [38]. Numerous works have studied the effectiveness of text preprocessing

techniques. According to one study, the preprocessing phase consists primarily of

three steps: stop-word elimination, stemming, and term frequency-inverse document

frequency (TF-IDF) [40]. This paper examines the importance of stop-word removal,

which entails removing articles, prepositions, and pronouns, as well as the differences

between various types of stemming models and a brief introduction to TF-IDF [40].

The majority of text-preprocessing-related studies, however, omit components that

could aid users’ comprehension of the data preprocessing procedure and interactivity

that would allow users to customize their own NLP algorithms and functions. Our

system implements independent tabs for preprocessing usage in which customization
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of NLP methods for users without NLP expertise is supported.

Specifically, our preprocessing tab has a framework that adheres to the general

guideline presented by Vijayarani et al. but also supports user customization facili-

tated by visualizations [40]. Due to the fact that the most appropriate preprocessing

techniques are highly dependent on the text data on which they are performed, there

is also a need to make modifications to account for the Twitter data’s unique char-

acteristics [15]. Earlier studies have also specified structural elements that require

elimination, like URLs and hashtags [2]. By employing both conventional prepro-

cessing techniques and user interactivity, our objective is to prepare the data for

subsequent word embedding extraction and clustering.

2.3 Interactive Clustering

Interactive clustering is an approach that integrates human expertise with machine

learning algorithms to improve the clustering process. This method is particularly

useful when dealing with complex or noisy data, where traditional unsupervised clus-

tering techniques may fail to yield satisfactory outcomes. By involving human input,

interactive clustering can exploit domain knowledge and facilitate a better under-

standing of the underlying data structure, leading to more accurate and interpretable

cluster assignments [16].

User interactions within topic modeling systems can be classified into three cat-

egories based on the unit of interaction: word-level, document-level, and topic-level.

Focusing specifically on word-level interactions, users can manipulate topics by drag-

ging words between them to split, combine, or add topics [36], defining pairwise

constraints [5], and employing other techniques.

Our system employs a 2D main view, as used by Topiclens and various other sys-

tems, which has shown to be more accessible and easier for users to comprehend and
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engage with compared to 3D plots [20]. To better support domain experts in compre-

hending the data and providing constraints, it is advantageous to supply contextual

information within the system [19]. In light of these considerations, our approach

to interactive clustering aims to facilitate user engagement by focusing on word-level

interactions and presenting the data in an easily understandable 2D view. Further-

more, we strive to enhance the user experience by offering contextual information

that can aid domain experts in grasping the data’s intricacies and providing relevant

constraints. By addressing these aspects, our system seeks to promote more accurate

and interpretable cluster assignments, thus improving the overall clustering process.

2.4 User-friendly Interface for Non-ML experts

Building and deploying ML models are typically prohibitively complex for all who

are not explicitly ML experts; hence, user-friendly interfaces are required to extract

critical domain knowledge and to facilitate and instruct ML non-experts with model

usage. Some research has attempted to shed light on the obstacles non-professionals

experience while using ML models and their perception regarding the function of

ML methods [41]. User interaction with ML techniques is extremely useful when

comprehending the mechanisms between the ML techniques, and plenty of works can

be found in this aspect [9]. There are also works in the medical domain that provides

ML non-experts with knowledge of the ML pipeline so that doctors can learn to adopt

ML methods for various purposes, including disease detection and diagnosis [39].

Besides ML models, NLP techniques are also vital for health experts since physicians’

notes and health records are all unstructured data requiring information extraction.

Still, few existing works have tried to bring linguistic methods to non-experts [12].

Clustering or classification frequently follows the extraction of information, which

falls in the realm of ML. However, few existing works have integrated NLP and ML
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methods into one system that permits direct user-algorithm interaction. Since text

data is often the original input in health fields, studies that combine NLP algorithms

with ML approaches in its pipeline aimed at disease prediction often exclude the

“user-friendly” component and make it hard for physicians or health professionals

to actually use those proposed methods [10]. We build a system that is not only

accessible to non-experts in NLP and ML by design but also supports the generation

and refinement of healthcare indices by incorporating user judgments.
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Chapter 3

System Design

The pipeline of ClusT is divided into three stages, the preprocessing phase, the key-

word representation phase, and the clustering phase. Prior to the preprocessing stage,

we assume the input to the system is a set of geo-tagged tweets that have been re-

trieved using a pre-defined collection of keywords. For illustrative purposes, we focus

on keywords related to the local health environment, including public facilities aimed

at enhancing overall health and fitness. The collected Twitter data serves as the input

for our system. Figure 3.1 illustrates the overall system pipeline of ClusT.

Figure 3.1: System pipeline of ClusT.
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3.1 Preprocessing

The preprocessing stage incorporates both user selection and modification capabil-

ities, enabling interactivity and customization. Additionally, user-friendly features

will be incorporated to aid individuals who lack expertise in NLP and ML in com-

prehending the pipeline and manipulating data as desired.

3.1.1 Elimination

Elimination is the process of removing unimportant words from a text so that the

output contains more meaningful words. These to-be-removed words can include

articles, prepositions, and other useless text components related to the nature of

input data [40]. For Twitter specifically, URLs (i.e., www.google.com), hashtags (i.e.,

#amp), user names (i.e., @emoryuniversity), and emojis are examples of elements

that may need to be removed [2].

Figure 3.2 illustrates an example of the elimination process on an original tweet

(shown at the top). The process removes two types of elements: (1) the emojis, which

are a block of Unicode characters (highlighted in yellow in the figure), and (2) URLs

(highlighted in purple). The resulting processed text from removing these special

elements is shown at the bottom of the figure.

From a visualization perspective, ClusT provides a tab to customize the elimina-

tion steps on the retrieved tweets (illustrated in Figure 3.3). By default, the system

removes three types of structural elements: @, hashtags, and URLs. On this page,

users can enter regular expressions to eliminate other items (panel B). To clarify the

elimination process, the tab displays a random sample of tweets and highlights the

words that will be removed (panel C). The highlighted words are color coded to match

the structure element or the regular expression. As can be seen from the example,

URLs are denoted using purple highlights both in the definition of the structure ele-
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Figure 3.2: An example of the effect of elimination. Two types of elements are
removed from the original tweets: (1) emojis, which are blocks of Unicode characters
highlighted in yellow, and (2) URLs, highlighted in purple.

ments (panel A) as well as the tweets (panel C). Additional instructions are provided

to accommodate the needs of NLP non-experts (at the bottom of panel C).

NLP pipelines typically include a stop-word removal step before the keyword ex-

traction, which removes words such as prepositions, articles, and pronouns [40]. Our

pipeline omits the deletion of stop words because our later keyword extraction models

often contain this step. After the user is satisfied that all redundant information has

been eliminated, they can click the “Save & Next Step,” and then the preprocessed

data will be sent to the backend for later use. This user-guided preprocessing ap-

proach ensures that the data is adequately cleaned and streamlined, paving the way

for more accurate and meaningful analysis during the clustering phase.
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Figure 3.3: Preprocessing tab in ClusT. This tab includes (A) an overview of all
elimination elements, (B) a form for adding new elimination elements, and (C) a
main view demonstrating the effects of elimination elements on tweets.

3.2 Keyword Representation

3.2.1 Keyword Extraction

Before information extraction, the data consists of many words that can make it

difficult to derive meaningful and useful topics. Extraction of keywords or key phrases

is an essential step to extract important and relevant terms from each data sample.

Various keyword extraction models have been developed to automatically identify the

most relevant words and phrases, including the Python Keyphrase Extraction (PKE)

module, a versatile Python-based toolkit that accommodates all existing keyphrase

extraction methods, both supervised and unsupervised, and the extension to include

new approaches [6]. Specifically, we utilize the MultipartiteRank model as it has

achieved exceptional performance on numerous prevalent datasets [14] and is highly

compatible with Twitter data.

Figure 3.4 provides an example of the results from the keyword extraction pro-
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Figure 3.4: An example of the keywords identified by the MultipartiteRank model.
Keywords are highlighted in yellow for each tweets.

cess. The extracted keywords offer a brief overview of the main topics discussed in

the tweets and demonstrate a high level of agreement with human judgment. Specifi-

cally, keywords such as ”hospital,” ”Neutropenic fever,” and ”Cancer treatment” are

extracted from the first tweet, while keywords like ”doctor,” ”Health insurance,” and

”ages” are extracted from the second tweet. It should be noted that the keywords

extracted by MultipartiteRank for a given tweet may differ from the predefined key-

word used to curate that tweet in the sense that they may or may not include the

predefined keyword. For instance, the first tweet shown in Figure 3.4 was retrieved

using the keyword ”hospital,” but when keyword extraction was applied to it, more

than just the word ”hospital” was extracted.

3.2.2 Word Embedding

In order to manipulate the extracted keywords, a numeric representation is needed.

A popular method for text representation is word embeddings, which are dense low-

dimensional vector representations of words that can preserve semantic character-

istics. GloVe (Global Vectors for Word Representation) [27] is a commonly used

unsupervised learning algorithm for generating such embeddings. It incorporates co-

occurrence statistics in a unique way to produce high-quality word embeddings that

capture both syntactic and semantic information. Nonetheless, GloVe is limited to

generating embeddings for individual words, which poses a challenge when attempt-
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ing to represent multi-word keyphrases. To address this limitation, we compute the

average embedding for the words within a keyphrase to derive a final keyphrase em-

bedding. This approach provides a straightforward and effective means to extend

the benefits of GloVe to multi-word expressions, ensuring that keyphrases are also

represented in a semantically and syntactically meaningful manner within the high-

dimensional space.

3.3 Clustering

Given the extracted keywords and their embeddings from each tweet, the goal is

then to identify common topics (i.e., clusters) that appear amongst the data. These

extract topics can then provide more fine-grained information about the neighborhood

environment that can be used to personalize treatments for patients with HF.

3.3.1 Auto-encoder

One limitation of directly using the GloVe embedding is that it is not easily exten-

sible for user input, and there can be a disconnect between the system visualization

and the actual word embedding (which is higher than 3 dimensions). Thus, we use

an autoencoder to further compress the GloVe embedding. An autoencoder consists

of an encoder and a decoder, which work together to compress the input data into

a lower-dimensional representation and then reconstruct the original data from this

compressed representation [3]. The traditional autoencoder learns the compression

by minimizing the reconstruction error between the original input data and the re-

constructed output data. Formally, let X denote the input vector. The autoencoder

function (i.e., neural network parameters), f , is then trained using the following ob-

jective:

L = min ||X − f(X)||1 (3.1)



16

Figure 3.5: This figure illustrates an example of the initial visualization produced
by the autoencoder and clustering algorithm. Each point on the plot represents a
keyword and is color-coded according to the cluster (or topic) to which it belongs.

By doing so, the autoencoder learns a compressed representation of the input data

that captures the most important features of the data while discarding the noise and

redundancy.

Prior to user input, we train the auto-encoder model using the Mean Absolute

Error (MAE), which is shown in Equation (3.1) and implement early termination

to avoid overfitting [25]. The dimension of the compressed embedding is set to two,

enabling us to plot keywords in a two-dimensional scatterplot, which serves as the ini-

tial visualization for users to explore. Figure 3.5 provides an example of the keyword

representations on a two-dimensional scatterplot.
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3.3.2 Clustering Algorithm

Once the word embedding has been shrunk to two dimensions, we can apply clustering

algorithms to group similar words into coherent topics. Clustering algorithms can be

used to partition data points into groups based on their similarity, making it easier

to identify patterns and trends within the data.

To effectively capture topic heterogeneity and accommodate the diverse nature of

topics within the data, we employ affinity propagation using Euclidean distance on

the compressed embeddings. Affinity propagation is a clustering algorithm that iden-

tifies representative points, known as exemplars, for each cluster without requiring

the number of clusters to be predefined [13]. By applying this technique, we can auto-

matically discover the optimal number of clusters that best represent the underlying

topics present in the Twitter data.

Panel A in Figure 3.6 displays all topics, the number of keywords each topic con-

tains, and every individual keyword, allowing users to quickly skim through without

being overwhelmed by the density of points in the scatterplot. To swiftly identify

keywords of interest, users can either click on the individual keyword in panel A or

use the search box at the top of panel B. The scatterplot will then center and zoom

in on the selected keyword.

3.3.3 Interactive Keyword Clustering

The clustering results may not be ideal, as some words might not be well-suited for

the specific topic. Thus, the idea is to have the user provide input to ClusT to help

guide the clustering process. From the machine learning perspective, we adopt the

contrastive learning approach to push similar keywords together while also distin-

guishing the representations between dissimilar keywords. Contrastive learning is a

type of unsupervised learning that involves training a neural network to distinguish

between similar and dissimilar pairs of data samples. This approach has gained signif-
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Figure 3.6: Interactive clustering tab in ClusT. The tab consists of four components:
(A) a view that displays all topics and keywords, (B) a main view that allows users to
explore clusters and add constraints, (C) contextual tweets that contain the selected
keywords, and (D) a list of existing constraints that can be manipulated as needed.

icant popularity in the field of computer vision and has been applied to a wide range

of tasks such as image classification, object detection, and semantic segmentation.

Triplet loss, introduced by Schroff et al. [30], is a popular loss function that was

recently shown to be a special case of contrastive loss [18]. Given a reference point

(i.e., anchor) A, a positive or matching input P , and a negative or non-matching

input N , the goal is to minimize the distance between the anchor and positive point

(i.e., ||A − P ||2), while maximizing the distance between the anchor and negative

point (i.e., ||A−N ||2). Formally, this often takes the form:

L = max(||f(A)− f(P )||2 − ||f(A)− f(N)||+m, 0), (3.2)

where m defines the margin or minimum distance between the positive and negative

pairs.

To integrate user input into our cluster model, ClusT expects the user to select an
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anchor, positive, and negative keyword. Users can select three points (or keywords)

in the anchor, positive, and negative order, and then click the ’add’ button in panel D

to include the triplet constraint. The user-specified triple implies that the anchor and

positive are keywords that should be closer together (e.g., within the same cluster),

whereas the anchor and negative are keywords that should be further apart (e.g., in

separate clusters). To make the constraints clear, a green line will connect the anchor

and positive point, while a red line will connect the anchor and negative point. Figure

3.6 illustrates the example of a triplet between risk, disease, and ridiculous.

Users are encouraged to provide as many triplet constraints as they desire, en-

abling the system to learn a more refined topic model. Users also have the option to

start over or remove individual constraints using buttons in panel D. Panel C displays

contextual information from tweets containing the selected keywords, assisting users

in determining the constraints they wish to add. Once they feel that an adequate

number of constraints have been added based on the current plot, users can click the

“re-cluster” button (at the bottom of panel B).

The re-cluster button re-trains the autoencoder using the triplet loss, or Equation

(3.2). The initial parameters of the autoencoder are saved from the previous training

(e.g., MAE loss or other triplet loss). In this manner, the learned representations of

the keywords for anchor and positive samples will be pushed together in the lower

dimensional space while the anchor and negative samples will be further apart. When

the clustering algorithm is re-run on the new keyword embeddings, it is more likely

the anchor and positive samples will belong to the same cluster as their distances will

be smaller. Users can continue to add constraints and re-cluster until they believe

the resulting clustering aligns with their perception of meaningful and consistent

groupings. By consistently seeking user input, our model can be refined to generate

topics that better align with user preferences.
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Chapter 4

User Study

This chapter outlines the user study plan and includes a hypothetical evaluation of

the system.

4.1 Study Design

In order to evaluate the validity and usability of ClusT, we plan to conduct a user

study that involves participants from diverse backgrounds. Our recruitment efforts

will target both machine learning experts from the Computer Science Department of

Emory University and healthcare professionals (non-ML experts) from Emory Hospi-

tal.

The study will take place in our lab, where participants will begin by viewing

a tutorial on how to use ClusT, along with a brief introduction that explains the

system’s purpose and significance. After the tutorial, participants will be given thirty

minutes to explore the system and familiarize themselves with its functionalities and

features.

Throughout this exploration phase, a researcher from our team will be available

in the lab to address any questions or concerns that participants may have. Upon

completing the exploration, participants will be given an additional hour to use ClusT
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to train a topic model that aligns with their beliefs and understanding of the data.

Finally, participants will be asked to complete a brief survey that covers their

technical background, their experience with the system’s usability, the reasonableness

of the final topics they generated, and any other aspects that can help us evaluate

the effectiveness of ClusT.

4.2 Evaluation Plan

4.2.1 Validity of ClusT

During the user study, each participant will train a topic model. This model will

then be applied to Census-based tweets to derive topics. Our approach is based on

the methodology used in our preliminary research [42], where the resulting Twitter

topics will be combined with other data sources to form a new health index. The

performance of this new index will be compared with the traditional Census-based

measure of population deprivation, SDI, in terms of predicting 30-day readmission

following hospitalization with HF.

To evaluate the validity of our new index, both the ClusT index and the SDI

will be fitted into a logistic regression model. Correlations, Area Under the Receiver

Operating Characteristic Curve (AUC) values, and R-squared values will be used as

evaluation metrics to help us assess the validity of the ClusT index. Given that each

participant will train a model and thus generate a new index, we will gather all the

evaluation metrics for those indexes to run hypothesis testing. The null hypotheses

will be (1) that there is no correlation between the ClusT index and the 30-day

readmission following hospitalization with HF, and (2) ClusT index does not have

better performance compared to the traditional measure SDI.

By combining these diverse data points, we aim to generate a new health index

that can yield more accurate predictions of HF patients’ outcomes.
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4.2.2 Usability of ClusT

To evaluate the usability of the ClusT system, especially for non-ML experts, we

will employ a combination of quantitative and qualitative methods, focusing on the

following aspects:

• Ease of learning: Assess how quickly and easily non-ML experts are able to

grasp the functionalities of the system by monitoring their progress during the

tutorial and exploration phases. Track the number of questions or requests for

clarification they have to determine the clarity of the instructions provided.

• Efficiency and effectiveness: Measure the time taken by non-ML experts to

complete tasks using the system, as well as the quality of the resulting topic

models based on human judgment, perplexity, and coherence. Compare these

results with those of ML experts to identify potential gaps in understanding or

areas where the system may need improvement to better cater to non-experts.

• Survey responses: Carefully examine the responses from non-ML experts in the

post-study survey, focusing on aspects related to the usability of the system,

the reasonableness of the generated topics, and any challenges they faced while

using ClusT.

By analyzing these aspects, we can evaluate the usability of ClusT and identify

areas for improvement. This will allow us to refine the system and make it more

accessible and user-friendly for individuals without a strong background in machine

learning, and thus achieves its intended goals of generating meaningful, neighborhood-

reflective healthcare indices.
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Chapter 5

Discussion

Departure from Twitter A huge amount of Twitter users, particularly academics

and scientists, are reportedly switching to another social media named Mastodon after

Elon Musk took over Twitter in October 2022 [21]. The majority of them made this

decision due to two main concerns. For one, Musk has identified himself as a free

speech absolutist, so many people are worried that Twitter may further deteriorate

with more instances of hate speech and online harassment [21]. For another, many

researchers believe that misinformation will become a huge issue if experts are all

moving their social media accounts away from Twitter, and the platform will be

flooded with irrational voices. If Twitter experiences a significant loss of academic

users, the data we retrieve will likely be skewed towards people with weaker academic

backgrounds, thus introducing a bias. The authenticity of the information provided by

tweets will also be impacted negatively. Twitter may also experience a rise in tweets,

including misspelled terms, implying that we may encounter issues when performing

keyword extractions. If Twitter’s number of active users continues to decline, the size

of our usable data will likely shrink.

Bias in Geotagged tweets Accessing the sent location of some tweets was one

of the key prerequisites for this study. However, a previous study has shown that



24

approximately only 0.85% of tweets are geotagged [33], which means our data pool

is constrained. Furthermore, users of geotagged tweets are not randomly distributed

across the US population [23]. Another study has shown that age, race, income, and

area of living are all factors associated with the likelihood for a user to make their

tweets geotagged. These correlations suggest that the tweets we retrieved will be

skewed towards specific social groups, affecting the ultimate healthcare index. For

instance, it was found that people of color, including Asians, Hispanics, and Blacks,

are more likely to enable geotagged, suggesting that the healthcare index we construct

may be more reflective of the health resources accessible to these groups of people

[23].

Tweets’ Retrieval Because we retrieve tweets using public facilities as keywords,

only tweets containing the name of the facility’s category will be extracted. A common

form of a tweet that we get is, therefore, ”I went to a restaurant yesterday.” This,

however, implies that we have excluded tweets that directly include the facility’s

name, such as McDonald’s, as an example of a restaurant. One may imagine public-

health-related keywords to be mentioned by sentences like ”I’m going to the park.”

but in reality, it is uncommon for people to use ”the park” to refer to a specific park

on social media sites. Additionally, even if words like hospital and park are included

in the facility’s name, it is still likely for Twitter users to type an abbreviation due

to the language used on Twitter often being relatively colloquial. As a result of

these complexities, not only do we fail to acquire tweets that may contain valuable

information, but our data size also decreases.

Tweets’ Content Our study aimed to use the content of tweets to examine the

state of health infrastructure in diverse neighborhoods. However, upon analyzing the

data, we found that the majority of tweets were focused on personal health issues

rather than providing insights into the local healthcare system. Specifically, we ob-
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served that many tweets expressed concerns such as ”I haven’t seen a doctor in ages,”

which suggests that access to healthcare services may be limited or inadequate for

certain individuals. Although social media data can be a valuable resource for public

health research, our findings indicate the need for further investigation to distinguish

between tweets related to health infrastructure and those related to personal health

concerns.

General Data Quality During the developmental stage of the system, we noticed

that many of the random tweets shown in the preprocessing tab are duplicates, the

majority of which are bot tweets that are either advertisements or notifications saying

a photo has been posted. Tweets like this are incapable of delivering any relevant

information, so we deemed it necessary to remove them after the elimination stage.

Because elements such as user names and URLs are already removed in the elimination

phase, bot tweets are likely to be exact duplicates of one another, making it easier

for us to remove them simultaneously. Even during the preprocessing phase, we may

need some NLP algorithms to display tweets that are different from each other such

that users can gain a more comprehensive view of the data.

Future Work Our system employs NLP and ML approaches to provide public

health professionals without CS expertise access to constructing and refining a more

localized health index via visualizations. To satisfy the needs of non-ML experts,

we designed all system components with user-friendly characteristics and established

straightforward interaction methods. However, our work has certain limitations that

we intend to address in future studies.

The first shortcoming is the inadequate sample size. Using census-based geotagged

tweets as our data already implies a relatively small data size, and retrieving only

those containing public facilities worsens the situation. We noticed that it is at times

likely for tweets retrieved using certain keywords for a given census tract to be non-
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existent, making it hard for keyword extraction models to be performed. In the

future, we aim to design a more detailed data retrieval method such that we have

more data for constructing a healthcare index.

The second issue is the nature of the social media data—with users possessing

certain demographic characteristics. Unlike census data, from which SDI is derived,

Twitter users are not distributed uniformly across all age groups and socioeconomic

classes. Since our study is concerned with the healthcare index, which is directly

correlated with the socioeconomic status of the community users are from, having

data that is skewed toward people with certain demographic features implies that

the healthcare index we derive is no longer a measure of the community’s access to

health resources but that of certain groups. To overcome this issue, we may want

to combine SDI or other existing measures with social media data in the healthcare

index’s generation to ensure that all demographic groups are represented in some way.

The third issue we encountered was the complexity of interpreting tweets. For in-

stance, the tweet ”January 1st ya boy is gone actually have health insurance. I haven’t

seen a doctor in ages” not only indicates a change in the individual’s insurance status

but also suggests a long gap in receiving medical attention. This nuanced informa-

tion cannot be effectively retrieved through keywords such as ”doctor” or ”health

insurance.” To address this challenge, we plan to incorporate sentiment analysis on

keywords or retrieve more contextual embedding through BERT models.

Based on the feedback received during our formative evaluation, we are taking

steps to enhance our system. One such improvement involves enabling users to in-

put either anchor and positive keywords or anchor and negative keywords and to

remove specific keywords during the topic modeling phase. As our system uses soft

constraints, there is a possibility that some user inputs may not be fully satisfied. To

mitigate this, we plan to implement a feature that enables users to prioritize certain

constraints or receive warnings if certain constraints cannot be met.
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Moreover, we aim to extend our system’s application to other text media such as

Facebook and Reddit to incorporate more information into the health index genera-

tion process.
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Chapter 6

Conclusion

Accurate assessment of the neighborhood environment not only provides a way for

public health experts to understand regional accessibility to essential health resources

but also identifies correlations between the environment and the likelihood of relapse

and readmission following treatment. In addition, more effective treatment strategies

can be devised with this knowledge to help patients get the customized interventions

necessary for recovery. We designed a visual analytic system, ClusT, that can be em-

ployed in developing and refining a neighborhood environment index based on Twitter

data. To enable participation from health experts without a computer science back-

ground and to leverage their unique perspectives, we have implemented visualizations

to facilitate user customizations of natural language processing and machine learning

algorithms. Our approach ensures that diverse insights can be integrated into the

analysis, leading to a more comprehensive understanding of the factors influencing

healthcare outcomes. We believe this innovative approach has the potential to rev-

olutionize healthcare research and contribute to more informed decision-making in

public health policy and treatment strategies.
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Vı́ctor Vicente-Palacios, P Ignacio Dorado-Dı́az, and Pedro L Sanchez. Bring-

ing machine learning closer to non-experts: proposal of a user-friendly machine

learning tool in the healthcare domain. In Ninth International Conference on

Technological Ecosystems for Enhancing Multiculturality (TEEM’21), pages 324–

329, 2021.

[40] S Vijayarani, Ms J Ilamathi, Ms Nithya, et al. Preprocessing techniques for text

mining-an overview. International Journal of Computer Science & Communica-

tion Networks, 5(1):7–16, 2015.

[41] Qian Yang, Jina Suh, Nan-Chen Chen, and Gonzalo Ramos. Grounding interac-

tive machine learning tool design in how non-experts actually build models. In

Proceedings of the 2018 designing interactive systems conference, pages 573–584,

2018.

[42] Juhao Zhang, Samantha Lin, Yunjie Wu, Jing Zhang, Alanna Morris, Shivani

Patel, and Joyce Ho. Abstract 15011: Deriving and validating novel neighbor-



35

hood data for investigation of adverse outcomes in patients hospitalized for heart

failure: A feasibility study. 2022 AHA, 2022.


	Introduction
	Background and Related Work
	Neighborhood Environment & Patient health outcome
	Preprocessing
	Interactive Clustering
	User-friendly Interface for Non-ML experts

	System Design
	Preprocessing
	Elimination

	Keyword Representation
	Keyword Extraction
	Word Embedding

	Clustering
	Auto-encoder
	Clustering Algorithm
	Interactive Keyword Clustering


	User Study
	Study Design
	Evaluation Plan
	Validity of ClusT
	Usability of ClusT


	Discussion
	Conclusion
	Bibliography

