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Abstract 

 

Retinal Image Classification for Diagnosis of  

Vogt-Koyanagi-Harada Disease 

By Haonan Feng 

 

Vogt-Koyanagi-Harada (VKH) disease is a disease with four stages and each stage has different 

symptoms. The accurate identification of different stage is of increasing importance in diagnosis 

and treatment of VKH disease. In this work, Sunset-Glow Fundus (SGF) appearance and Serous 

Retinal Detachments (SRD), two of the most significant symptoms shown in the retinal images 

when VKH disease develops, are chosen as the feature to identify the stage of VKH disease. To 

extract the information of these features precisely, two image preprocessing methods are applied 

at the beginning. In the feature extraction section, the distribution of color intensity, Fast Fourier 

Transformation, and the Grey-Level Co-occurrence method will be introduced to construct the 

feature matrix for model training. A k-nearest neighbor algorithm and an optimized support 

vector machine are employed as the classifiers. A sample dataset consisting of 144 retinal images 

is used for identifying four different stage of VKH disease. With optimized model combined 

with two SVM classifiers, the classification accuracy of 86.8% will be obtained.  
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Introduction 

Vogt-Koyanagi-Harada (VKH) disease is a disease with bilateral diffuse granulomatous uveitis, 

which relates to vitiligo, alopecia, and central nervous system [1]. Originally, VKH disease can 

be identified as two separate illnesses: Vogt-Koyanagi syndrome [2], which featured by its 

chronic severe anterior uveitis, alopecia, poliosis, and Sugiura's sign; and Harada’s disease [3], 

which featured by the bilateral exudative uveitis and pleocytosis of cerebrospinal fluid. Due to 

the overlapping symptoms between these two illnesses, they were combined in 1932. VKH 

disease will affect many body systems like eyes, ears, skin, the covering of the brain and 

meninges [4]. The manifestations of this illness are bilateral, diffuse uveitis and a rapid loss of 

vision. The incidence of VKH disease depends on the geographic location and the ethnicity 

encountered. In general, VKH tends to affect races with dark pigments, such as Asian. The 

incidence accounts for 6.8% to 9.2% of uveitis cases in Japan, while only 1% to 4% in the 

United States [5]. The majority cases are found during the second and fifth decades of life. 

Moreover, women have been reported as being more affected than men, but the influence is 

varied and dependent on the population. Unfortunately, the pathogenesis of VKH disease is still 

unknown. The possibility deduced by theories and observation is that an autoimmune reaction 

developed by T-cell for the antigens related to melanin. Besides, the retinal pigment epithelium 

is also suspected as an important reason for the development of disease [6]. To better understand 

the disease, four stages have been defined by different clinical features, including prodromal 

stage, uveitis stage, chronic stage and recurrent stage. 

 

During these four stages, the most significant feature shown in retinal image are the Sunset-Glow 

Fundus (SGF) appearance. Although not all the cases of VKH disease will develop the SGF, this 
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symptom had already been proved to have a high correlation with the existence of VKH disease. 

Therefore, it has been regarded as one of the essential ocular findings for diagnosis and study of 

VKH disease [7]. The SGF, which is led by the occurrence of choroidal depigmentation, will 

appear in the chronic stage several months after onset, and continue until the end of the recurrent 

stage. It is typified by a pale disc with a bright red choroid, and the appearance will last several 

months [8]. When patients are in the recurrent stage, the color of fundus will become darker than 

in the chronic stage, which can be observed by radiologist easily. In addition, the other 

significant feature shown in the retinal image is the serous retinal detachments appear in the 

uveitis stage. In this stage, patients will have blurred visual acuity in both eyes and following two 

features will be shown in the retinal image. The first feature is the thickening of the posterior 

choroid, hyperemia, and edema of the optic disk. The second one is the striped wrinkles shown at 

the central of the choroid, which called serous retinal detachment (SRD) [9, 10]. 

 

Based on different features of the retinal image shown in different stages, it is possible to 

construct Computer-Aided Diagnosis system (CADx) based on the retinal image to help classify 

different stages by using image recognition algorithm. CADx is the system that facilitates 

doctors and radiologists for interpretation of medical images and makes precise diagnoses. It is a 

concept established by combining the diagnoses from both radiologists and computer algorithms. 

Based on this principle, the performance of computer algorithms does not need to be better than 

or even comparable to the performance of clinician. It serves more like a complementation and 

reference for radiologists and physicians. Nowadays, various of CADx have been employed in 

hospitals and clinics for assisting physicians in the detection of many diseases, especially cancers 

and other chest diseases [11]. As an interdisciplinary technology, CADx combines elements of 
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artificial intelligence, machine learning, and computer vision with radiological image processing. 

The originate study of CADx can be traced back to 1960s, but the rapid development was trigger 

until 1980s at the Kurt Rossmann Laboratories for Radiologic Image Research in the Department 

of Radiology at the University of Chicago [11]. The basic research began from the environment 

of picture archiving and communication systems (PACS), which is a convenient medical image 

technology for storage, transition and access economically, especially from different sources 

[12]. Images and reports provided by hospitals and clinics around the world can be transmitted 

digitally through the PACS. PACS is primarily designed as a system for the management of 

radiologist images for hospitals, however, it is difficult to extend the system to clinical diagnosis 

at that time. 

 

The concept of automated diagnosis or automated computer diagnosis, which was created in the 

1960s, was then be reintroduced and promoted [13, 14] and the concept of CADx was provided. 

Unlike CADx, the automated computer diagnosis system committed to developing an automated 

diagnosis system that can fully replace the diagnosis of radiologists, which, in other words, 

means the requirement of accuracy and performance to be very high. This concept is much more 

popular than CADx in the beginning. Therefore, a prototype of automated diagnosis system for 

the identification of lung nodules based on chest images was developed in the mid-1980s by the 

Rossmann Laboratories. However, the researcher found that even though the accuracies of the 

prediction results are reasonably high (in some cases, the accuracy can reach 85%-90% [15]), 

there is usually high false positive rate. Although the higher the performance of the computer, 

the better the overall performance of the algorithm, researchers in general agree that the 
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performance of automated diagnosis system will not be higher than that of clinicians.  Thus, 

CADx was emphasized and developed rapidly. 

 

The research and development of CADx are based on three foundations from the beginning to 

the present time. First, the foundations of the basic strategies, including techniques and 

algorithms used for the development of detection and classification in medical images, are based 

on the understanding of medical image reading by radiologists [16]. The second one is the 

measurement of the success of the CADx. One of the best evaluations of success will be the daily 

use of commercialized CADx in clinical diagnosis at different hospitals, institutions and even 

industries around the world. The third is to enhance the acceptance of CADx for diagnosis and 

stimulate the distribution of CADx research at different academic and industrial institutions. 

After 30 years’ development, nowadays a large number of commercial CADx systems for 

detection had been widely used for assisting clinical diagnosis, especially in the detection of 

cancers. Also, the accuracy of the CADx had been greatly improved on the detection of various 

cancers in breast [17], lung [18], and colon [19], according to the latest commercial CADx 

claimed. However, the CADx based on retinal image for eye illnesses detection still has some 

technical difficulties and not be widely use, the development of CADx for retinal image is 

necessary. 

 

Image recognition algorithm is the core of the CAD system. Usually, the image recognition 

algorithm in CAD systems for different medical images will have huge difference due to the 

specific features and characteristic of the images. Even for retinal image recognition, the 
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detection algorithm will vary since features will be shown in different structures like blood 

vessel, optic disc, macula, etc. Even though, the common procedures to construct a detection 

model are similar, which includes image preprocessing, feature extraction, modeling training, 

and evaluation. Due to the difference of light exposure and contrast resulted from cameras and 

lens, the basic image preprocessing to normalize the picture, and then crop them to the same size 

for convenience in the next step is necessary. Previous methodological development in this field 

includes color normalization and contrast enhancement for the non-uniform illumination [20], 

and extraction of blood vessel for further detection by using either matched filter method [21, 22] 

or optimized Gabor filter [23]. Vessel extraction based on Green channels have been proved to 

have the best result because of its highest contrast. After preprocessing, the image will be used to 

extract features and then be transformed into an efficacious data structure for model training. 

Histogram-based approach is one of the easiest for feature extraction. In [24], Zheng et al. used 

the histogram and a Dynamic Time Warping comparison technique to classify 144 retinal images 

with Age-related Macular Degeneration (AMD) or Normal tags after extracting blood vessel. 

The green channel and the saturation channel in HSI transformation were used, and the algorithm 

obtained 82%-86% accuracy from the ten-fold cross validation. Beside this, 2D-Gabor 

transformation or discrete wavelet transformation (DWT) are also good methods of feature 

extraction, especially for texture detection. According to the work of Khademi et al. [25], the 

average accuracy of DWT model can go over to approximately 85%. 

 

In this work, 144 retinal images will be used to construct a prediction model in order to diagnosis 

the Sunset-Glow Fundus (SGF) Appearance. All the 144 retinal images had been tagged as 4 

types, which are normal, early, middle and late stages, corresponding to the prodromal stage, 
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uveitis stage, chronic stage and recurrent stage, respectively. The method section will introduce 

further backgrounds and detailed methods of image preprocessing, feature extraction and model 

training. Result section presents cross-validation based prediction results with respect to all the 

models. In the conclusion section, we will summarize the model developed in this work, and 

discuss the future potentials. 

 

Method 

In the light of symptoms mentioned in papers above [6-10], two features will be utilized to 

construct classifiers. The first one is the change of fundus colors. Usually, the color of the 

normal fundus is yellow and it will maintain until SGF appears. As time goes, the fundus will 

turn to dark red in the recurrent stage. Also, the retinal images in Uveitis stage are brighter than 

the prodromal or normal stage, shown Figure 1. Another symptom is that the serous retinal 

detachment presents only in uveitis stage, but then vanishes rapidly in the chronic stage. The 

feature of this symptom shown in the retinal image is obvious. For the images of other three 

stages, the fundus is smoother. However, in the images of uveitis stage, the serous retinal 

detachment will be presented in the fundus like wrinkles. 
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Figure 1. Overview of Retinal Images in Four Stages of VKH disease 

 

Based on the two features shown above, the classifier can be constructed by either using statistics 

created by the distributions of color intensities or using texture analysis to detect wrinkles. 

Consider that wrinkles will only appear in uveitis stage, the classifier made from texture analysis 

alone may not have good predictive performance in middle and late stages. Here we will also 

consider combining these two classifiers into one model by using a hierarchical test procedure. 
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Image Preprocessing 

The original retinal images from different cameras usually have different sizes, color intensity 

distributions, and contrasts. We first remove the black backgrounds from the image, and then 

resize the image to be a square of 500 by 500 pixels.  

The recognition of fundamental anatomies such as blood vessel, optic disc and macular are often 

necessary before identifying pathological structures [24]. For some diseases, the reference points 

for diagnostic model training can be provided by the knowledge of shape and location of these 

structures. In our work, segmentation of these structures is important to eliminate noises, since 

structures like blood vessel could be recognized as features in the fundus. In addition, these 

structures could affect the color distribution of fundus and lead to imprecise result. It has been 

established that a better classifier will be constructed by focusing only on the color distribution 

or feature of the pure fundus background [24]. 

 

To extract the blood vessel and other structures, a 2D-Median Filtering algorithm as proposed by 

J. Turkey [26] and improved by Simon Perreault [27] were utilized as normalization and noise 

reduction before the detection. This algorithm has been widely used in image preprocessing. 

Assume that an image has m × n pixels and the windows w for the median filter is a square with 

a width equal to 2𝑟 + 1. As shown in Figure 2, for the pixel 𝑋𝑖,𝑗, a squared window (shown as 

yellow) will be constructed. The median of pixel intensities in the whole square will be defined 

as the smoothed value of 𝑌𝑖,𝑗, the pixel of the output image at the same location. Since the 

contrast of the images are affected by the source of light when taking pictures, such 

normalization procedure will smooth out the different level of contrast in an image [28]. We 
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further normalize the color intensity values by shifting the median to 0.5, and rescale to make the 

IQR in all images to be 0.1. This step is necessary to make the contrasts and exposure levels in 

all images homogeneous. These two steps (within image and cross-image normalization) will 

improve the results in downstream analyses. 

𝑌𝑖𝑗 = 𝑚𝑒𝑑𝑖𝑎𝑛{𝑋[𝑝, 𝑞], (𝑝, 𝑞) ∈ 𝑤, 0 < 𝑝, 𝑞 < 2𝑟 + 1}     (𝟏) 

 

Figure 2. Illustration of the Median Filter Algorithm [27]  

 

Next, some retinal structures such as blood vessel, macular, and optic disc should be removed 

from consideration[29]. This step is necessary because these structures will bring noises to the 

later feature extraction step. Due to the highest contrast, green channel will be used for structure 

detection. Based on observation, it is visually obvious that the blood vessels appear darker than 

the fundus, while the macular and optic disc are brighter. This means that the color intensity 

values are lower for blood vessel, and higher for macular and optic disc. Thus, an easy approach 

to detect these structures is to apply thresholds on the color intensity values, and call regions 

with very low values blood vessels, and regions with high values macular and optic disc. We will 
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take quantiles from color distribution as thresholds (details are provided in the results section). 

After removing the structures, the retinal images will be used as the training dataset for the color 

distribution classifier. Although other researches [20-23] have developed more advanced method 

to more precisely detect the retinal structures, we believe they will have little impact on 

downstream classification. Therefore, we continue to use this simple method for its 

computational efficiency. For serous retinal detachment, we found that the fundus’ color has 

significant impact on the texture analysis for detecting the “wrinkles”. Thus, further 

preprocessing is applied to remove the fundus before texture analysis. Here we again apply a 

threshold (based on quantiles) on colors to remove the fundus. After that, only serous retinal 

detachments part of the image is retained for texture analysis. Examples of images after 

preprocessing are provided in the Result section. 

Therefore, we will have two kinds of retinal images after the image preprocessing. The first one 

are the retinal images without blood vessels, macular, and optic disc. These images will be 

constructed as the dataset for color information extraction. The second one are the retinal image 

without any structures but just left the serous retinal detachments. After merging the prodromal 

and uveitis stage and named it as PU stage, the classifier for three stages (PU stage, chronic 

stage, and recurrent stage) will be provided since the most significant feature for these three 

stages are the difference of color distributions. 

 

Feature Extraction 

There are two symptoms shown in the retinal image when patients have VKH disease, the first 

one is the SGF appearance in the chronic stage, which makes the color of fundus become 

brightly red. This symptom will be maintained in the recurrent stage with a darker red fundus. In 
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addition, obvious wrinkles (serous retinal detachment) will be shown in fundus when patients are 

in uveitis stage, but then the wrinkles will be faded at the chronic and recurrent stage. Based on 

these two symptoms, two methods will be conducted to extract the features for classification. 

The first method is to extract the information from color distribution, while the second one is to 

detect the serous retinal detachment by using texture analysis skills, including Fast Fourier 

Transformation (FFT), and Grey-Level Co-occurrence Matrix (GLCM.)  

 

- Color Distribution 

For the SGF symptom, extract features from the color distribution will be a reasonable method 

and it can be proved by comparing the color distributions of different stages in RGB and HSV 

channel. If the difference can be observed, then the training dataset can be constructed by using 

the information of color distribution. The requirement of choosing statistics is to represent the 

whole color distribution significantly. The first choice is the combination of mean and standard 

deviation of each channel in both RGB and HSV, which is the summary of the whole distribution 

and efficiently decrease the size of the dataset. The other choice is the combination of quantile 

with interval 0.1. 

 

- Fast Fourier Transformation (FFT) 

Fourier Transformation is one of the most important mathematical tools and had been widely 

applied to Electronic signal detection, image procession and texture analysis. The main idea of 

Fourier Transformation is to decompose a function of time into the frequencies. Therefore, it is 

also called the representation of frequency domain for the original function. In the image 
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processing, Fast Fourier Transformation [30] is an essential algorithm to extract features, 

especially border and texture, from the original image. The main idea is developed from the 

discrete Fourier transformation. In this algorithm, the original image, which is a two-dimensional 

matrix, will be regarded as a discrete function 𝑓(𝑗, 𝑘), and then be decomposed into a series of 

periodic functions such as sine and cosine functions. Based on the Euler’s formula, the 

trigonometric function can be transformed into an exponential term with plural, so the equation 

of discrete Fourier transformation is, 

𝐹(𝑚, 𝑛) = ∑ ∑ 𝑓(𝑗, 𝑘)𝑒
−𝑖2𝜋(

𝑚𝑗
𝑁1

+
𝑙𝑘
𝑁2

)

𝑁2

𝑘

𝑁1

𝑗

        (𝟐) 

Where 𝑓(𝑗, 𝑘) is the intensity of the pixel (𝑗, 𝑘) in the original image (spatial domain), the 

exponential term is the basic function corresponding to each pixel (𝑚, 𝑛) in the frequency 

domain (Fourier domain) [31]. Since the procession of the original formula in the computer is a 

𝑁2 complexity question, Fast Fourier Algorithm was then produced to improve the efficiency of 

the discrete Fourier Transformation. The outcome of the FFT is the frequency domain from the 

original image. Each pixel in the frequency domain is in the interval between zero and one, 

which can be shown as the brightness in the image. Usually, the brighter the pixels shown in the 

frequency domain means the higher the contrast of the original image. In addition, the amplitude 

and the wavelength can be decomposed from the function of original image 𝑓(𝑗, 𝑘) and then be 

displayed on the frequency domain. After setting specific threshold, the frequency and 

orientation of the signal in the original image can be shown by the distribution of bright pixel in 

the frequency domain. In fact, if the intensities in 2-dimensional image are regarded as the third 

dimension, then the Fourier transformation is a mathematical tool to extract information of 

gradient in the third dimension and present it in the frequency domain [32]. It means that, if the 
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original image is smooth enough, the frequency domain will be totally black, while if a signal or 

wave shown in the original image, its gradient will be detected as an evidence of wave and 

presented as bright pixels in the frequency domain. 

These peculiarities can be utilized to identify wrinkles. If the retinal image, or says, the fundus is 

smooth and has no wrinkles, the frequency domain will have little bright pixels and be depicted 

as nearly black. However, the retinal image with wrinkles will be transformed to a frequency 

domain with bright pixels. The more wrinkles showed in the fundus, the more pixels will be 

presented in the frequency domain. Moreover, the brightness of each pixel in the frequency 

domain can be regarded as the significance of the wrinkles shown in the fundus. Since the size of 

the original retinal image is too large to identify wrinkles, the preprocessed retinal image will be 

cropped into small pieces before doing Fast Fourier transformation. The threshold will then be 

defined to filter those extremely high or low frequencies for noise reduction. The number of 

pixels in the frequency domain which fulfill the threshold will then be utilized as the statistics for 

model training. 

 

- Grey-Level Co-occurrence Matrix (GLCM) 

Gray-Level Co-Occurrence Matrix, another common algorithm for texture detection, will also be 

used in this work for comparison. This method, which also called Grey-Tone Spatial-

Dependence Matrix, was produced by Haralick R.M in the 1970s [33] and had been widely used 

in texture detection. Based on a series of second order texture calculations, this theory considers 

the relationship between groups of two pixels (usually neighboring) in the original image, as the 

Figure 3(a) below shown; while the first order measurements are the statistics calculated from 
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the original image directly, such as variance and mean. The method of third order measurement 

was provided by Akino et.al in 2003, but its utility still needs to be proofed [34]. 

  

Figure 3. Illustration of GLCM matrix construction and feature extraction[33] 

The GLCM is a tabulation of how often a different combination of pixel brightness values, or 

says gray levels, occur in an image [35]. Suppose the gray levels of each pixel in original images 

are known and quantized. Let 𝐿𝑥 = {1,2, … , 𝑁𝑥} be the notation of horizontal domain, 𝐿𝑦 =

{1,2, … , 𝑁𝑦} be the notation of vertical domain. Assume that the texture context information can 

be adequately specified by the matrixes of relative frequency 𝑃𝑖𝑗 with which two neighboring 

pixels separated by distance d, one pixels with grey levels i and the other one with grey level j. 

After knowing the location of these two pixels as (k,l) and (m,n) respectively, the calculation of 

GLCM can be defined by formulas [Equation 3] in four different angular. Since the formula of 

GLCM contain the distance and angular between two pixels, the information of spatial 

relationship for each pair of pixels will be measured. 

𝑃(𝑖, 𝑗, 𝑑, 0°) = # {((𝑘, 𝑙), (𝑚, 𝑛)) ∈ (𝐿𝑦 ∗ 𝐿𝑥) ∗ (𝐿𝑦 ∗ 𝐿𝑥)|𝑘 − 𝑚 = 0, |𝑙 − 𝑛| = 𝑑} 

𝑃(𝑖, 𝑗, 𝑑, 45°) = # {((𝑘, 𝑙), (𝑚, 𝑛)) ∈ (𝐿𝑦 ∗ 𝐿𝑥) ∗ (𝐿𝑦 ∗ 𝐿𝑥)||𝑘 − 𝑚| = 𝑑, |𝑙 − 𝑛| = 𝑑} 

𝑃(𝑖, 𝑗, 𝑑, 90°) = # {((𝑘, 𝑙), (𝑚, 𝑛)) ∈ (𝐿𝑦 ∗ 𝐿𝑥) ∗ (𝐿𝑦 ∗ 𝐿𝑥)||𝑘 − 𝑚| = 𝑑, 𝑙 − 𝑛 = 0} 

𝑃(𝑖, 𝑗, 𝑑, 135°) = # {((𝑘, 𝑙), (𝑚, 𝑛)) ∈ (𝐿𝑦 ∗ 𝐿𝑥) ∗ (𝐿𝑦 ∗ 𝐿𝑥)||𝑘 − 𝑚| = 𝑑, |𝑙 − 𝑛| = 𝑑} 

Where # denotes the number of elements in the set.                                                    (3) 
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Once the GLCM had been constructed, all the texture features can be extracted from these 

matrixes. In Haralick’s paper [33], there are totally 14 measurements of the textural feature being 

defined. The most common five statistics include angular second moment, contrast, inverse 

difference moment, entropy and correlation, which are given below [Equation 4]. To calculate 

these features, the window sizes should be first defined. As the Figure 5(b) shown, these 

statistics will be calculated under the range of window and the result will be received by the 

central pixel of the window. The other pixels which are also in the window will be called as the 

reference pixels. The angular second moment measures the “energy” store in the image, which 

means the window is ordered when high values of ASM occur. However, the entropy, which is 

the opposite of energy, measures the inhomogeneity of the window. The Contrast uses the 

difference of gray level between two pixels as the weight and thus can show the contrast of the 

window. The higher value the contrast has, the clears the window will be. The inverse different 

moment can be a measurement of similarity among pixels in the window. As for the correlation, 

it usually represents the consistency of texture. When the value of correlation calculated from 

one angular is much higher than the value from matrixes of other angular, then the direction of 

texture in this window will be close to this angular [36]. 

Equation 4. GLCM Statistics 

Angular Second Moment 𝑓1 = ∑ ∑ {𝑃(𝑖, 𝑗)}2

𝑗𝑖
 

Contrast 𝑓2 = ∑ 𝑛2 ∑ 𝑃(𝑖, 𝑗)
|𝑖−𝑗|=𝑛𝑖

 

 

Inverse Difference Moment 
𝑓3 = ∑ ∑

𝑃(𝑖, 𝑗)

1 + (𝑖 − 𝑗)2
𝑗𝑖

 

 

Entropy 𝑓4 = ∑ ∑ 𝑃(𝑖, 𝑗)𝑙𝑜𝑔𝑃(𝑖, 𝑗)
𝑗𝑖
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Correlation 
𝑓5 = ∑ ∑

𝑖𝑗𝑃(𝑖, 𝑗) − 𝜇𝑥𝜇𝑦

𝜎𝑥𝜎𝑦𝑗𝑖
 

 

Where 𝜇𝑥, 𝜇𝑦, 𝜎𝑥, 𝜎𝑦 are the means and standard deviation of 𝑝𝑥, 𝑝𝑦 

 

Referring to the equation 3, for a chosen distance d we have 4 angular and can construct 4 grey-

level co-occurrence matrixes. Therefore, a set of 56 statistics can be constructed (14 statistics in 

each angular matrix). By calculating the mean and range of these 14 statistics, a vector with 28 

statistics will then be provided as the features of a retinal image. Since some statistics are highly 

correlated among each other, a feature-selection procedure will be needed to increase accuracy 

[15]. In addition, the size of the window and the number of grey-level will strongly affect the 

quality of these statistics. A smaller size of the window will have a more precise extraction with 

less noise, but the definition of “small” is a subjective judgment, it depends on the size of texture 

shown in the window, which result in difficulty in choosing a suitable size of the window. For 

the number of grey-level, the common original image in the real world is 256. Although more 

levels usually mean more accurate texture information, the increased computational cost is 

incredible. Therefore, a reduction of the grey level will usually be processed before doing GLCM 

calculation. But this also results in the loss of information [16].  

 

Model Training 

To solve this pattern recognition problem and construct the model, machine learning algorithms 

were utilized in the model training. In this study, Support Vector Machine (SVM) will be the 

primary algorithm for model training and prediction. In addition, K-nearest neighbor algorithm 

will also be tried and used as a comparison toward SVM. Both these two algorithms are the core 
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algorithm of the supervised learning model. Given a set of training data, usually a set of vectors 

contain features or statistics as well as the known outcome, the algorithm will construct a model. 

After training, the model can be used for prediction. Accuracy of the prediction model, which 

can be assessed based on training data, will be the primary measurement for the model 

performance. 

K-nearest neighbor algorithm (KNN) is one of the earliest algorithms for pattern recognition, 

classification, and regression [37]. Given a universe U of objects, a subset A is commonly 

defined by specifying the objects of the universe that belong to group A. The definition for the 

𝑥 ∈ 𝑈 is, 

𝑈𝐴(𝑥) = {
1 , 𝑥 ∈ 𝐴
0 , 𝑥 ∉ 𝐴

                   (𝟓) 

Now assume that a new object is added into the universe U, which is notated as 𝑥̂. In order to 

predict whether this new object belongs to the subset A or not, the definition of the distance 

between 𝑥𝑖 and 𝑥𝑗 is necessary. The Euclidean distance is the most common distance used in 

KNN, 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝒙𝒊, 𝒙𝒋) = √(𝑥𝑖1 − 𝑥𝑗1)
2

+ ⋯ + (𝑥𝑖𝑛 − 𝑥𝑗𝑛)
2

                (𝟔) 

In which, 𝒙𝒊 = (𝑥𝑖1, … 𝑥𝑖𝑛) is a vector with n dimensions that belong to the universe U. By using 

this formula, the distance among the new object 𝑥̂ and each 𝑥𝑖 can be calculated. If we set value 

k as the number of objects that near the new object 𝑥̂,  and create a new subset of all this k-

nearest neighbor as K, then by counting the number of objects in this subset which also belong to 

subset A, we can finally predict that the new object 𝑥̂ belongs to subset A if the number of those 
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neighbor objects which belong to subset A is larger than that not belong to subset A. Figure 6 is 

the illustration of this algorithm. 

 

Figure 6. Illustration of K-NN Algorithm [38]  

KNN algorithm is developed from the fundamental thought of classification and thus is easy to 

be understood. Due to its simplicity and high efficiency but still have good performance in 

classification, KNN is one of the most popular algorithms in machine learning [38]. Though, 

since it is a parametric algorithm, the difficulty of this algorithm is the role to define the 

parameter k, that is, the number of neighbor objects which will be used to decide the category of 

the new object. From the figure 6, it is obvious that different k value will result in different 

results of the new object. Generally, the larger the k value we use, the more information we will 

have in constructing the model and thus result in a more accurate result. But it should be 

balanced with the efficiency. What’s more, KNN may not be sensitive enough when identifying 

the object with high dimensions.  

Support Vector Machine, on the other hand, is famous for its rigorous mathematical logic and 

deduction. The binary SVM was first suggested by Vapnik and widely used in classification [39]. 
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Although the Euclidean distance is also applied in SVM, unlike KNN, the distance will be used 

to construct a boundary that best separate objects in different categories, as figure 7 shown. 

Actually, the best boundary here is the vertical line of the longest distance between the center of 

these two groups. 

 

Figure 7. SVM Algorithm in Constructing Linear Boundary[40]  

Given a training set of N objects {𝑥𝑘, 𝑦𝑘}𝑘∈𝑁
N , in which the 𝑥𝑘 means the vector of features or 

statistics of object k and the 𝑦𝑘 means the category, or says pattern, of the object k, as we have 

defined in the KNN section. The support vector machine method is to construct a linear classifier 

with the form as, 

𝑦(𝑥) = 𝑠𝑖𝑔𝑛 [∑ 𝛼𝑘𝑦𝑘𝛹(𝑥, 𝑦𝑘) + 𝑏

𝑁

𝑘=1

]               (𝟕) 

In which, 𝛼𝑘 means the positive real constants while b is the real constant. For 𝛹(𝑥, 𝑦𝑘), this is a 

kernel function depend on the structure of dataset. Usually, the linear kernel function will be 

𝛹(𝑥, 𝑦𝑘) = 𝑥𝑘
𝑇𝑥𝑘 [41]. For the training set which cannot be separated by linear boundary, SVM 

provides a reasonable strategy that can completely solve this problem theoretically. By mapping 
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the whole training set to a higher dimension space, a hyperplane will then be constructed as the 

classifier boundary. 

Theoretically, SVM is a powerful, efficient, and robust algorithm. The procedure of projecting 

the dataset to high dimension space extend the applicable scope of this algorithm, and provide a 

higher sensitivity toward different structures of the dataset, compared with the original linear 

format. However, the disadvantages of SVM also result from the projection. For the original 

training dataset with high dimensions, the number of the dimension in projection space will be 

dramatically large, which may lead to low efficiency in model training. Also, defining a desired 

number of dimension in projection space is a difficult issue.  

After model construction, a reasonable measurement for efficacy comparison among each 

classifier is necessary. In this paper, accuracy will be the only measurement. Assume the 

classifier is designed for identifying k categories. The number of objects in each category will be 

notated as 𝑛𝑖 while the successfully identified objects in each category will be notated as 𝑠𝑖. 

Thus, the accuracy formula is straightforward for single layer classifier, that is, 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑠1 + 𝑠2 + ⋯ + 𝑠𝑘

𝑛1 + 𝑛2 + ⋯ + 𝑛𝑘
                 (𝟖) 

As for the multiple layer classifiers, the specific formula developed from the basic accuracy 

calculation will be shown later.  

 

Result 

The dataset used in this paper consists 144 retinal images from patients with VKH disease and 

the size of each image is 1600*1066. In these 144 retinal images, the four stages of VKH disease 
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had already been separated and tagged, of which 62 are in the prodromal stage, 29 from uveitis 

stage, 19 from the chronic stage and 34 from the recurrent stage.  

Image preprocessing are applied before feature extraction. As discussed, since two symptoms 

will be used in this paper, there are two methods of image preprocessing. One is for the color 

distribution and the goal is to remove all structures, while the other is for wrinkle detection and 

thus would like to use processed image without any structures and fundus but wrinkles. From the 

Figure 4(a) shown below, the color of the blood vessel is darker than other structures and fundus, 

which means the color intensity of vessel tend to be low and thus can be detected in the low 

quantile of color distribution. For optic disc extraction, the same method will be applied on the 

value channel in HSV image, since the optic disc in the value channel tends to brighter than other 

areas, the high quantile rather than the low one will be used to detect it. In addition, a 

transformation from RGB image to HSV image is needed before the detection of the optic disc 

because the original image only has the RGB channel. In order not to remove too much 

information from the original image, quantiles of the intensity values will be chosen as 

thresholds. In this work, the quantile for detecting the vessel were set as lower than 10%, while 

the optic disc will be 95% and above. Figure.4(d) shows the result of structure detection and 

extraction. The Figure.4(c) will be the image processed by 4(d). Generally, the performance of 

image processing proves the efficacy of median filter algorithm and thus this algorithm will be 

used in the paper for image preprocessing. 
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Figure 4. Retinal Image: (a) Green Channel; (b) Value Channel; (c) Wrinkles (d) 

Structure-removed Fundus 

 

For feature extraction, the method developed from the color distribution will be assessed at first. 

Figure 5 below shows the color distribution from some examples in different stages. Here the 

overall distribution of all RGB intensities are shown. The differences in color distributions are 

visually obvious, especially between the chronic/recurrent stage and other stages.  
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Figure 5. Overall Distribution of all RGB intensities in Each Stage 

 

Further discoveries show that the differences of color distribution are even clearer on each 

separate channel. The chronic and recurrent stage tend to have distributions with right skewness, 

and the tail of chronic stage is thicker than the recurrent stage. While the distributions of 

prodromal and uveitis stage are more uniform and difficult to be distinguished. To predict based 
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on the distributional properties of the intensities, we obtain a vector of statistics including mean 

and standard deviation in each channel and use these as features for prediction. 

For texture analysis to detect serous retinal detachment (wrinkles), six statistics will be chosen 

for GLCM results, including homogeneity, contrast, dissimilarity, entropy, second moment and 

correlation. The mean and standard deviation of each statistic will be calculated and used as the 

features. For FFT, after setting window size as 50, the whole image will be separated into 100 

small pieces, and the FFT algorithm will be processed in each piece to get the frequency domain. 

In order to reduce the noise from the fundus, a threshold to filter the high and low frequencies is 

needed. Based on the observation, the value of frequencies which lower than 2 and higher than 

20 will be blocked, and the summation of frequencies which left in the frequency domain will be 

utilized to represent the features.  

The features gathered from color distribution, GLCM and FFT methods will be used to train the 

SVM and KNN classifier, and the classifier accuracy shown below will be used as a 

measurement for comparison. KNN classifiers were firstly be dropped due to its bad 

performance. The maximum accuracies of all KNN classifiers are lower than 60%. It is not 

surprising since KNN tend to have bad performance in the complex model, especially when the 

number of variables is very large. Then, SVM will be used to test in either color distribution, 

GLCM or FFT method. From the table 3 shown below, the color distribution method had the 

highest accuracy, even in the cross-validation test. From the all 144 images, 13 out of 23 

mismatch images are from the identification of uveitis stage and chronic stage. This result is 

predictable since the color distribution method does not consider the appearance of serous retinal 

detachment (wrinkles) in uveitis stage, and this is also the reason why texture analysis method 

will be tested in this paper. For GLCM and FFT method, although they have similar results in 
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prediction accuracy, the performance of GLCM in cross-validation is even worse than KNN 

method. Thus, the good performance of GLCM without cross-validation could be from 

overfitting. Based on these results, the FFT method is then deemed to be the most accurate 

classifier in texture analysis. 

Table 1. The Prediction result of Two Classifiers  

            C 
Real 

PU Chronic Recurrent 

PU 87 0 4 

Chronic 2 12 5 

Recurrent 3 0 31 

 

Table 2. The Prediction result of Two Classifiers by Cross-Validation 

            C 
Real 

PU Chronic Recurrent 

PU 87 0 4 

Chronic 2 11 6 

Recurrent 7 1 26 

 

To improve the accuracy of identification, a double layer hierarchical classifier combining with 

color distribution and FFT method will then be constructed. Since the good performance of color 

distribution in classifying the sunset glow fundus and that of FFT method in detecting the serous 

retinal segmentation, the design of double layer classifier is to combine the prodromal and 

uveitis stage and denoted it as PU stage, then the color distribution method will be used as the 

first classifier (C-classifier) to identify 3 stages: PU, chronic and recurrent stage. Objects in the 

PU stage will be classified whether in the prodromal or uveitis stage by using the FFT method as 

the second classifier (F-classifier). The result of this new classifier is more sensitive than before. 

Overall within the whole dataset, the accuracy of C-classifier and F-classifier are 90.3% and 

            F 
Real 

Prodromal Uveitis 

Prodromal 59 3 

Uveitis 7 22 

            F 
Real 

Prodromal Uveitis 

Prodromal 58 4 

Uveitis 10 19 
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89.1% respectively. This good performance can even be observed in the cross-validation test, 

with 86.1% accuracy in C-classifier and 84.6% accuracy in F-classifier, which are shown above 

(Table 1 & 2). The accuracy after combination will be the same formula shown in the method 

section, but the number of successful identification should be calculated by using a successful 

number of PU stage times the accuracy of F-classifiers, so the accuracy will be 83.7% without 

CV, and 76.8% with CV. In fact, this accuracy calculation is not precise enough because of the 

unbalanced data structure. The ensemble study model can potentially be applied for 

improvement in the future work. 

Table 3. Classification Result for Different Combination of Features 

Feature Classification Accuracy Classification Accuracy by 

Cross-Validation 

GLCM / FFT / Color + KNN < 60% < 46% 

GLCM + SVM 67.4% 36.1% 

FFT + SVM 67.3% 50% - 54% 

Color + SVM 80.6% 76.4% 

Color + FFT + SVM 86.8%  82.1%  

 

 

Conclusion and Discussion 

In this work, we present an effective classifier construction method in retinal image diagnosis to 

identify different stages of VKH disease. The classifier is constructed by Support Vector 

Machine (SVM) and contains two layers. The first layer is an SVM classifier made from features 
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of color distribution to identify the PU stage, chronic stage, and the recurrent stage; while the 

second layer is also an SVM classifier but just for classification of prodromal stage and uveitis 

stage by using fast Fourier transformation (FFT) to detect serous retinal segmentation and extract 

information. The performance of this double-layer classifier is satisfactory in the original 144 

retinal images database and the highest accuracy is around 90%. The method that used FFT for 

detection of serous retinal segmentation and the utilized of color distribution could be applied to 

other retinal image classification projects for accuracy improvement, especially in wrinkle 

recognition area.  

Although there are some advantages in this work, we have to admit that there are also some 

limitations. Due to the small sample size with only 144 retinal images, the performance of 

machine learning model still not reach our expectation and thus further work on image collection 

is necessary. Moreover, the algorithm of feature extraction is still needed to improve, especially 

for FFT method. Although the FFT method can detect the wrinkles by analysis the frequencies of 

the original image, the observation of frequency domain shows that many bright pixels are 

irregular distributed, even when the wrinkles in the original image are regular. That may because 

the fundus we use, which has already been preprocessed, are still not even and smooth, thus lead 

to high-frequency noise. Therefore, further research for the image preprocessing and FFT is 

needed. Finally, if the size of the training data is large enough, convolution neural network 

method in deep learning can potentially be used to eliminate the manual feature extraction step. 

Deep learning is a popular and active research field nowadays, and many results have shown its 

strong performances. However, to assess whether it can perform well in small training set will be 

our future work. 
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