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Abstract

Contextual Embedding Representations for Retrieval-Based and Generation-Based
Dialogue Systems
By Zihao Wang

Context is a crucial element for conversational agents to conduct natural and engag-
ing conversations with human users. By being aware of the context, a conversational
agent can capture, understand, and utilize relevant information, such as named entity
mentions, topics of interest, user intents, and emotional semantics. However, incor-
porating contextual information into dialogue systems is a challenging task due to
the various forms it can take, the need to decide which information is most relevant,
and how to organize and integrate it.

To address these challenges, this dissertation proposes exploring and experiment-
ing with different contextual information in the embedding space across different
models and tasks. Furthermore, the dissertation develops models that overcome the
limitations of state-of-the-art language models in terms of the maximum number of
tokens they can encode and their incapacity to fuse arbitrary forms of contextual
information. Additionally, diarization methods are explored to resolve speaker ID
errors in the transcriptions, which is crucial for training dialogue data.

The proposed models address the challenges of context integration into retrieval-
based and generation-based dialogue systems. In retrieval-based systems, a response
is selected and returned by ranking all responses from different components. A con-
textualized conversational ranking model is proposed and evaluated on the MSDialog
benchmark conversational corpus, where three types of contextual information are
leveraged and incorporated into the ranking model: previous conversation utterances
from both speakers, semantically similar response candidates, and domain informa-
tion associated with each candidate response. The performance of the contextual
response ranking model exceeded state-of-the-art models in previous research, show-
ing the potential to incorporate various forms of context into modeling.

In generation-based systems, a generative model generates a response to be re-
turned to the conversing party. A generative model is built on top of the Blenderbot
model, overcoming its limitations to integrate two types of contextual information:
previous conversation utterances from both conversing parties and heuristically iden-
tified stacked questions that tackle repetition and provide topical diversity in dialogue
generations. The models are trained on an interview dataset and evaluated on an an-
notated test set by professional interviewers and students in real conversations. The
average satisfaction score from professional interviewers and students is 3.5 out of 5,
showing promising future applications.

Additionally, to better understand topics of interest, topical clustering and diver-
sity are investigated by grouping topics and analyzing the topic flow in the interview
conversations. Frequent occurrences of some clusters of topics give a clear presenta-
tion of what scopes of topics an interview would touch on while maintaining a great
selection of unique topics for individuals. Based on the observation, further discus-



sions on the potential incorporation of such characteristics to improve conversational
dialogue models are conducted.
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Chapter 1

Introduction

With the fast advancement of artificial intelligence, research and applications of con-

versational agents are trending. Some conversational agents, such as Amazon Alexa,

Apple Siri, Microsoft Cortana, and Google Assistant, are popular in the real world,

most being assemblies of close-domain components. There is more effort in research

and collaborations between academia and industries toward open-domain conversa-

tions, such as Alexa Prize 1.

I participated in Alexa Prize for three years, with two years as the team lead. Alexa

Prize is a competition event held by Amazon Alexa each year for university students

to develop dialogue systems to conduct fluent and smooth conversations. In the Alexa

Prize, we developed modules in the dialogue system to consider multiple aspects of the

context in the conversations, such as name entities, user identities, stats on discussed

topics, intents, etc. We made different strategies to incorporate different types of

context in the pipeline. For example, we designed proactive follow-up strategies to

continue the conversation by proposing deep discussions on the current topic. We also

designed mechanisms to ensure the smooth flow of conversations. For example, we

established rules for domain-based components to capture users’ intent whether or not

they are transitioning to a different topic. Many of the designs in our dialogue system

1https://developer.amazon.com/alexaprize
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were intended to grasp the context embedded in the conversation flow and exploit it

to make smooth conversations. The general user feedback on the performance of our

dialogue systems inspires the importance of context in the design of dialogue systems.

With extensive research and development of dialogue systems, many perform ex-

cellently in certain task-oriented conversations. However, they cannot conduct fluent,

consistent, and open-domain conversations. One of the limitations is the lack of ef-

fective contextual information incorporation. Current deep-learning language models

have shown exceptional advantages in understanding and utilizing ambient context

on different tasks. However, they still cannot effectively exploit prolonged conver-

sational history with other contextual features. To tackle the above limitations, my

dissertation consists of different models to enable the integration of prolonged and

miscellaneous contexts in the embedding space to improve the performance of con-

versational agents, as well as insights into conversation flow by analysis of different

perspectives of conversational datasets.

In general, there are two popular structures of dialogue systems, retrieval-based

and generation-based systems. A retrieval-based dialogue system consists of compo-

nents that generate candidate responses. There is a response ranking function to rank

all candidates and select the best one as the chosen response. A generation-based di-

alogue system is usually referred to as using a deep generation neural network to

generate word by word or character by character an utterance in a dialogue. The

focus of my dissertation is on the development of models to improve response ranking

and utterance generation by effective integration of various contextual information,

in addition to the understanding of conversational flow.
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Figure 1.1: MSDialog conversation example. The abbreviations denote the following.
CU: current utterance, PU: previous utterances, CR: candidate responses.

1.1 Response Ranking in Dialogue Systems

In retrieval-based dialogue systems, response ranking is essential to select the best

candidate response among all generated from different components. The difficulty of

response ranking comes from the semantic resemblance of candidates. As shown in

Figure 1.1, there are three candidate responses for the current utterance, and candi-

date (1) is the golden truth, while the other two are negative choices. Semantically,

they are all describing computer-related issues, which are similar. Without further

context, it is challenging to differentiate between them. In these cases, it is critical

to have other surrounding knowledge, such as domain information, as shown in the

figure, to make distinguishing decisions.

Extensive research [74, 70, 69] has been conducted on utilizing conversation his-

tory with external knowledge to select the most natural response from the candidates

as the response. However, in many cases, the candidate responses are semantically

similar, even if components generate them in entirely different domains. Most pre-
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vious work hasn’t considered the integration of other contextual information, such

as provenances of candidates, other than conversation history into response ranking

models in retrieval-based dialogue systems. Instead, I consider it tremendously sig-

nificant for response ranking models to learn from conversation history and other

contextual information jointly.

Practical applications to integrate multiple context sources were explored in the

dialogue systems [61, 2] in Alexa Prize, in which candidate responses generated from

a dozen components designated for different domains are ranked to have the best one

returned to a user. A hybrid weighted and heuristic ranking strategy was designed to

consider topic classification, intent classification, conversation transition, special case

handling, and personalization. Amazon Alexa users received the ranking strategy

well, which is an inspiration and testimonial for tackling the above challenges.

Reported in this dissertation, I establish a multi-channel conversational ranking

architecture with variations to take different sources of information in parallel and

fuse them together in the embedding space to benefit the model from all available

evidence. I perform ablation studies to prove that contextual information and our

effort of adapting transformer self-attention architectures in our model significantly

improve the ranking performance compared to previous research.

1.2 End-to-end Generative Dialogue Systems

Neural generation-based end-to-end dialogue systems are advancing rapidly. One of

its advantages is that it simplifies the complication of managing components in a

dialogue system as in retrieval-based systems. Extensive work has been done on de-

veloping such neural models for dialogue generations[72, 1, 51]. However, the current

state-of-the-art neural dialogue models still lack the capability to conduct conver-

sations with consistency, fluency, commonsense and deeper discussions on specific
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topics, which in essence, is a consequence of ineffective incorporation of context. To

tackle the above limitations of the current generative models, I develop a context-

aware architecture with variations and experiment on a real-world interview dataset

collected from college admission interviews, which is a mixture of close-domain and

open-domain conversations. Our context-aware generative deep learning architecture

plays the role of an interviewer, questioning on key perspectives of an interviewee,

following up on brought-up topics on the fly, making transitions to the next topics,

and proposing proper endings. Many conversations are conducted yearly with stu-

dents applying to U.S. colleges from over 100 countries. The interview conversations

are unscripted discussions on many perspectives of students’ academic and extracur-

ricular activities. We project that applying our dialogue model will benefit thousands

of students by practicing interviews cost-effectively and time-efficiently and save time

and effort for constantly scheduling interviewers to lead interviews. Our models are

evaluated by standard generation metrics and satisfaction levels of interactions by

professional interviewers and students. Our best model could conduct fluent conver-

sations for around 30 turns, generating thought-provoking questions and interacting

with deeper discussions on specific topics.

1.3 Topic Flow in Conversations

In conversations, diverse topics of interest could be involved. The overall conversa-

tion flow could be more clear if the topics involved in the conversation were ordered.

However, how to extract topics from utterances, what the topics that lead interview

conversations are, what the common and diverse topics are in the conversation, and

how to extract topic flow embedded in the conversations are critical research ques-

tions. Previous research rarely conducts in-depth investigations into conversations,

especially on the topic flow. To understand the characteristics of interview conver-
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sations, I cluster key questions into different topics, investigate the popularity of

different topics and present the topic flow embedded in conversations. Investigat-

ing the intrinsic topics in interview conversations gives insight into further building

contextualized conversational models.

1.4 Summary of Contributions

I develop conversational dialogue models to incorporate contextual information in the

embedding space to improve the performance of conversational agents. Specifically,

for retrieval-based dialogue systems, which could consist of multiple components to

generate candidate responses, the best model organizes and fuses the current utter-

ance, conversation history, and the source information of candidates. In addition,

the model has a parallel multi-channel architecture, which can be extended to inte-

grate other context information. The model outperforms the current state-of-the-art

models by noticeable margins. For generative dialogue systems, I develop a gener-

ative architecture on top of the state-of-the-art Blenderbot. The model overcomes

its limitations of the length of input and the lack of capability to integrate multiple

sources of contextual information in the embedding space. This architecture can also

be extended to integrate other sources of contextual information with arbitrary text

lengths. The model is evaluated by 15 professional interviewers and students and

achieves an average of 3.5 out of 5 on overall satisfaction. Furthermore, in-depth

organizing and analysis of clusters of topics in the conversations present a better

understanding of topic flow in interview conversations, which leads to a new model

proposal that could generate the next topic of interest and the next turn of utterance

at the same time, while boosting the performance of each other.
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1.5 Dissertation Structures

In the following chapters of my dissertation, I describe context-based models, their

associated datasets, relevant data processing procedures, and evaluation procedures

and metrics. Specifically, in Chapter 2, I give more detailed background and re-

lated literature to contextualize our contributions. Chapter 3 describes the ranking

strategy applied in the Alexa Prize and different variations of our conversational

ranking architecture to integrate different contextual information, in addition to ex-

periment setups, evaluation, limitations, and conclusion. Chapter 4 describes our

conversational generation architecture with variations to integrate different context

information. Furthermore, during data processing, due to the noisy nature of the

transcriptions, I develop text-based speaker diarization models to reassign speaker

IDs to sentences in the transcriptions to clean up the dataset. I also describe exper-

iment setups, evaluation metrics, limitations, and conclusions. Chapter 5 analyzes

the interview dataset and presents insights into topical clusters and diversity which

are reflections of the conversation flow. Chapter 6 gives a discussion on the inves-

tigation of the role and integration of contextual information, especially topic flow

representations, in dialogue systems.
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Chapter 2

Background

In this chapter, I introduce my work in Alexa Prize and conclusions on the importance

of context in dialogue system design. In addition, I conduct a brief literature review to

place my research in context. In the literature review, first, I give a brief introduction

of dialogue system. Second, I give a review on the learning to rank which natural leads

to the response ranking task in dialogue systems. Then, I describe previous research

on context integration for response ranking models. After that, generation-based

system and state of the art generation models are reviewed.

2.1 Alexa Prize

During Alexa Prize, a tremendous amount of effort for introducing context informa-

tion into the flow of conversations. The dialogue systems we designed are retrieval

based systems. I describe mainly my work that involve the integration of context.
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Figure 2.1: Dialogue Manager Framework

2.1.1 Dialogue Manager Framework Implementation and De-

sign

The dialogue manger in the Alexa Prize processes utterances to generate responses

using four main execution steps, which are Pre-processing, Task execution, Post-

processing and background information pre-fetching as outined in Figure 2.1. The

work flow of the dialogue manager is process that allows the the dialogue system to

encode, understand and exchange the conversation context to output a response to

a user. Specifically, the pre-processing module has a dialogue logger that stores all

dialogue state related information in variables, required for tracking the progress of

conversations. There are three types of variables, state variables, cache variables, and

context variables. State variables are predefined variables to indicate different states

of a conversation. Based on different information retrieval components and their ca-

pabilities of extending discussions, different states are correspondingly planned. State

variables are checked and updated per turn of conversation. Cache variables store

detailed and categorized information of a topic and can be retrieved later for deeper
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topic discussion. Context variables store all the utterances and responses in sequence.

Context variables can also be retrieved, mainly for the use of context understanding,

such as co-reference resolution function to resolve ambiguous pronouns. The dialogue

logger is accessible to all domain-based components and help the components to make

in-component decisions to generate context-related candidate responses.

Scenario Decision
Instruction Request Special State Component
Pause and Hesitation Special State Component
SelfHarm Special State Component
Stop Special State Component
Opening and Greeting Conversation Opening Component
Repetition Special State Component
Information Request Domain Components

Table 2.1: Conversation States and Component Assignment for Retrieving Responses.

In addition, the features extracted by NLP processes are maintained in the con-

versation context. Based on context information, the dialogue manager then selects

components to take in context and retrieve responses. The are 6 scenarios, as shown

in Table 2.1, for the dialogue manager to make different decisions. For example, if

the user intent is Repetition, only the Special State Component will be selected to

repeat the last response. If the user intent is Information Request, all domain compo-

nents would have an equal chance to retrieve responses. Domain components retrieve

responses in parallel threads sharing context information.

2.1.2 Contextualized Proactivity

There are mechanisms in the Alexa Prize I involved designing and implementing to

increase the proactivity and engagement to improve the satisfaction of users. First,

a user behavior cache is maintained and later stored in the conversation. Statistics

is collected on topics of interest, topics of rejection, returning information, etc. Sec-

ond, another dictionary is maintained to collect statistics on topics on different time
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periods of the day. By implement these mechanics, the system can make proactive

recommendation during transitions to other topics and increases the success rate to

continue the conversation.

Rating # of turns
Before Proactivity 2.96 9.66
after proactivity 3.22 10.9

Table 2.2: Results comparison before and after implementation of contextualize proac-
tivity.

As shown in Table 2.2, after the implementation of the proactivity as context, the

overall satisfaction of users and the number of turns in the conversation have both

increased.

The dialogue system we built in the Alexa Prize clearly demonstrates the impor-

tance of context in the design of dialogue systems, which leads to my research focus

as reported in this dissertation.

2.2 Dialogue Systems

Dialogue systems refer to computer programs that interact with humans using nat-

ural languages. A dialogue system commonly consists of multiple components, such

as input interface, natural language understanding, dialogue manager, response gen-

eration, etc.

Dialogue systems date back to 1960s, when rule-based dialogue systems such as

ELIZA [62] and PARRY [13] started to be active in the research area. Later on, mis-

cellaneous task-oriented dialogue systems started to be implemented both in research

and industry to assist on different tasks. Extensive research has been conducted on

task-oriented dialogue systems [48, 8, 33, 30, 9]. The above systems require extensive

effort for customization for different tasks and can not be adapted for open-ended

conversations.
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With the availability of large datasets of conversations, deep learning based models

start to prevail with their flexible adaptations to different domains by finetuning on

designated datasets [60, 10, 33]. Especially in recent advancement, transformer-based

models have been performing well with respect to understanding ambient context

[59, 46, 31, 73].

2.3 Response Ranking

I now briefly review related work in response ranking in dialogue systems. First,

I review general learning to rank approaches, which I adapt to the conversational

setting. Second, I summarize the most recent response ranking models as a transition

to our model. And then, I review topic modeling and classification in dialogues as

it is important and relevant to response ranking in dialogue systems. Last, I review

ranking tasks integrating external knowledge.

2.3.1 Learning to rank

Learning to rank approaches have applications in various fields, such as information

retrieval and natural language processing. BM25 [49] and its variants have been

widely received as reliable baseline methods. Later, supervised machine learning

was adapted to ranking tasks, such as the SVM ranking model proposed by [53].

As neural networks started arising, Ranknet[11] and LambdaMart[64] were a series

of improvements based on gradient descent methods. However, these algorithms

highly rely on the richness of extracted features, while feature selection methods

often compromise semantic meanings.
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2.3.2 Neural response ranking models

The upsurge of Word2Vec [39] and the development of neural network models facili-

tated learning-to-rank performance, and they are quickly adapted to dialogue response

ranking tasks. Variations of Convolutional Neural Networks (CNN) [68], Recurrent

Neural Networks (RNN) [37], and the combination of the two [12] have been explored

to push the frontline forward. Most recently, the sequential matching network (SMN)

[63], deep matching network with external knowledge [69], deep attention model [47]

and the intent-aware model [70] have achieved state of the art respectively.

2.3.3 Topic modeling and classification in dialogues

Topic modeling and classification are critically important to understand users’ topics

of interest in a conversation, and it is critical to a dialogue system to acquire can-

didates from knowledge sources based on topic modeling and classification. Jokinen

et al. [26] defined topic trees to use topical information for conversational robustness.

Latent Dirichlet Allocation (LDA) was applied by [71] to detect topics in conversa-

tional systems. However, when applied to dialogues, unsupervised models can only

infer topics from lexical statistics, which are not always consistent with conversation

context. Supervised methods such as the supervised LDA by [38] and a Deep Av-

erage Network-based model [21] further improved topic understanding in either text

or dialogues. Most recently, [3] proposed an entity-aware topic classification model

to facilitate the understanding of topics with entities. After all, the above models

missed the link between topics and conversation context.

2.3.4 Ranking with integration of external knowledge

Integration of external knowledge has a long history in document ranking and re-

trieval tasks [7, 14, 16]. Various sources of knowledge are utilized to improve the
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performance of ranking. Hovy et al. [23] uses well-constructed WordNet and QA

typology to improve performance on a Question-Answerign system. Wikipedia was

used as external knowledge to improve the document clustering tasks by [24]. Other

research also incorporates entities for document ranking [66].

In this paper, I utilize both knowledge source information associated to candidate

responses, and conversation history to perform the response ranking task in a multi-

turn conversation.

2.4 Dialogue Generation

Dialogue systems can be categorized into closed- and open-domain systems [25].

Closed-domain systems require efficient access to domain knowledge [34] and serve

specific professions such as education [15], healthcare [19, 4], or customer service

[6, 43]. Open-domain systems converse across multiple domains with natural transi-

tions [1] and conduct interactions in a broader horizon [2, 61, 20]. In this section, I give

a brief update on the dialogue generation models as well as the current applications

in real-world situations.

2.4.1 Dialogue Generation Models

Dialogue generation models start to populate when sequence to sequence models are

used to generate text [58]. Currently, the frontier of the dialogue generation models

is based on the transformer architecture [59] and pretrained language models [36, 17].

Blenderbot was developed [50] to conduct chit-chat conversations with training data

from a mixture of Blended Skilled Talk and Switchboard. The model achieved great

performance with respect to the smoothness of the conversation flow. Summary-based

[27] dialogue systems [67] stores the long-term context by summarizing conversational

history. However, there is are thresholds of the length of utterances they can take
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as well as the flexibility of fusing multiple forms of context into dialogue models.

In the dissertation, I develop an architecture that incorporate arbitrary forms and

lengths of context into dialogue generation and achieved high performance evaluated

by professional users.

2.4.2 Current Applications of Generative Dialogue Systems

For Admission Interviews

For admission interviews, the conversation is often a mixture of closed (job-related

questions) and open domains (general aspects of the applicant) dialogues, which

makes it more challenging to build an end-to-end system. Several dialogue systems

have been developed to communicate with humans for information exchange or elic-

itation [20, 32, 29] across multiple domains [52, 28, 44]. Conversational agents for

interviews have been experimented with for law enforcement [40], healthcare [42],

job application [65], and psychology [55], among which most are proof of concept.

A few interviewbots have been developed on commercial platforms such as Google

Dialogflow and IBM Watson Assistant, with the limitation of pre-scripted interviews;

thus, they cannot proactively follow up to the user contents. However, the current

applications either rely heavily on the templates, which makes conversations robotic,

or can not conduct deep discussions on topics in open-domain conversations.
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Chapter 3

Contextual Response Ranking

In this Chapter, I first review on the response ranking strategy in the Irisbot men-

tioned in chapter 1, and then I describe our contextualized and deep learning-based

response ranking models.

3.1 Response Ranking Strategy In Irisbot

Figure 3.1: IrisBot Contextual Response Ranker with a hybrid weighted and heuristic
ranking strategy.

IrisBot makes decisions on the final response returning to an Amazon Alexa user

by the Response Ranker. Instead of only relying on the topic and intent classifier,
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the response ranker takes into account a variety of response and context features

and handles additional domain-specific cases and states, as illustrated in Figure 3.1.

Specifically, for special cases, especially continuing on the same topic as before, recov-

ering from an error condition, or responding to profanity, the ranker uses a pre-defined

strategy. For all other cases, a weighted combination of topic and intent classification

scores is combined with the response scores, and other contextual information is en-

coded as features for the ranker. The weighted scoring linear combination model was

tuned based on domain knowledge and development data but can be easily extended

to use additional features and more sophisticated learning-to-rank models, trained

over the data from the conversations in the Semi-finals.

The most important special cases handled by the ranking model include:

• Component Follow-up: in order to maintain conversation flow, the response

ranker prioritizes responses from the most recently active domain component,

which may have asked the person a question on a previous conversation turn,

and is now expecting to provide a follow-up response. For example, if a person is

speaking to the bot about Movies, and asked the customer about their favorite

genre, the response from Movies about the customer’s genre utterance will be

prioritized. However, if the customer response is on another topic, the normal

weighted ranking flow will be used.

• Special state handling: in case of ASR confusion or other error such as com-

ponent response timeout, the ranking model attempts to select the next most

appropriate response, followed by a topic suggestion.

• Dealing with rejection: topic suggestion: a common case is that a person rejects

a topic of conversation proposed by the system. In that case, the ranking

strategy will recommend another topic. This recommendation can be random,

deterministic (following a pre-defined conversation “script”, or personalized:
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prioritizing topics predicted to be interesting to the customer.

From the Response Ranker in Irisbot in the Alexa Prize, I realized that it is

important to take into account all available sources of context, which is proven to be

very helpful especially in a real-world application. The inspirations and testimonials

from Alexa Prize lead to my research in contextual models for dialogue systems.

3.2 Contextualized Response Ranking Models

In this section, we, in sequence, define the problem setting (Section 3.2.1), give an

overview of the proposed approach (Section 3.3.1), explain the framework architecture

in detail, and present two specific settings for ablation studies (Section 3.3.2).

3.2.1 Task Formulation

I now formulate the response ranking more formally. Given a dialogue D, at turn t,

there is a conversation history {u0, u1,...,ut}, and a given set of response candidates

{c0, c1, ..., cj, ..., ck} with their associated domain information {p0, p1, ..., pj, ..., pk},

from which they are curated. The instantiated task is to leverage conversation history

and candidates’ domain information to make ranking decisions to user utterances.

3.3 Approach and Implementation

3.3.1 Approach Overview

I approach the conversational response ranking problem with a bi-channel end-to-end

pipeline, to fuse contextual information both from conversation history and candidate

responses. First, conversation history interacts with candidate responses and their

domain information turn by turn, respectively, to build up interaction representations
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FCCGRU
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 The Dialog History
u0, u1, . . . , ui, . . . , ut
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(ui, pk)

M1 Embed, M2 BiGRU

 Context Features
fc0, fc1, . . . , fct

 Context Features
fp0, fp1, . . . , fpt

GRU2

GRU1

: Let’s try running the 
apps troubleshooter to 
help resolve apps issues 
from the Windows Store.

c0

: I get an error 
message telling me I’m 
not on the internet when I 
am.

u0

: Corrupted system 
files are one of the many 
possible reasons.

u1

: I have already done 
this but still not working.
u2

: Internet Issuesp0

 CNN
Layer1

 CNN
Layer2

 Self − attention
Layer1

 Self − attention
Layer2

Ranking

DMNattention

Figure 3.2: The architectures of the response ranking with domain information
and GRU layers (FCCGRU), and with domain information and attention layers
(FCCattention). Symbols denote as follows. c0: the 0th candidate the current ut-
terance; ui: the ith utterance in the dialogue, i ∈ [0, 1, 2]; p0: the domain information
associated to candidate c0.

in each channel. And then, self-attention is applied to each channel to model con-

versation dependencies. Finally, the output from both channels are concatenated for

ranking.

3.3.2 Model Architecture

This section first introduces representation modules of the framework, including in-

teraction matrix representation, textual feature representation, and latent ranking

representation. I then describe the specific implementation integrating domain infor-

mation from candidate provenance besides conversation history, taking advantage of

both contextual information sources. Following that, I describe self-attention layers

in the conversation history. Furthermore, I designate two other framework settings for

ablation studies. Finally, I elaborate on the generalization of our model as a flexible

framework.

The initial interactions between the two channels adopt the basic structure of

the DMN model by [69] for the following reasons. First, the interaction matrix

in DMN has its advantage over other text-matching representations [45]. Second,

this representation consists of both embedding and hidden state features, which have
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performed well in the previous state-of-the-art ranking models [70]. Third, the use of

CNN to capture high-level n-gram textual features has been proven to be effective.

Last, the GRU module can model sequential relationships. Our proposed framework

with ablation studies has improved over the DMN models and is a fair comparison

to their performance.

Interaction matrix representation. At conversation turn j, uj, ck, or pk is

represented by a sequence of word embeddings Ej
u, Ek

c or Ek
p , and fed into a shared

BiGRU to get hidden states, Hj
u, Hk

c , and Hk
p respectively. The embedding interaction

matrix between an utterance and a candidate response is calculated by M ce
ue

= Ej
u ·

(Ek
c )T . The hidden state interaction matrix is calculated by M ch

uh
= Hj

u · (Hk
c )T . The

same procedure is actualized to have Mpe
ue

and Mph
uh

between an utterance and domain

information of a candidate response.

Textual feature representation. The interaction matrix representation is fed

into a CNN layer, obtaining cu,∗j (* denotes either candidate response c or topic infor-

mation p), the n-gram textual feature representation for each turn in the conversation.

Latent conversation history representation. I use a GRU or a self-attention

layer for modeling conversation history. However, the self-attention layer is more po-

tent in various tasks [59]. This module DMNattention is applied to the comprehensive

conversation history features C∗
u = [cu,∗0 , cu,∗1 , ..., cu,∗t ]. The hidden states R∗

u = [ru,∗0 ,

ru,∗1 , ..., ru,∗t ] from the module are concatenated for ranking.

Model architectures. Here, I fit the representation modules in the DMNattention

model setting, the proposed framework with domain information and GRU layers

FCCGRU , and that with domain information and attention layers (FCCattention). All

the models are shown in Fig 3.2 with different legends.

• The DMNattention model is developed to explore how the self-attention layer

affects the ranking performance. This model takes candidate responses and

dialogue history as input to obtain interaction matrices M ce
ue

and M ch
uh

. The CNN
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layer takes in interaction matrices and outputs a textual feature representation

Cc
u. A self-attention layer is applied to Cc

u to acquire a latent conversation

history representation.

• The FCCGRU model is developed to explore how domain information affects

ranking performance. It takes candidate responses, their corresponding domain

information, and dialogue history to create interaction matrices M ce
ue

, M ch
uh

, Mpe
ue

,

and Mph
uh

. The CNN layers take in interaction matrices and output textual fea-

ture representations Cc
u and Cp

u. The GRU layers take textual feature represen-

tations and output latent conversation history representation Rc
u and Rp

u.

• The FCCattention, model follows the same flow as the FCCGRU model, but

instead of GRU layers, two self-attention layers are applied to obtain latent

conversation history representations.

• The ranking layer takes in Rc
u for the DMNattention model, and concat(Rc

u, R
p
u)

for the FCCGRU and the FCCattention models, and outputs a ranking score for

each candidate response.

Framework Generalization. The domain information and previous utterances

can be replaced, and the parallel structure of the framework can further be expanded

to channel in, other contextual features, such as outsourced external knowledge, as

an integral part of the end-to-end neural ranking pipeline, to enhance the contextual

enrichment.

Framework Summary. In summary, I present our new framework for conver-

sational response ranking, FCC, which introduces the following new ideas compared

to prior work: 1. an introduction of candidate provenance as a new channel to add

to conversation history, generating a compact yet comprehensive representation of a

dialogue; 2. an implementation of self-attention layers to improve the modeling of
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multi-turn dependency; 3. our channelized framework easily being expanded to inte-

grate other contextual features in parallel to further enhance contextual enrichment.

3.4 Experiments

In this section, I describe experiments in three parts. First, I describe the bench-

mark MSDialog dataset in Section 3.4.1. Next, I describe experimental procedures

in Section 3.4.2, which include three experiments: 1. A study on the performance

of FCCattention; 2. An ablation study comparing a self-attention layer and a GRU

layer to model multi-turn dependency; 3. An ablation study on the effect of domain

information of candidates on ranking performance. Last, I summarize experimental

results comparing with the state-of-the-art baselines in Section 3.4.3.

Table 3.1: Comparison of different models over MSDialog. Numbers in bold font
mean the result is better compared with the best baseline IART models. ∗ means
statistically significant difference over the best baseline IARTBilinear with p < 0.05
measured by the Student’s t-test. † means statistically significant difference over
FCCGRU model with p < 0.05 measured by the Student’s t-test. § means statistically
significant difference over DMN -PRF with p < 0.05 measured by the Student’s t-
test.

Data MSDialog
Metrics R10@1 R10@2 R10@5 MAP
DMN-KD [69] 0.4908 0.7089 0.9304 0.6728
DMN-PRF [69] 0.5021 0.7122 0.9356 0.6792
DAM [74] 0.7012 0.8527 0.9715 0.8150
IARTDot [70] 0.7234 0.8650 0.9772 0.8300
IARTOuterproduct [70] 0.7212 0.8664 0.9749 0.8289
IARTBilinear [70] 0.7317 0.8752 0.9792 0.8364
DMNattention 0.5544§ 0.7579§ 0.9507§ 0.7180§

FCCGRU (our framework) 0.770* 0.8780 0.9717 0.8548*
FCCattention (our framework) 0.7879*† 0.8992*† 0.9810† 0.8697*†

3.4.1 Dataset

The MSDialog conversational dataset is collected from the Microsoft products online

forum, which discusses issues in a miscellaneous assortment of domains. It includes
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more than 35,000 conversations and more than 337,000 utterances. I use the subset

MSDialog-ResponseRank dataset processed by [47]. In the MSDialogue dataset, can-

didate responses are extracted from conversations discussing various issues. These

issues are summarised in the ”title” fields in the dataset, which is a fair comparison

to domain information of specific components in retrieval-based dialogue systems.

Therefore, I take ”title” fields as our domain information for candidates and this

information is reasonably straightforward and easy to get in a dialogue system.

I use Matchzoo1 as the data preprocessing tool. Each ranking list, which has one true

response and nine candidate responses, is converted to a pair-wise ranking setting.

Each true response will be ranked against each candidate response.
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Figure 3.3: The Non-optimal Rate over Conversation History Length

3.4.2 Experimental Setup

There are over 173k samples in the training set, and 37k and 35k in the validation

and testing sets. I implement the models using Pytorch 2. For CNN layers, I use two

convolution and max-pooling sub-layers with the number of filters (16, 16), convolu-

1https://github.com/NTMC-Community/MatchZoo
2https://pytorch.org/
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tional kernels (3, 3), max-pooling kernels (2, 2) and strides (1, 1). The self-attention

layer has two heads and two encoder blocks. I train the models on the ranking corpus

to gain pre-trained embeddings with dimension 200 with the Word2Vec tool [39]. The

maximum number of turns in a dialogue is 10. The maximum sequence length for

utterance and candidate response is 90 and 30 for the domain information sequence.

The batch size is 50. The modes are tuned by the validation dataset.

3.4.3 Model evaluation

In this section, I first report the performance of FCCattention, comparing with the

state-of-the-art baselines in response ranking and response selection fields. And then,

I show the results of ablation studies on the impact of domain information and self-

attention layers. Experiment results are reported in Table 3.1.

Main results. I evaluate FCCattention, on R10@1, R10@2, R10@5, and MAP .

The results show that FCCattention, has an improvement on all four metrics over the

state of the art IART models, especially on R10@1, R10@2, and MAP, which all have

significance p-value < 0.05. The performance on recall@1 has the most significant

7.7% improvement, which is most important since a dialogue system usually picks

the best candidate to return to a user.

The ablation study on domain information. To study the impact of do-

main information compared with the DMN models, I evaluate FCCGRU on the same

metrics. The results show that with an extra channel to integrate domain informa-

tion from candidates to the DMN architecture, the ranking performance improves

significantly, with margins between 2.2% to 38.9% corresponding to different metrics.

The ranking performance not only surpasses the DMN models but has significant

improvements on recall@1 and MAP over IART models, with margins of 5.0% and

2.2%. This comparison confirms the positive effect of domain information from the

candidates. The domain information provides
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The ablation study on self-attention layers. I conduct an ablation study

on the effect of self-attention layers over conversation history. The DMNattention

model has improved over the DMN-PRF model with margins ranging from 1.6% to

10.4%. The FCCattention model surpasses the performance of the FCCGRU model

with improvement ranging from 1.0% to 2.4%. From the results, it is clear that the

self-attention layer impacts positively the ranking performance.

Furthermore, I analyze the non-optimal rate (percentage of cases in which the true

response is not ranked first), to explore the effectiveness of the self-attention layer

conditioning on conversation history length. It is demonstrated that the non-optimal

rate drops from about 30% to 20% as the length of conversation history increases

until a sudden surge in conversations with 10 and 11 (maximum length) turns. It is

reasonable to conjecture that when the conversation only has a few turns, such as 2

or 3, the model is not fed with enough contextual information to make an optimal

decision. While in the opposite case, the model isn’t sophisticated enough to isolate

effective information from over-long conversations. The self-attention layers are most

effective in conversations with 4 to 9 turns.

3.5 Discussion and Conclusion

The flexible framework (FCC) is capable of incorporating miscellaneous contextual

resources for response ranking in multi-turn dialogue systems. To validate the frame-

work, I implement embedding domain information of candidates with self-attention

layers to improve the relevance modeling between utterances and candidate responses.

Specifically, the domain information adds a second source to interact with utter-

ances, a mechanism to either confirm or alleviate the semantic matching just between

conversation history and candidates. One of the examples as a demonstration here:

–Utterance: ...message telling me I am not on the internet while I am ...
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–Candidate 1: You will be ...running a troubleshooter... to fix some common

issues with Window Update. (Domain Info: Adobe Flash Player in Edge and IE is

not updating from vulnerability.)

–Candidate 2: Let’s try running ... troubleshooter to help resolve app issues from

the Windows Store. (Domain Info: Internet Issues.)

The trained DMNattention model ranked Candidate 1 first, without knowing the

domain information. However, FCC models successfully ranked Candidate 2 first

since the domain knowledge directly points to the intention of the user. This example

clearly supports our claim that domain knowledge from the source of candidates

enhances the effectiveness of a response ranking model.

The overall result supports our claim as well, by outperforming existing state-

of-the-art models, with ablation studies to show that both domain information of

candidates and self-attention layers lead to critical increments in the performance

respectively and conjunctively.
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Chapter 4

Response Generation in Dialogue

Systems – InterviewBot

4.1 Interview Dataset

Audio recordings of 7,361 interviews are automatically transcribed with speaker iden-

tification by the online tool RevAI1, where 440 are manually corrected on speaker ID

assignment for finetuning and evaluation of our models (Table 4.1). Each recording

contains an average of a ≈ 15-min long dialogue between an interviewer and an in-

terviewee. The interviews were conducted by 67 professionals in 2018 - 2022. The

largest age group of interviewees is 18-years-old with 59.3%, followed by 17-years-old

with 29.4%. The male-to-female ratio is 1.2:1. The major country of origin is China

with 81.4% followed by Belgium with 10.5%, alongside 37 other countries.

All recordings are transcribed into text and speakers are identified automatically.

For speech recognition, three tools from Amazon2, Google3, and RevAI are assessed

on 5 recordings for speaker diarization, achieving the F1-scores of 66.3%, 50.1%, and

1https://www.rev.ai
2https://aws.amazon.com/transcribe
3https://cloud.google.com/speech-to-text

https://www.rev.ai
https://aws.amazon.com/transcribe
https://cloud.google.com/speech-to-text
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72.7%, respectively.4

D U S1 S2

TRN 140 43.8 39.3 64.0
DEV 150 45.0 36.2 60.3
TST 150 44.3 37.8 61.3

RAW 6,921 40.4 41.5 67.6

Table 4.1: Distributions of our data. D: num of dialogues, U: avg-num of utterances
per dialogue, S1/S2: avg-num of tokens per utterance by interviewer/interviewee.
TRN/DEV/TST: training/development/evaluation (annotated) sets. RAW: unannotated
set (auto-transcribed).

4.2 Speaker Diarization

Speaker diarization is a task of segmenting an audio stream into utterances according

to the speaker identity, and considered critical in automatic transcription [5]. Con-

versation data with diarization errors can lead to major failure of building robust

dialogue models. Particularly, the alternation of conversation parties may be dis-

turbed by speaker ID errors in the training. Our most accurate transcriber, RevAI,

still gives 27.3% errors for speaker diarization (Section 4.1). The main reason is that

audios from the interviewer (S1) and the interviewee (S2) are recorded in one channel,

so that they are saved in a single waveform, while no clear pauses exist between S1 &

S2’s speeches or their speeches often overlap. The following example illustrates when

the speech of S2 (
::::::::::
underlined) is not recognized as a separate utterance:

S1: Hi , it ’s nice to meet you .
:::::
Nice

:::
to

::::::
meet

:::::
you. Um , can you tell me what is a

topic that um , you cannot stop talking about?

4The same metric as in Table 4.4 is used for this evaluation.
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Thus, speaker diarization models are developed to re-align utterances from conversa-

tion parties to provide clean data to our dialogue model (Sec. 4.3). Figure 4.1 depicts

the distributions of different types of diarization errors found in 100 dialogues. Most

errors are caused by filler words and arbitrary concatenation (joining multiple utter-

ances as one with no apparent patterns, not caused by filler words).

7%

17%

33%

43%
Arbitrary Concatenation
Filler Words
Speech Recognition
Word Repetitions

Figure 4.1: Distributions of the diarization error types.

4.2.1 Manual Annotation

440 dialogues are sampled, in which every token is annotated either 1 if it is one of

the last two tokens of an utterance before the speaker is switched, and 0 otherwise.

For the above example, the 8 − 9th tokens are the last two tokens of the utterance

before it switches to S2 and so are the 13 − 14th tokens before switching to S1; thus,

they are annotated 1:5

Hi , it ’s nice to meet you . Nice to meet you .

0 0 0 0 0 0 0 1 1 0 0 0 1 1

5I also annotated only the last token as 1, or annotated all words from S0 as 0 and from S1 as 1,
which yielded worse results in terms of the end performance.
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Doccano is used as the annotation tool [41], and ELIT is used for the tokenization

[22]. To measure the inter-annotator agreement, 10 dialogues are double-annotated

that show the high kappa score of 84.4%.

4.2.2 Pseudo Annotation

Because our annotated data are relatively small, a larger dataset is pseudo-created

for this task using 2,400 dialogues in the Switchboard [57] and 6,808 dialogues in the

BlendedSkillTalk [56] datasets (thus, a total of 9,208 dialogues). These two datasets

are chosen because their dialogues sound more speech-originated than others, having

an adequate amount of filler words. Among the 4 types of diarization errors (Fig-

ure 4.1), the ones caused by filler words (33%) can be simulated on dialogues that do

not contain such errors using statistical heuristics6.

# Dist okay yeah right um so uh well like oh

2 40.4 46.7 16.0 8.0 8.5 8.0 4.4 4.7 0.2 3.1
3 35.9 33.3 29.8 3.9 8.5 11.1 6.2 2.3 0.6 4.1
4 8.6 33.7 24.5 5.6 9.7 11.2 5.1 3.6 1.0 5.1
5 7.3 28.9 30.7 6.6 4.2 15.1 6.6 4.8 0.6 2.4

Table 4.2: Distributions of filler words w.r.t. diarization errors. Dist: percentage of
dialogues containing # number of utterances with errors caused by the filler words.
filler word : percentage of the filler word appearing in the corresponding dialogue
group.

The errors associated with filler words are pseudo-inserted to dialogues from the two

datasets by finding an utterance either beginning or ending with a filler word, and

concatenating it with an utterance prior or next to it. Global search is made to the

entire dialogues for finding such utterances to mimic the distributions in Table 4.2

such that about 40.4% of the dialogues in the pseudo-created data would contain

2 utterances with diarization errors, where 46.7% of them are caused by the filler

6Filler words are inferred by the outputs of the part-of-speech tagger and the dependency parser
in ELIT.
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word okay, and so on. It is possible that more than two utterances get joined; in our

case, up to 8 utterances are concatenated. Table 4.2.3 includes the statistics of our

pseudo-created dataset for transfer learning.

4.2.3 Joint Model

Figure 4.2 shows an overview of our speaker diarization model. Let Ui = {w◦
i , wi1, .., win}

be the ith utterance to be handled, where w◦
i is the special token representing Ui and

wij is the jth token in Ui.

Encoder

Transformer

⋯

⋯

Ui⋯w∘
i wi1 win⋯Ui−k Ui−1

ei1 eine∘
i

e∘
i−k e∘

i−1

ec

⊕

Softmax 2

⊕

Softmax 1ou o1

on

⋯

Figure 4.2: The overview of our diarization model.

Ui is fed into the encoder E that generates the embeddings {e◦i , ei1, .., ein}. The

previous utterances {Ui−k, .., Ui−1} are also fed into E that generates {e◦i−k, .., e
◦
i−1}

(in our case, k = 5 that is the context window). For utterance-level weighting, these

embeddings are fed into a transformer layer, which creates the context embedding ec.

Finally, ec ⊕ e◦i is fed into a softmax layer that outputs ou to make a binary decision

of whether or not Ui includes any error. Jointly, each ec ⊕ eij is fed into another
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softmax that outputs oj to decide whether or not wij is one of the last two tokens

of an utterance. The embeddings are initialized by the pre-trained language model

Roberta. The default AdamW optimizer and learning rate are used due to negligible

differences in model performance through experiments.

Switchboard BlendedSkillTalk (BST) Interview Data (Before) (After)
D U S1 S2 D U S1 S2 D U S1 S2 U S1 S2

TRN 1,115 42.2 31.6 31.3 4,819 6.2 25.0 25.2 140 42.2 37.4 73.1 43.8 39.3 64.0
DEV 21 16.6 49.4 43.7 1,009 6.1 25.8 25.3 150 44.1 34.9 67.3 45.0 36.2 60.3
TST 19 32.7 32.9 32.9 980 6.2 26.2 26.2 150 44.2 34.2 69.0 44.3 37.8 61.3

RAW N/A N/A 6,921 39.6 38.2 75.1 40.4 41.5 67.6

Table 4.3: Distributions of the pseudo-created datasets (Switchboard, BST) and our
interview data (before and after diarization). D: number of dialogues, U: avg-number
of utterances, S1/S2: avg-number of tokens per utterance by S1/S2. TRN/DEV/TST:
training/development/evaluation (annotated) sets. RAW: unannotated set. Note that
I follow the same splits suggested by the original papers of the Switchboard and BST
datasets for comparability.

4.2.4 Experiments

For the encoder, the RoBERTa large model is used [35]7. Table 4.2.3 shows the

distributions of the pseudo-created data (Section 4.2.2), as well as our interview data

(Section 4.1) before and after the diarization where errors in the train/dev/test sets

are manually annotated (Section 4.2.1) and errors in the raw set are automatically

corrected by the joint model (Section 4.2.3). After diarization, S2’s utterances with

diarization errors get split such that the average length of S2’s utterances decreases

while the average length of dialogues slightly increases. Meanwhile, some parts of

S2’s utterances, incorrectly separated from S1’s utterances by the transcriber, are

recovered back to S1; thus, the average length of S1’s utterances increases.

Table 4.4 shows results of three models: the baseline model taking Ui and producing

Ow = {o1, .., on}, the context model taking Uc = {Ui−k, .., Ui} and producing Ow, as

7Several transformer encoders including BERT [18] were evaluated and RoBERTa yielded the
best results.
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well as the joint model taking Uc and producing ou and Ow (Figure 4.2). The baseline

model does not create ec, so ei∗ are directly fed to Softmax 2. Also, the baseline and

context models do not use e◦i , so only Softmax 2 is used to produce the outputs. For

evaluation, the F1-scores of the label 1 on the last two tokens are used. All models are

developed three times and their average scores and standard deviations are reported.

Baseline Context Joint

Ours only 92.9±0.4 92.9±0.3 92.9±0.2
Transferred 93.2±0.3 93.4±0.3 93.6±0.3

Table 4.4: Diarization model performance. Ours: trained on TRN of the Interview
Data (After) in Table 4.2.3. Transferred: trained first on the TRN mixture of Switch-
board and BST, then finetuned on TRN of the Interview Data.

When trained on only our data, all models perform similarly. The joint model slightly

outperforms the others when transfer learning is applied. Although the improvement

is marginal, the joint model has a benefit of identifying utterances with diarization

errors, showing the F1 score of 93.6% for this task, while the transferred models gen-

erally show much higher performance on the other datasets than the non-transferred

models. Thus, the joint transferred model is used to auto-correct all dialogues in RAW.

4.3 Dialogue Generation

Figure 4.3 depicts an overview of our dialogue generation model. Since inputs to

the encoder E and the decoder D are limited by the total number of tokens that the

pre-trained language model accepts, sliding window (Sec. 4.3.1) and context attention

(Sec. 4.3.2) are proposed to handle long utterances and contexts in the previous

utterances, respectively. In addition, question storing is used to remember user-

oriented topics brought up during the interview (Sec. 4.3.3). The input to E and

output of D include the speaker ID S1 or S2 as the first token followed by an utterance

from the interviewer or interviewee, respectively. Hyperparameters are finetuned by
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cross validations.

(n + m) × d

(n + m) × d

⋯

n × dd × n

m × d

m × d

m × d

e × d

m × d

e × d
e × d
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E
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C

1 × d

1 × d

⋯
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V
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× n

VT

Figure 4.3: The overview of our dialogue generation model.

4.3.1 Sliding Window

Let n = m+e be the max-number of tokens that E and D accept (e < m < n). Every

utterance U whose length is greater than n is split into U1 and U2 as follows (wi is

the ith token in U):

U1 = {w1, . . . , wm, wm+1, . . . , wn}

U2 = {wm+1, . . . , wn, wn+1, . . . , wn+m}

In our case, n = 128, m = 100, and e = 28 such that n + m = 228 is sufficiently

long enough to handle most utterances based on our stats. E takes U1 and U2 then

produces E1 = {e11, . . . , e1n} and E2 = {e2m+1, . . . , e
2
n+m} where e∗i ∈ R1×d is the

embedding of wi. Finally, the embedding matrix E ∈ R(n+m)×d of U is created by

stacking all of the following embeddings:

{e11, . . . ,
1

2

2∑
i=1

(eim+1), . . . ,
1

2

2∑
i=1

(ein), . . . , e2n+m}

For utterances whose lengths are less than or equal to n, zero-padding is used to

transform E ’s output from Rn×d to R(n+m)×d.
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4.3.2 Context Attention

Let Ui be the íth utterance to be generated as output. Let C ∈ Rℓ×d be the context

matrix stacking the embedding matrices of the previous utterances {Ei−k, .., Ei−1},

where k is the number of previous utterances to be considered and ℓ = k(n+m). The

transpose of C is multiplied by the attention matrix A ∈ Rℓ×n such that CT · A →

ST ∈ Rd×n. Thus, S ∈ Rn×d represents the context summary of Ui−k, .., Ui−1, which

is fed into the decoder D.

4.3.3 Question Storing

Even with the context attention, the model still has no memory of contexts prior

to Ui−k, leading it to repeat the same topics that it has already initiated. To over-

come this issue, question storage is introduced to remember key questions derived

by the interviewer. Every interview in our data came with 8-16 questions by the

interviewer, who used those questions during the interview and thought they led to

assessing crucial aspects of the interviewee. Our final model considers these “key

leading questions” and dynamically stores them as the dialogue progresses.

Let Q = {q1, .., qh} be the leading question set. During training, D learns to

generate Q instead of S1 as the first token of the interviewer’s utterance that contains

any qi ∈ Q. In addition, it generates B/E if the interviewer begins/ends the current

dialogue with that utterance (Table 4.6). Any utterance starting with Q is encoded

by E that creates the utterance embedding vi ∈ R1×d. These embeddings get stacked

as the interview goes to create the question matrix V ∈ Rh×d. If |Q| < h, then

zero-padding is used to create V (in our case, h = 16). Finally, V is stacked with the

context matrix C (Sec. 4.3.2), and (V ⊕C)T ∈ Rd×(h+ℓ) is multiplied by the attention

matrix A ∈ R(h+ℓ)×n to create the transpose of the context summary matrix S ∈ Rn×d.
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4.4 Experiments

For our experiments, the encoder and the decoder in BlenderBot 1.0 [51] are used.8

Three models are developed as follows:

• BB: Blender Baseline that takes only up to 128 tokens in Ui−1 as context.

• SW: BB + Sliding Window (Section 4.3.1), taking all tokens in Ui−1 as context.

• CT: SW + Context Attention (Section 4.3.2) + Question Storing (Section 4.3.3),

taking all tokens in {Ui−k, .., Ui−1} as context.

All models are first trained on raw and finetuned on TRN in Table 4.1). To assess

real-life performance, 10 interviews are conducted per model, where each interview

consists of exactly 30 turns. Qualitative analysis is performed on the top-3 most

frequently occurring errors as follows:

• Repetitions: how often it repeats topics already covered in the previous utter-

ances.

• Early Ending (EE): implies ending the interview without covering sufficient

topics.

• Off Topic (OT): how often it makes utterances that are not relevant to the

current topic.

Table 4.5 shows the error analysis results. The repetition rates are significantly re-

duced as the model gets more advanced. Compared to the baseline, the CT model

conducts 3.5 times longer conversations before it attempts to end the interview while

generating twice as fewer off-topic utterances, which is very promising. Examples of

these error types are provided in Appendix A.3.

8There have been updated versions of BlenderBot introduced [67, 54]. However, I chose the first
version for our experiments because I found it to be as effective yet much more efficient than the
newer versions.
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Model Repetitions (R) Early Ending (EE) Off Topic (OT)

BB 30.0 13.3 20.0
SW 16.7 23.3 26.7
CT 6.7 46.7 10.0

Table 4.5: The error analysis of all generation models. R: avg-% of repeated topics,
EE: avg-% of the interview conducted before the model attempts to end (higher is
better), OT: avg-% of off-topic utterances.

Flag Utterance

B Hello, and thank you so much for coming today. uh, Let us start by having you just to state your full legal name
and also the school that you are currently attending?

S2 Sure, my name is David, and I go to Shanghai high school in China.

Q Great. um, yeah, let’s talk about leadership experiences. Can you give me some specific examples?

S2 Sure, when I was a junior, I was elected to be the Vice President in the Student Union and I organized many
activities to help students to enrich their life on campus.

S1 Okay, great. Thank you so much for sharing that. so, um, tell me a little bit about your leadership style. What
do you think you bring to the student union?

S2 Sure, I am very open-minded, and with some of my colleagues, we together established a lot of new programs on
top of our existing ones. Many of those programs became very popular.

S1 Ok, great. and so, um, what, uh, what would you say has been the most challenging aspect of being a leader?

· · ·

Q Great. uh, um, hmm, let’ talk about your courses. What courses did you take in high school and which courses
do you like most?

S2 Sure, I took Math, English, PE, Chemistry, Art, and so on. I like Math most.

Q Okay. so, um, tell me a little bit about your, your interest in mathematics.

· · ·

E Okay, great. well, thank you very much for sharing that with me. um, and thank you for taking the time out of your
day to interview with us.

Table 4.6: An interview dialogue conducted by our best model (CT in Section 4.4).
S1/S2: interviewer/interviewee (chatbot/human), B/E: beginning/ending utterance
(chatbot), Q: topical question (chatbot).
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4.4.1 Static Evaluation

Following previous work, static evaluation is performed on the CT model, where the

input is every batch of k-utterances and prior topics per interview, and its output is

compared to the corresponding human response in TST (Table 4.1). The average Bleu

score is 0.08 and cosine similarity is 0.19, which are low. However, such static evalua-

tion assesses each output independently and obstructs dialogue fluency by artificially

inserting human utterances to the model, and thus, does not reveal its capability in

conducting long contextualized interviews.

4.4.2 Real-time Evaluation

The CT model is deployed to an online text-based platform in a public cloud. For

real-time evaluation, 5 professional interviewers and 10 students are invited to have

conversations with our InterviewBot and give ratings from 1 to 5 to indicate their

overall satisfactions. The average dialogue duration is 256 seconds. Almost half

of the evaluators are satisfied (Scores 4 and 5) and another 40% indicate positive

attitude on the coverage of topics and discussions (Score 3), implying that it performs

reasonably well for this realistic setting (Table 4.7). The detailed score distribution

from professional interviewers and students is shown in the appendix A.4. Overall,

with the average score of 3.5, the InterviewBot has shown great potential in applying

to practical applications.

Rating Score 5 4 3 2 1
∑

Evaluator Count 3 4 6 1 1 15

Table 4.7: The rating distribution of the InterviewBot conversations for real-time
evaluation. 5: very satisfied, 4: satisfied, 3: neutral, 2: unsatisfied, 1: very unsatisfied.
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4.5 Limitations

While the evaluation of the interviewbot has shown its promising application, I would

like to summarize its limitations for future improvement. First, the current interview-

bot still has the early-ending issue in conversations, in which the ending utterances

would be generated after a non-sufficient number of turns. In this case, the con-

versation would not be able to cover discussions on critical aspects of applicants.

Second, although the interviewbot has certain capabilities to follow up on certain

topics brought up during a conversation, it is expected to perform deeper discussions

on more details. Third, the bot cannot handle name entities, such as people’s names,

in conversations, although, in most of the conversations, the interviewbot chose not

to mention name entities at all. Last, in some conversations, the interviewbot still

generates repeated or random ordering of words and punctuations.

4.6 Conclusion

Our InterviewBot is a model-based dialogue system equipped with contextual aware-

ness and topic sensitivity that conducts college admission interviews. Questions cov-

ering diverse topics and discussions in extended follow-ups are carried along the con-

versations, which have been assessed by professional interviewers and student vol-

unteers. The average satisfaction score of 3.5 projects prevailing deployment of the

InterviewBot for thousands of college applicants, especially for international students.

With promising future applications, however, the current version of the Inter-

viewBot has two major limitations. First, the early ending in Table 4.5 still happens,

where an ending utterance gets generated after an insufficient amount of turns, in

which case, the interview may not cover critical aspects of theapplicant. Second,

the bot makes good follow-ups to various topics; however, it needs to derive deeper

discussions with more details.
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Chapter 5

Topical Investigation in Interview

Conversations

In this chapter, I process and analyze the interview dataset, extracting utterances

that reflect the topics of interest within a few turns, clustering topics into groups

that give an insightful presentation of frequent and diverse topics in conversations,

and connecting topics to align with the conversation flow.

Interview ID 0AZ4vAaZP6EhgHoWNZa6ZJewp7GhX5QU2unCefUo

Annotation Question [If you could start high school over], how would you approach it differently?

Question Timestamp 00:00:19.

Original Utterance Great. Uh, while trending, uh, what will sorry, one, one. Why don’t you, I mean, um, great.
Uh, so, um, you’re a high school senior now, right? Which means that you’ve had a couple
years of high school under your belt already, but, uh, looking back at all your experiences,
if you could restart your high school, how would you approach your, your high school
differently?

Original Utt Timestamp 00:00:39

Table 5.1: A comparison between the annotated question and the original utterance.
There are differences in the timestamps and expressions.

5.1 Interview Topic Data Processing

In the interview dataset, 180,000 key questions in 7,360 conversations are annotated

with timestamps by InitialView. However, there are multiple issues upon observation.
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Key Value

start Speaker 0: Hello, and thank you so much for coming
today. Uh, why don’t we start by having you just to
state your full legal name and also the school that you’re
currently attending?
Speaker 1: Uh, my <inaudible> launcher me and you
can call me Queenie and my high school is she does on
number one high school.

If you could start
high school over, how
would you approach it
differently?

Speaker 0: Great. Uh, while trending, uh, what will
sorry, one, one. Why don’t you, I mean, um, great. Uh,
so, um, you’re a high school senior now, right? Which
means that you’ve had a couple years of high school un-
der your belt already, but, uh, looking back at all your
experiences, if you could restart your high school, how
would you approach your, your high school differently?
Speaker 1: Um, maybe I would choose to enter a in-
ternational high school.
...

What are some things
you’ve done that you
can be proud of in the
future

Speaker 0: Okay. Yeah. Um, so in, in your school now,
um, what, what are some things that you’ve done that
you think you can look back and be really proud of in,
in the future?
Speaker 1: Uh, it’s uh, my school, uh, it’s just that
practice so many practice and having a burden of study
that makes me more patient and more hardworking.
...

... ...

Table 5.2: Final match of annotated question to the original conversation.

(1) Many are edited with extra information or summarized to complete semantics.

(2) The timestamps are offset and even incorrect due to edits of questions and erros.

An example of the annotated questions compared to original utterances is shown in

Table 5.1. To match the annotation to the original utterances in the conversation,

a procedure involving time slot matching, data normalization, fuzzy matching, and

SentenceBurt-based embedding cosine similarity was established, followed by a re-

ordering procedure. The reordering procedure helps correct the errors in utterances

matching due to utterances similarities as well as speaker ID errors in utterance align-
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ment. An example of the final match in the conversations is shown in Table 5.2. In the

figure, the opening utterances are placed in a segment with the key ”start” followed

by all the annotated questions leading each segment of utterances in the conversation.

These leading questions are spoken by interviewers, bringing up inquiries of certain

perspectives of applicants. The utterances in the segments are mostly discussions of

the key points from leading questions accordingly. In addition, the leading questions

reflect the overall topics of interest and how the conversation was developed.

5.2 Interview Data Topic Clustering

Looking at the leading question of each segment, it is clear to observe that ques-

tions can be categorized into different topic clusters, as demonstrated in Table 5.3.

To initially cluster the questions into different topical categories, I tried multiple al-

gorithms such as k-means-based algorithms, Latent Dirichlet allocation (LDA), lan-

guage model-based similarities, keyword-based KeyBert, etc. Specifically, LDA and

pre-trained language models, respectively, cannot handle sophisticated expressions in

prolonged utterances. KeyBert does a decent job, but the extra effort must be spent

on the phrase level to map actual utterances and extracted phrases, which introduces

errors in the process. Eventually, I used BERtopic to perform the topic clustering

task initially. BERTopic1 is a topic modeling algorithm that leverages transformer-

based embedding representation and TF-IDF to group sentences into interpretable

clusters. By BERTopic, all questions are split into 2,026 clusters, an example of

which is shown in Table 5.4. The cluster titles in the table are manually summarized

based on utterances in corresponding segments respectively. Some clusters could fur-

ther be merged together automatically based on semantics. SentenceBert was used

to calculate centroid embedding cosine similarities among clusters and used 0.9 as

a threshold to make merges. After the automatic merge, the number of clusters is

1https://maartengr.github.io/BERTopic/index.html



43

Topic Cluster utterances

Topic 1 have you participated in other meaningful activities
did you participate in any other activities
have you participated in other competitions
are there any other activities you participate in
...

Topic 2 when did you graduate
did you graduate already
when did you graduate from high school
did you graduate high school in december
...

Topic 3 was there anything surprising you did this past summer
describe anything surprising you did this past summer
what was something surprising you did this past summer
did anything surprising happen to you this past summer
...

Topic 4 what subjects interest you
what other subjects are you hoping to explore
what other subjects do you want to explore
what subject do you want to pursue
...

Topic 5 what was a highlight of 2019
what was your 2020 highlight
was there a highlight
what was your highlight moment
...

Topic 6 are you interested in math and physics
why are you interested in physics and math
why do physics and math interest you
are you interested in math and physics
...

... ...

Table 5.3: BERTopic initial clustering result demonstration.
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Topics Utterances

Research Opportunity what opportunities have you had for research?
how did you find this research opportunity?
what other research opportunities have you had?
how did you get your research opportunity?
...

Critical Thinking can you teach someone critical thinking?
how has critical thinking helped you?
how would you define critical thinking?
how have you developed critical thinking?
...

Journalism do you have experience with journalism?
do you have journalism experience?
when did you first become interested in journalism?
are you interested in journalism?
...

... ...

Table 5.4: BERTopic initial clustering result demonstration.

reduced to 1,206. Manual merges were necessarily performed to finalize each cluster

semantically. Table 5.5 shows several examples of the final clusters. In the table, each

cluster represents a relatively general topic. The popularity of each topic is different

in conversations. Table 5.6 shows the top 10 most frequent and unique conversation

topics. The statistics in the table show that conversations always tend to cover high

school and college academics and activities, which makes sense in college interviews.

Other popular topics include extracurricular activities and some academic subjects.

5.3 Topic Flow in Interview Conversations

Identifying the topic flow in conversations through question annotation and cluster-

ing is a crucial step in analyzing interview data. Through this process, valuable

insights into the topics of interest in interviews are gained regarding how they relate.

The examples presented in Table 5.7 provide a clear visualization of how topics are
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Topics Utterances

College Aca-
demics/Activities

what subject comes easily to you?
which subject excites you most?
what problems or programs do you want to work on in
college?
what are your plans for college?
...

High School Aca-
demics

what classes are you taking in high school?
what classes did you enjoy taking at your school?
what are your higher level courses?
what is a favorite course of yours?
...

Highlights what was a highlight of 2019?
what was your 2020 highlight?
what was the trip highlight?
what was your highlight moment?
...

... ...

Table 5.5: BERTopic final clustering result demonstration.

Topic Cluster Unique Frequency Topic Cluster Unique Frequency

College Academics/Activities 782 High School Academics 575

Computer Science 466 Extracurricular 370

Competition 336 Research 287

Economics 239 Music/Art 227

Psychology 223 Projects 188

Table 5.6: Unique topic frequency in conversations.

connected, allowing us to see the conversation progression from one topic to another.

Moreover, by examining the statistics presented in Table 5.6, we can observe

that certain topics appear more frequently than others, indicating their importance

to constructing interview conversations. For instance, College Academics/Activities,

High School Academics, Computer Science, and Extracurricular activities are some

of the most popular topics discussed in interviews, suggesting that these topics are

the core of the interview conversations.



46

Interview ID Topic Flow

mnfRs5fNQqB
MYqknbA-
JWAyvRAva
rWAreGHabG-
MEf

National Holiday -> Practical Application -> Chem-
istry -> College Academics/Activities -> Chemistry ->
Sports -> Academic Project -> Weekend Plan -> Pro-
fessor Connection -> Responsibility -> Team Contribu-
tion -> Miscellaneous -> More to Share -> Chinese New
Year Plan -> Sports -> Sports -> End

tJsIIguOM9
k7eouzxTYAR2U
QWwh1v8n4uK
wNqYg1

Miscellaneous -> College Academics/Activities -> Mis-
cellaneous -> Writing -> Astrophysics -> Astrophysics
-> Extracurricular -> Computer Games -> Computer
Science -> Team Leading Challenge -> Extracurricular
-> News -> College Academics/Activities -> More to
Share

1lbNg2XYQBj
3gLTWKJYHp
TTWinZTlY9N
U7Oboo7k

High School Academics -> Psychology -> Experience
Influence -> Leisure Time -> Favorite Place -> Sports
-> Extracurricular -> More to Share -> More to Share
-> End

vKRX3ubfvp
3bszjZfPy6S
FHUKyUfT6N
mXMAs7ZXY

School Project -> Charity Work -> High School Aca-
demics -> Miscellaneous -> Research -> College Aca-
demics/Activities -> High School Academics -> Psy-
chology -> Biology -> College Academics/Activities -
> Extracurricular -> Extracurricular -> Music/Art ->
Music/Art -> More to Share -> Leadership -> Leader-
ship -> End

FfWGYvyZDb
L4UB9rJdSOsb
EFYFaZrqZ
S6S3nuMCt

College Academics/Activities -> College Aca-
demics/Activities -> Computer Science -> Engineering
-> School Project -> Practical Application -> Environ-
mental Science -> Computer Science -> Mathematics
-> Miscellaneous -> School Project -> More to Share
-> End

Table 5.7: Topic Flow in Conversations.
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Understanding the conversation topic flow can be immensely valuable in design-

ing generative models that accurately capture the themes and patterns that emerge

in interviews. With the incorporation of this information into model designs, it is

promising that responses that are more relevant and reflective of the topics of inter-

est can be generated.
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Chapter 6

Summary, Discussion, and Future

Work

In this chapter, I review the major research objectives that guided my research, the

findings, and their potential applications to improve the performance of dialogue

systems further.

6.1 Summary, Discussion and Future Work

My research focuses on the effective incorporation of contextual information for di-

alogue systems. The main research questions that drive my exploration for answers

are as follows:

• RQ1: What contextual information could be incorporated into dialogue models?

• RQ2: How can contextual information be effectively incorporated into dialogue

models?

• RQ3: What can be effective representations of a conversation flow?
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• RQ4: How to extract and utilize the conversation flow into conversational mod-

eling?

To answer these questions, a parametrized model was first built to integrate mul-

tiple sources of context and select a response from candidates. Although this model

was simple, it improved the satisfaction of the dialogue system in the Alexa Prize.

It gives insights into how critical contextual information is in building conversational

systems.

Previous state-of-the-art research in retrieval-based dialogue systems built models

that only utilize conversation history as contextual representation while overlooking

the fact that candidates have associated contextual information. Although this con-

text comes from candidates, it reflects the interaction topic. In my research, a parallel

architecture model was built to integrate that particular context. The experiment re-

sults showed that integrating this contextual representation significantly improved

performance. In addition, it brought up the insight that topic-related information is

beneficial to dialogue systems. Furthermore, the parallel model architecture is easily

expandable if other context sources must be leveraged into dialogue systems.

Contextual representation in generative models was then studied. State-of-the-art

Blenderbot had limitations and difficulty generating consistent, diverse, and enriching

interview conversations after finetuning only on conversational history. So first, a

general window sliding technique is applied to overcome the input length limitation

of Blenderbot and its capability of fusing arbitrary sources of context. Then the

key questions are utilized as topical representations to improve the consistency and

diversity of the conversation as described in Section 4.3.3. Experiment results showed

that the topic-related questions helped improve the overall quality of conversation

generation.

From the studies, it is demonstrated that the architectures that are developed

can be generalized in both retrieval-based and generative models, respectively. More-
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over, the most critical perspective is the insight that topic-related context plays an

important role in dialogue generation.

However, there are still limitations in the developed models. Although the con-

textual representations in the above models are related to topics of interest, they are

not abstracted and used individually, missing connections with each other.

Further studies were conducted to study the representation of conversation flow

by topic-related context. In Chapter 5, not only were topics clustered to show popu-

larity and diversity in conversations but also connected to represent conversation flow.

The multiple tables give invaluable insight that topics are critical elements leading

conversation flows.

Stacked
Questions

Conversation
History

Topical
Representation

Topical Generative
Module

Utterance
Generative Module

Next Topic

Next
Utterance

Figure 6.1: Proposition of generative model architecture.

With the Results in Chapter 5, both retrieval-based and generative dialogue sys-

tems would benefit from topic flow representations. Topic flow representations can

help in capturing the overall theme of the conversation, allowing retrieval-based sys-

tems to select more relevant responses. On the other hand, topic flow representations

can assist generative systems in maintaining coherence and continuity in the con-

versation, ensuring that the generated responses are contextually appropriate and

coherent. Extending the work in Section 2.4, I would like to prospect future work

to improve generative dialogue model performance by utilizing topical context. The
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current model stacks questions the interviewer (Interviewbot) discussed to avoid rep-

etitions as described in Section 4.3.3. However, it is still not equipped to express the

topic flow in conversations explicitly.

There are three directions worth exploring. First, the annotated questions, as

the explicit representation of topics, can be connected sequentially to represent the

conversation flow. The connection aligns the detailed information in questions with

the semantics in adjacent utterances, which could be essential to generate relevant

content in the next turn. One potential drawback is that the model may focus too

much on the question’s details and miss the conversation’s broader context. The

second proposition would be using clustered topics implicitly. By clustering similar

questions, the connections of these clusters in conversations sequentially can identify

the underlying structure of the conversation, which would be beneficial to the over-

all conversation flow. Additionally, this may be more robust to noise in the input

data, as it is not overly reliant on specific details. However, this approach may lose

some specific information embedded in the utterances. The third method would be

combining both approaches in a hybrid way that leverages the strengths of each.

Overall, I can envision that with more effective ways of incorporating enriched

contextual information, such as topic information, the conversational dialogue will be

generating consistent, natural, and semantically enriching conversations.

6.2 Special Discussion on ChatGPT

The abrupt emergence of ChatGPT is a significant milestone in the development of

artificial intelligence and natural language processing.

One of the most significant positive impacts of ChatGPT is its ability to enhance

the quality of dialogue systems. ChatGPT has significantly improved the naturalness

and coherence of the dialogue system, allowing for more natural and human-like
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conversations between machines and humans. With its advanced language processing

capabilities, ChatGPT can understand complex sentences, idioms, and slang, which

makes it easier for humans to communicate with machines.

While it presents new opportunities in the human-computer interactions, new

challenges are raised as how to restrain it and adapt it to specific fields with minimal

cost. As some research scenarios discussed in this dissertation, they are targeted at

specific goals or mixture of multiple goals, but not wide open topics. How can we

adapt ChatGPT into these dialogue systems? Can we use the topic flow as investi-

gated in the dissertation to restrict guide ChatGPT to serve the conversation needs

specifically.

In conclusion, the emergence of ChatGPT has brought about significant advance-

ments in the field of artificial intelligence and natural language processing. At the

same time, it prompts new challenges in these fields as well to further push the frontier

forward.



53

Appendix A

Appendix

A.1 Interviewee Demographics

We summarize the demographics of the interviewees in this section. Table A.1 shows

the distribution of the ages of applicants. Most interviewees are between 17 to 19,

which is an accurate reflection of the ages of high school students applying to colleges.

The distribution of countries of origin of applicants is shown in Figure A.2. There

are 38 countries in total. The majority of applicants come from China. Other major

countries are Belgium, Bangladesh, Canada, India and Belarus.

The gender distribution of applicants is shown in Figure A.3. The numbers of male

and female applicants are close, with exclusion of applicants not providing gender

information.

A.2 Examples of Diarization Errors

The following are examples to illustrate the sources of diarization errors (
:::::::::::
underlined).

In many case, interviewers and interviewees overlap on speeches or thinking out loud

with or without filler words, which concatenates the two utterances. A small portion
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of diarization errors are from speech recognition and word repetition errors.

– Arbitrary Concatenation

∗ What do you think the benefits might be of this kind of technology?
::
If

:::
we

::::::::
develop

:::
it,

::
I
::::::
think

:::::
this

::::::::::::
technology

::::
will

:::::::::::
eventually

:::::::::
replace,

:::::
um,

::::::::
human

::::::::
delivery.

– Filler Words

∗ Oh, no, I’m going to make majoring mathematics.
::::::
Okay.

:::::::
Okay. Now why,

why do you think receiving an education is important?

– Speech Recognition

∗ Um, okay. My name is
:::::::::::::
<inaudible>. I’m a senior year student come from

:::::::::::::
Hunger-Free. Which high school are you from?

– Word Repetition

∗ I heard it said, so it’s kind of like a DIY
:::::::::::
community

::::::::::::
community. Are there

community activities?
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Error Type Examples

ASR Um, okay. My name is
::::::::::::
<inaudible>. I’m a

senior year student come from
::::::::::::
Hunger-Free

language school.

WR I heard it said, so it’s kind of like a DIY

:::::::::::
community

:::::::::::
community.

FW Oh, no, I’m going to make majoring
mathematics.

:::::
Okay.

:::::::
Okay. Now why,

why do you think receiving an education
is important?

AC What do you think the benefits might be
of this kind of technology?

:
If

:::
we

::::::::
develop

:::
it,

:
I
::::::
think

::::
this

:::::::::::
technology

::::
will

:::::::::::
eventually

::::::::
replace,

::::
um,

:::::::
human

:::::::::
delivery.

Table A.1: Error type examples.

We conduct speaker diarization errors by annotating 100 conversations with an

average of 39 turns. The type of errors with their stats are shown in Table A.2.

The major errors are caused by filler words and arbitrary concatenation. Counts of

single errors are counted. Table A.1 listed examples underlined for each type of errors

respectively.

Count Type

212 Misc ASR: 147 WR: 65
289 FW
378 AC

# of Convs 100
Avg # of turns 39

Table A.2: Speaker diarization error analysis in the text transcription from interview
recordings. Notions are Misc: Miscellaneous; ASR: Auto Speech Recognition; WR:
Word Repetition; FW: Filler Words; AC: Adjacent Concatenation.

From the table, there are different occasions for ASR errors, such as words are not

transcribed, words transcribed incorrectly, etc. Word repetitions happen rarely when

non-filler words repeat in a sentence. Concatenations of two adjacent utterances take

the largest portion of all errors.
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A.3 Examples of Generation Limitations

The following are examples for each type of generation errors (
:::::::::::
underlined). Early

ending prevents the Interviewbot from covering critical aspects of applicants and

further discussion. The Interviewbot cannot name mentions properly, either skipping

over or generating wrong entities in the conversations. Random Generation generates

random words and punctuation, and concatenates them incorrectly. Not following up

on previous topics hinders the Interviewbot from becoming proactively engaged with

interviewees.

– Early Ending

∗ InterviewBot: Could you please state your name?

∗ Interviewee: Sure. My name is David.

∗ ... 4 more turns ...

∗ InterviewBot:
:::::::
Thank

::::
you

:::::
and

:::::
best

:::::::
wishes

:::
to

:::::
your

::::::::::::::
applications.

– Repetition

∗ InterviewBot: Now why, why do you think receiving an education is im-

portant?

∗ ... more turns ...

∗ InterviewBot: Why do you think people value education so much?

– Off Topic

∗ Interviewee: Sure, I really like Mathemathcs.

∗ InterviewBot:
::::::
What

:::
do

:::::
you

:::
do

:::
for

::::::
fun?
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A.4 InterviewBot Human Evaluation Distribution

The following table gives the distribution of evaluation scores from invited professional

interviewers and students evaluating the InterviewBot.

5 4 3 2 1

Professional Interviewer 1 2 1 1 0
Students 2 2 5 0 1

Table A.3: Human evaluation score distribution from professional interviewers and
students.
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