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Abstract 

Gas Phase Molecular Spectroscopy: Electronic Spectroscopy of Combustion 
Intermediates, Chlorine Azide kinetics, and Rovibrational Energy Transfer in 

Acetylene 

 
By Keith A Freel 

This dissertation is composed of three sections.  The first deals with the 

electronic spectroscopy of combustion intermediates that are related to the 

formation of polycyclic aromatic hydrocarbons.  Absorption spectra for phenyl, 

phenoxy, benzyl, and phenyl peroxy radicals were recorded using the technique 

of cavity ring-down spectroscopy.  When possible, molecular constants, 

vibrational frequencies, and excited state lifetimes for these radicals were derived 

from these data.  The results were supported by theoretical predictions. 

The second section presents a study of electron attachment to chlorine azide 

(ClN3) using a flowing-afterglow Langmuir-probe apparatus. Electron attachment 

rates were measured to be 3.5x10−8 and 4.5x10−8 cm3s−1 at 298 and 400 K 

respectively. The reactions of ClN3 with eighteen cations and seventeen anions 

were characterized. Rate constants were measured using a selected ion flow tube.  

The ionization energy (>9.6eV), proton affinity (713±41 kJ mol−1), and electron 

affinity (2.48±0.2 eV) for ClN3 were determined from these data. 

The third section demonstrates the use of double resonance spectroscopy to 

observe state-selected rovibrational energy transfer from the first overtone 

asymmetric stretch of acetylene.  The total population removal rate constants 

from various rotational levels of the (1,0,1,00,00) vibrational state were determined 

to be in the range of (9-17) x 10-10 cm3s-1.  Rotational energy transfer accounted 

for approximately 90% of the total removal rate from each state.  Therefore, the 

upper limit of vibrational energy transfer from the (1,0,1,00,00) state was 10%.    
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S e c t i o n  1  

CAVITY RING-DOWN SPECTROSOCPY OF POLYCYCLIC 
AROMATIC HYDROCARBON TRANSIENT SPECIES 

Chapter 1. Introduction to Spectroscopy of  Combustion 
Intermediates 

  Polycyclic aromatic hydrocarbons (PAHs) are formed by the incomplete 

combustion of hydrocarbons, usually in fuel-rich conditions.1  Further growth 

and aggregation of PAHs leads to soot.2  This incomplete combustion reduces 

the efficiency of combustion related energy production.  Also, the presence of 

PAHs in the air, especially in urban regions, has resulted in adverse health effects 

in humans including cancer3 and developmental issues such as lowered 

intelligence in children. 4  In order to limit the production of soot and PAHs in 

combustion, an accurate model of their formation is crucial as it is a valuable tool 

for engineers to design more efficient and less polluting combustion systems.   

  An accurate model of PAH formation requires kinetic and structural 

information for all of the molecules and reactions involved.  The accuracy of the 

models can be tested by comparing the model predictions to the concentration of 

observable species in combustions systems.  Figure 1.1 shows the measured5 and 

calculated1 profiles of selected PAH’s along the length of a premixed acetylene-

oxygen-argon flame.  Although the trends show promising results, there is still 
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room for improvement.  A more detailed description of the molecules and 

reactions involved in PAH formation is necessary to make these improvements.  

  
Figure 1.1. Measured5 (left) and calculated1 (right) concentration profiles of 
polycyclic aromatic hydrocarbons in an acetylene-oxygen-argon flame. Copied 
from Reference 1.  

  The kinetic and structural information for transient species, which define 

the PAH formation reaction mechanisms, are not completely understood.  A 

transient species is a short lived intermediate in a chemical reaction.6  They can be 

thought of as stepping stones between the parent substance and the final 

product.7  Transient species include carbenes, carbocations, carbanions, and 

neutral free radicals.  Free radicals are reactive species that contain one unpaired 

electron.  In combustion reactions and PAH formation, free radicals dominate 

the role as transient species.   Large, stable, conjugated radicals are often formed 
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during combustion due to the stabilization of the unpaired electron by 

delocalization within the conjugated system. 

 In hydrocarbon combustion, radicals are formed by high temperature 

(>1000 K) collisions or hydrogen-abstraction reactions.  These types of processes 

are known as initiation steps because they initiate a variety of radical-radical and 

radical-molecule reactions.  There are three general classifications of radical 

reactions.  The first is chain-propagation.  Chain-propagation reactions occur 

when a radical reacts with a nearby fuel or oxidant molecule to create a new 

radical.  In this case the number of radicals does not increase.  The second type of 

reaction is called chain-branching.  In this case, a radical reacts with a nearby 

stable species to produce two radicals.  This type of reaction quickly increases the 

number of radicals in the combustion system.  The third type of combustion 

reactions, termination reactions, limits the accumulation of radicals in a 

combustion system.  The termination reactions result in a decrease of reactive 

radicals often by radical-radical reactions.  The extent of combustion is related to 

the relative rates of the chain-propagation, chain-branching, and termination 

reactions.   

 The growth of PAHs in fuel rich conditions, including the formation of 

the first ring, is not completely understood.  However, several possible 

mechanisms have been proposed and are shown in Figure 1.2. 
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Figure 1.2. Select combustion species and reactions including first ring growth 
from small hydrocarbon radicals, formation of polycyclic aromatic hydrocarbons 
and soot. 
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 At high temperatures, hydrocarbon fuel dissociates into small fragments 

including acetylene and hydrocarbon radicals.  In incomplete combustion, where 

the hydrocarbons are not completely converted to CO2 and H2O, the smaller 

radicals may combine to form ring structures.  It has been suggested that two 

propargyl radicals (C3H3) combine to form a benzene ring (C6H6).
8  Another 

suggested mechanism involves the addition of acetylene (C2H2) to n-C4H3 or n-

C4H5 to form the phenyl radical (C6H5) or benzene.9,10  It may also be possible that 

propargyl and acetylene combine to form cyclopentadienyl radical (C5H5).
9   

 Regardless of the source, once the first ring is present, it will react further 

to form PAHs and eventually soot.  Warnatz et al. lists four general pathways:  1) 

the alternating H abstraction/C2H2-addition (HACA) route11, 2) the combination 

of phenyl with benzene, 3) cyclopentadienyl recombination, and 4) the ring 

closure reactions of aliphatic hydrocarbons.1  There have been numerous studies 

addressing the details of these pathways.  Since models for soot formation often 

consist of thousands of reactions and hundreds of species, only the reactions 

most relevant to our study, which include the phenyl (1), phenoxy (2), benzyl (3), 

and phenylperoxy (4)  radicals (see Figure 1.2) will be discussed here. 

 At high temperatures a C−H bond of benzene may dissociate, or the H 

atom may be abstracted, and the phenyl radical is produced.  The phenyl radical 

can then proceed by the HACA route forming PAHs or react with O2.
12  The 

barrierless addition of O2 to phenyl produces the phenylperoxy radical.13,14  
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Several products of the decomposition of phenylperoxy have been suggested yet 

the more recent computational work and experiments agree that phenoxy 

(C6H5O) is the most abundant product.13-16  Phenoxy then breaks down into 

cyclopentadienyl which reacts to make naphthalene and ultimately soot.16,17 

Another cyclic radical of importance is the benzyl radical which has been 

observed in combustion processes.  Benzyl, which can be produced from the fuel 

additive toluene by hydrogen abstraction, can recombine or react with smaller 

radicals to form PAHs including naphthalene.18 

 Kinetic studies have been completed to study many reactions involving 

free radicals in combustion systems.  Berden and Engeln as well as Friedrichs 

have compiled large lists of kinetic studies of radicals.19,20  Notably, kinetic studies 

have quantified the rate of various chemical reactions involving the phenyl21-35, 

phenoxy36, pheylperoxy37, and benzyl38,39 radicals. These kinetic studies often 

make use of absorption features specific to the molecule of interest.  A complete 

spectroscopic characterization of these radicals is then necessary to complement 

these studies and will help with the elucidation of reaction mechanisms.  The 

molecular constants measured from the studies will also provide benchmarks for 

computational work.   

  One common spectroscopic method is to record the dispersed 

fluorescence spectrum of flames.  This method has supplied a large amount of 

data for flame profiles of small radicals.  However, this method is limited since 
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flames produce a large amount of emitting species at high temperatures.  This 

combination results in significant spectral overlap and produces a quasi-

continuous spectrum.  Furthermore, the species with high emission, such as OH 

or C2, dominate most spectral regions.  To get more details about specific radicals 

of interest, it is then advantageous to produce and detect radicals in a more 

controlled environment where the temperature may be reduced and the total 

number of species is limited. 

 Many methods for radical production, cooling and detection have been 

developed.   Radicals can be produced in large concentrations by a number of 

methods.  The most common production methods include pyrolysis, shock 

tubes, discharge (both microwave and electrical), chemical reaction, and 

photolysis.  Experimental difficulties lie predominately in the detection and 

characterization of combustion radicals even if radicals are produced in high 

concentrations.  Detection difficulties arise from short lifetimes of the radicals 

which, after a short amount of time after production, usually results in 

concentrations too low for detection by traditional means. 

  Electron paramagenetic resonance (EPR) spectroscopy provides a good 

starting point for the characterization of radicals.  The g-value obtained from the 

measurement can help to identity the molecular orbital where the lone electron 

resides.40  The radical can then be specified as a  or  type radical if the lone 

electron resides in a  or  type orbital.  Kinetic measurements have been 
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achieved in the gas phase using EPR to monitor concentrations of radicals in a 

flow tube.41  The experimental difficulties associated with combining EPR with 

radical production methods has limited its application to only long lived radicals. 

 The use of mass spectrometry allows the analysis of multiple species, 

including radicals, in combustion systems.  When many species are present, as is 

the case with combustion systems, mass spectrometry has the advantage of 

detecting specific species by mass selectivity.  One drawback to mass 

spectrometry methods is that the probe for the mass spectrometer inlet may 

interfere with the combustion system itself.  Also, since only the mass to charge 

ratio is observed,  there is still some uncertainty in the assignment of the species 

observed since several isomers may share the same mass.42  Optical methods, 

which could be combined with mass spectrometry designs or used alone, are 

essential to obtain reliable structural information.  For example, the more recent 

use of tunable high energy radiation for ionization, e.g. laser vacuum ultraviolet 

light43 or synchrotron radiation44, in mass spectrometry experiments allows for 

isomer selectivity in mass spectrometry experiments.  

 There are several advantages to the use of laser probes to study 

combustion chemistry.  Unlike mass spectrometry, measurements can be made 

using optical methods without significantly perturbing the combustion system 

itself.  Optical methods alone have been very successful in measuring not only 

species concentration, but also radical molecular structure information, 
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vibrational information, electronic information, and/or temperature in 

combustion systems.45  Kinetic information can also be obtained by “pump-

probe” techniques with up to femtosecond resolution.   

 Raman spectroscopy is another widely used optical technique used to 

study combustion chemistry even though nonlinearities limit the accuracy of 

concentration measurements.  Raman spectroscopy makes use of inelastic 

collision processes between photons and molecules to obtain a Stokes shifted 

signal.  Theoretically, a single laser can be used in Raman experiments to monitor 

all of the species present.  However, spontaneous Raman scattering has a 

relatively low intensity which limits the number of detected species typically to 

only one speices.46  The multiphoton coherent anti-stokes Raman scattering 

(CARS) technique offers improved sensitivity.  With this technique, spectra and 

temperatures can be measured for multiple species simultaneously.47   

 Even higher sensitivity can be achieved with laser induced fluorescence 

(LIF).48  With this technique, species can be detected at sub-ppb (part-per-billion) 

concentrations ( < 109 cm-3 ).  In LIF, the molecule of interest is pumped to an 

excited state using a laser tuned to be in resonance with the excited state 

transition energy.  As the molecule relaxes a photon may be released and 

observed.  As with Raman techniques, spatial as well as temporal concentrations 

and temperatures can be measured for certain molecules using LIF.  LIF has 

proven to be useful for qualitative and quantitative analysis of PAHs.49  However, 
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some PAH intermediates have poor fluorescence quantum yields due to 

nonradiative decay.  This limits the utility of LIF for such species.  

 A highly sensitive absorption method called cavity ring-down 

spectroscopy (CRDS) has proven effective in overcoming these difficulties.  

CRDS incorporates an optical cavity to enhance sensitivity relative to typical 

absorption.  Pulsed laser CRDS experiments can reach sensitivities comparable to 

LIF.  CRDS was first used to study combustion chemistry in a flame in 1994.50  

Since then, several groups have used the technique to indentify and study 

molecules and reactions related to combustion.19  CRDS has been used for 

spectroscopic characterization as well as kinetic studies.  Contrary to LIF, along 

with the ability to observe molecules with poor fluorescence quantum yields, 

CRDS has an advantage with its ability to measure absolute concentrations of 

selected species in combustion systems.19  A discussion of CRDS theory is 

presented in Chapter 2. 

  The purpose of the experiments presented here was to incorporate 

CRDS to obtain electronic spectra of single ring radicals which are known to be 

important for PAH formation.  This was done by incorporating radical 

production, cooling, and detection methods which were versatile enough to 

detect a wide variety of radicals.  The main challenge in this study was to produce 

single ring radicals, which are typically found in high temperature environments, 

and study them at low temperatures.  This study combined an electrical discharge 
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to produce radicals, a jet expansion to cool them immediately after production, 

and CRDS for detection. 

 The radicals in this study were chosen based on their relevance to 

combustion chemistry and PAH formation, ease of production, and necessity for 

spectroscopic analysis.  These include the phenyl radical, phenoxyl radical, benzyl 

radical, and phenylperoxy radical.  
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Chapter 2. Development and Theory of Cavity Ring-down 
Spectroscopy  

 In 1980, J.M. Herblin et al. proposed the use of an optical cavity for 

measuring the reflectance of mirror coatings.1  In an optical cavity, the incoming 

light reflects back and forth off of two mirrors.  Each time the light reflects off of 

a mirror a small amount passes through while the rest is reflected and remains in 

the cavity.  After some time all of the light is lost from the cavity.  Absorption 

and scattering losses reduce the residence time of the light inside the cavity.  

Herblin et al. measured the mirror reflectance by passing a continuous wave laser 

through the cavity and measured the output while the intensity of the laser light 

was varied.  This method led D.Z. Anderson et al. to report the first ring-down 

measurement in 1984.2  They simply switched the laser light off and recorded the 

exponential decay of light intensity that escaped the cavity over time.  This decay 

is called ring-down and is the fundamental measurement of cavity ring-down 

spectroscopy. 

Cavity ring-down spectroscopy (CRDS) is an absorption spectroscopy 

technique particularly for the spectroscopy of gasses.  It has several advantages 

and few limitations when compared to traditional absorption experiments.  These 

will be discussed later but the most important advantage is that CRDS results in 

high sensitivity.  

 In a traditional absorption experiment, light is passed through a liquid, 

solid, or gas sample.  The intensity of the light before passing through the sample 
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( Io ) is compared to the intensity of the light after leaving the sample ( I ).  Some 

of the light may be absorbed by the sample and results in a decrease in intensity.  

If a broadband light source is used the transmitted light can be dispersed to 

produce an absorption spectrum.  Alternatively, if a monochromatic light source 

is used, a spectrum can be recorded by measuring the decrease in light intensity as 

a function of wavelength.  The comparison of the light intensities can also be 

used to calculate the concentration of the absorbing species in the sample using 

Beers law.  

  
lc

OI

I 10          (2.1) 

In this equation  is the molar absorptivity and l is the length that the light passes 

through the sample.  With these values known, the concentration ( c ) of the 

absorbing species can be calculated. 

 In CRDS the path length is increased by incorporating an optical cavity.  

The absorbing material is placed in the path of the reflected laser inside the 

cavity.  The use of highly reflective mirrors can increase the path length from 

centimeters to several kilometers.  The light that is emitted can be measured and 

used to construct a high sensitivity absorption spectrum.   

 As discussed earlier, the CRDS experiment requires a light source and a 

cavity with highly reflective mirrors.  Also included in the experiment is a detector 

for the light exiting the cavity and a computer to read and store the signal from 
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the detector.  Each of these components can be tailored for a specific 

experiment.  Many variations of CRDS exist and each has their own strengths 

and weaknesses.  The standard pulsed laser configuration is presented here.  An 

illustration of the experimental setup of a typical pulsed laser CRDS experiment is 

shown in Figure 2.1. 

 

Figure 2.1. Diagram for typical pulsed cavity ring-down spectroscopy 
experiment. 
 

 Books edited by Busch & Busch3 and Berden & Engeln4  include 

excellent introductions to CRDS, optical cavity theory, and CRDS applications.  

The theory begins by discussing Beers law which has already been discussed 

above.  Of course, the optical cavity is the most distinguishing component of 

CRDS.  The two mirrors reflect the incoming laser beam.  With each reflection a 

small percentage (and same percentage throughout) leaks through the mirror to 

the detector.  In the case of an empty cavity with mirrors of reflectivity R, and 

cavity length L the intensity of light detected is described as a function of time by: 

 










L

tc
RItI O )1(exp)(           (2.2) 

This equation shows that the detected light (light exiting the cavity) decays 

exponentially with a rate which depends on the mirror loss per reflection (1-R) 

and the number of round trips after time t (tc/2L) where c is the speed of the 

Pulsed 

Laser 
Cavity Detector Computer 
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 Figure 2.2. Theoretical detected light intensity from cavity ring-down 
spectroscopy experiment with empty cavity (solid) and with absorption (dashed). 
 

light in the cavity.  For example, with mirrors of 99.995% reflectivity in a cavity 

of 1.0 m length, the ring-down pattern produced by a laser pulsed injected into 

the cavity is shown in Figure 2.2 (solid line).  The initial intensity was set at 100 

arbitrary units.  The time constant (  )for this decay is defined as the time when 

1)(  eItI O
.  In this case I() = 36.8 where 66.71 s.  

 Next, the absorption by a sample inside the cavity can be considered.  

The absorption of a sample is described quantitatively by the absorption 

coefficient as defined in Beers law (Equation 2.1).  The absorption loss in the 

cavity is equal to the loss per round trip multiplied by the number of round trips. 

 Loss = (2L)(tc/2L)             (2.3) 
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Now the total loss can be found by adding the loss in the empty cavity to the 

absorption loss.  The total loss is defined as: 

 Total loss = [(1-R)+L] tc/L         (2.4) 

Now the detected intensity decay curve must contain this term to include the loss 

from the absorption.  So equation 2.2 can be rewritten as: 

   









L

tc
LRItI O )1(exp)(                (2.5) 

To continue with the example, if the absorption coefficient is = 3.34 x 10-9 m-1 

the detected curve is illustrated in Figure 2.2 (dashed line).  This figure compares 

the curve from an empty cavity to a curve with the absorbing sample.  Note that 

the added loss from absorption increases the decay constant.  A spectrum can be 

made by comparing the ring-down time of the empty cavity () with the ring-

down time with the absorption ().  More specifically, the absorption coefficient 

can be found by using the following equation: 

 









21

111




c
             (2.6) 

If the absorption coefficient is measured at various wavelengths (), the spectrum 

( vs. ) for any absorbing species can be constructed.  For accurate 

measurements it is required to measure for each wavelength to account for 

variations in R with wavelength. 
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  One advantage of CRDS is that the results are not distorted by shot-to-

shot fluctuations in laser intensity.  This is proven by examining equation 2.6.  

The ring-down times are dependent only on the time dependence of the signal 

given by equation 2.5.  This allows for accurate signal averaging and a relatively 

quantitative spectrum. 

 Another main advantage to CRDS, as previously mentioned, is the 

increased sensitivity due to the dramatically increased effective path length.  

Continuing with the example above for a 1.0 m cavity with a 66.71 s ring-down 

time, the cavity enhancement will increase the effective path length from 1.0 m to 

Leff = c = 20 km.  At best, designs may incorporate mirrors with reflectivities of 

99.999% giving a ring-down time of 333.6 s for a 1.0 m cavity.  In this case 

Leff ≈ 100 km, the equivalent to an absorption cell stretching from Emory 

University (Atlanta, GA) to the University of Georgia (Athens, GA).  A statistical 

description of a CRDS instrument can be used to determine the minimum 

absorption coefficient.  This description will be applied in the experimental 

section.  However, the sensitivity can be approximated as follows.  A typical ring-

down measurement is ~ 40 s.  The error in this measurement is about 1% or 0.4 

s.  The ring-down time must then be reduced by absorption to a value beyond 

the error of the measurement, therefore below 39.6 s.  Using equation 2.6, the 

minimum absorption (L) which can be detected is then ~ 10-10 per pass.  
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Chapter 3. Experimental 

 The apparatus used to measure the spectra of jet cooled combustion 

radicals utilized the high sensitivity of a cavity ring-down spectrometer.  An 

electrical discharge was used to produce the radicals.  The hot radicals produced 

in the discharge were then cooled by free expansion into a vacuum chamber prior 

to cavity ring-down absorption measurements.  Various discharge/expansion 

nozzle configurations were tested in order to optimize the production of the 

radicals.  The initial testing and continuous improvement of the experimental 

design will be presented in Chapter 4.  Here, the optimal design will be described.   

 This system closely resembles the discharge-jet / cavity ring-down 

instruments reported by Linnartz et al. 1 and Wu et al. 2  The key elements are 

shown in Figure 3.1, and a more detailed illustration of the optimal pulsed valve 

and electrical discharge system is shown in Figure 3.2. 
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Figure 3.1. Experimental setup.  The valve and discharge assembly in the dotted 
box are shown with more detail in Fig. 3.2. 

 

 

 

 
Figure 3.2. Pulsed valve assembly with slit electrodes. 1. Ground Plate;  
2. Phenolic Insulator; 3. High Voltage Jaw 
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3.1. Cavity Ring-down Spectrometer 

 The 6-way cross vacuum chamber (MDC Vacuum Corp.) used in these 

experiments was equipped with precision optical mounts that held the mirrors 

used to form the optical cavity.  The mirrors were mounted at the ends of two 

baffle arms, such that they were separated by a distance of 1.0 m (see Fig. 3.1).  

The mirrors were rated for 99.990 -99.999 % reflection, with a 6 m radius of 

curvature to correct for beam divergence.  In order to protect the mirrors from 

the deposit of the radical precursor and discharge products, a slow flow of inert 

gas (usually He or Ar) was introduced near the end of each baffle arm.  Inside the 

baffle arms, metal washers were used to further limit the ability of the radical 

precursor discharge products to reach the mirrors.  These precautions allowed for 

several months of measurements without the need to clean the cavity ring-down 

optics.  The chamber was evacuated by a 500 CFM Roots blower (Leybold, WSU 

1001).  The pressure in the vacuum chamber was 5 mTorr with the Roots blower 

operating.  The pressure equilibrated to 15-60 mTorr with the mirror protection 

gas flowing.  With the system under typical experimental conditions, ring-down 

times up to 200 s were observed. 

 A tunable pulsed dye laser (Lambda Physik, FL3002) pumped by a XeCl 

excimer laser (Lambda Physik, EMG201) was used for the ring-down 

experiments.  The pulse duration was nominally 10 ns and the laser was operated 

at a repetition frequency of 10 Hz.  The excimer pump laser power varied 
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between 60-250 mJ/pulse.  The dye laser, operated with or without an intra-

cavity etalon, had linewidths of 0.05 and 0.30 cm-1 full width at half maximum 

(FWHM), respectively.  Even for the latter, the linewidth was an order of 

magnitude greater than the free spectral range of the ring-down cavity (~ 0.005 

cm-1 or 150 MHz).  The output of the dye laser varied between 0.1-1.0 mJ/pulse.   

 Light exiting the optical cavity was detected by a photomultiplier tube 

(PMT).  The output from the tube was captured by a 16 bit, 10MS/s GageScope 

A/D card which was installed in a personal computer.  A LabVIEW program 

was used to control the experiment and extract ring-down decay rates from the 

time resolved signals.  This program will be described in section 3.4.  In general, 

to remove some of the noise from the pulsed discharge, the program was set to 

reject pulses for conditions where the discharge pulse failed to develop or was 

subject to localized arching. 

 10-15 pulses were averaged per wavelength point. This was usually 

sufficient to reduce the error in the ring-down decay rate to approximately 1%. 

Further noise reduction was achieved by co-adding multiple scans.  This also 

helped to reduce the effects of signal drift resulting from soot buildup at the 

discharge, small alignment changes due to vibrations, and damage to the pulsed 

valve poppets, among other causes.  Long survey scans averaging more than 15 

pulses per wavelength point were not optimal because of drift.  For longer survey 

scans the step size was normally 0.40 cm-1.  Averaging of up to 100 pulses per 
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point were used for short scans over specific absorption features of interest in the 

survey scans.  For these short scans the laser step size was normally set to 0.04 

cm-1 (0.001 nm) for scans without the dye laser etalon, and 0.008 cm-1 (0.0002 

nm) with the etalon installed. 

   

3.2. Electrical Discharge Assembly 

 Several designs for the electrical discharge followed by a jet expansion 

have proven effective for radical production.  Our design mostly resembled that 

of Motylewski and Linnartz3 and is shown in Figure 3.2.  Three pulsed pin-hole 

valves (Parker-Hannifin, Series 9) were attached to the face of a 1.0 cm thick 

aluminum plate.  Three 0.8 mm diameter holes were drilled through the plate to 

provide channels for the gas pulses.  Flow rates from the pulsed valves varied 

from day to day, and sometimes hour to hour, resulting in variations in the 

discharge, gas concentrations, and ultimately resulting in large signal amplitude 

variations.  Alternatively, the pulsed valves could be removed for continuous flow 

operation.  Continuous flow resulted in high chamber pressures which lowered 

the cooling efficiency of the expansion.  For this reason the pinholes were 

narrowed to 0.5 mm diameter holes for continuous operation to help reduce the 

gas loading.  Although cooling was more efficient with the pulsed configuration, 

the continuous flow was advantageous because the flow rates were more stable 

over time.   
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 The valve mounting plate and valve bodies were electrically grounded.  

Metal strip electrodes were mounted on the exit side of the plate. The electrodes 

were insulated from the grounded block by phenolic plates and attached to the 

grounded plate using non-conducting nylon or ceramic screws.  The spacing 

between the edges of the plates was adjusted to form a slit that was 80 mm long 

and 0.8 mm wide.  The slit formed the exit plane for a supersonic nozzle.   

 A large potential difference was applied across the first few millimeters of 

the gas expansion.  The potential was applied by the outer negatively charged 

electrodes and the ground plate.  Breakdown occurred and current flowed only 

when the gas density in the slit was high enough for conduction.  The gas density 

was controlled by varying the backing pressure and/or opening time of the 

pulsed valves.  The electrical current in the discharge was calculated using the 

voltage drop measurement across a ballast resistor.  For this measurement, 1000:1 

voltage dividers were place before and after the ballast resistor.  The circuit 

diagram is shown in Figure 3.3.  The ballast resistance could be varied from 

500  to 100 k to limit the current across the discharge and the high voltage of 

-300 to -1300 V was supplied by a Stanford Research Systems high voltage power 

supply (Model: VS325).   
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Figure 3.3. Electrical Circuit built to monitor the current supplied to the 
discharge. 
 

 The “probe” voltage at the voltage divider was recorded with the 

difference input of the GageScope A/D card.  The discharge pulse was timed to 

coincide with the gas pulse to help reduce arcing and limit the current drawn.  

The discharge pulse started prior to the laser pulse.  This was accomplished using 

a PVX-4140 Pulse Generator (Directed Energy, Inc) with the gate controlled by 

the delay generator also used to control the laser and pulsed valves.  This allowed 

precise control of the relative timings between the laser, electrical discharge, and 

gas valves.   
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Figure 3.4. Temporal profiles for the ballast resistor and PMT voltages showing 
the relationship between the voltage applied to the electrodes, discharge initiation 
and the ring-down signal.   
 

 Figure 3.4 shows a typical timing sequence.  First, the outer electrodes 

were charged with a high voltage.  When sufficient gas densities flowed past the 

discharge plates, breakdown occurred and a voltage drop was observed across the 

ballast resistor.  The ring-down measurement was taken after allowing adequate 

time for the discharge to stabilize (~ 300 - 1000 s).  Finally, after the ring-down 

measurement was taken, the power supply for the high voltage discharge was 

switched off.  Previous studies4 showed that a positive high voltage applied to the 

biased electrode produced a less stable discharge than a negative voltage and 

lower radical production rates were observed.  At typical voltages (~1000 V) the 
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discharge current was as high as 1.0 A while the discharge was on.  The radical 

production efficiency and discharge stability depended on the ballast resistance, 

gas density, gas conductivity, precursor concentration, slit width, and applied 

voltage.  Each was varied to optimize radical production.   

 The radical production in the discharge also depended on the choice of 

precursor molecule.  The appropriate radical precursor was chosen so that the 

homolytic dissociation of the weakest bond would form the radical of interest.  

For example, the phenyl radical was formed from the precursor bromobenzene 

since the C-Br bond is the weakest bond in the molecule.  The vapor phase 

precursor was seeded into a rare gas carrier flow by passing the gas over the 

surface of the liquid or through the liquid in a bubbler.  The sample and gas lines 

could be heated to increase the partial pressure of the precursor.    

 

3.3. Gas Expansion and Cooling 

 Immediately after passing the electric discharge plates, the gas was 

expanded into a vacuum to cool the hot radicals.  Cooling the radicals was 

necessary so that the majority populated low vibrational and rotational states.  

The shift of the population from a wide distribution of states to a smaller number 

of low energy states resulted in increased absorption for transitions from the low 

energy states.  This also resulted in simplified spectra since the absorption from 

high vibrational and rotational states was removed.  The valve opening duration 

was typically set to 700 s for the pulsed valve configuration.  However, the 
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transit of the gas through the discharge assembly lengthened the gas pulse 

arriving in the chamber to nearly three times the width.     

 The use of an expansion to cool radicals produced in a discharge was first 

reported in the mid 1980’s by Engelking5.  With a pinhole source the density of 

the expanding gas decreased along the expansion length (x) by ~ 1/x2.  Slit 

expansions were developed6 next as an alternative, with the advantage that the 

expanding gas density decreased by 1/x.  This design used a pinhole expansion 

which was then confined into a slit discharge.  The assembly produced a gas flow 

pattern that resembled a pulsed slit valve by confining the pinhole expansion into 

the slit discharge.  However, a pinhole description was used here to determine the 

minimum detectable absorption coefficient as a function of distance from the 

nozzle since the confinement of the expansion to a slit would only improve the 

sensitivity.  Michael Morse has published an excellent review7 of this theory.  The 

basics are described here and applied to our system.  

 In an adiabatic pinhole expansion, the average velocity along the 

expansion length, u(x), approaches the maximum average velocity as internal 

energy and random translational motion is converted into directed mass flow 

within the expansion.  The maximum average velocity of the gas (mostly He or 

Ar) can be determined by equating the enthalpy (5kT/2) and the gas kinetic 

energy (mv2/2).  For helium and argon the maximum average velocities are 1760 
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and 557 m/s respectively.  The adiabatic cooling for a monatomic gas can be 

described by the difference in initial pressure (P0) and the final pressure (P1) by:  

                             
  

  
  

  

  
 

 

 
                (3.1) 

where T1 and T0 are the final and initial temperatures respectively.  This equation 

shows that rapid cooling takes place and is dependent on the pressure ratio of the 

vacuum chamber pressure (P1) and the backing pressure (P0).   

 Since the speed of sound, a(T), is dependent on T, the expansion velocity 

conditions along the expansion length (x) are often described using the mach 

number,      
    

    
 .  Since the propagation of sound in a gas is also an 

adiabatic process, the mach number along the expansion can be approximated 

using:   
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for a monatomic gas where D is the diameter of the pinhole.  From this value, 

the temperature (and the pressure and density using the ideal gas law) can finally 

be estimated along the expansion length: 

                                    
     

 
 
  

               (3.3) 

 The above equations can be used to approximate the conditions of the 

expansion in this study since most of the expanding gas was monatomic.  For 

example, during a typical experiment a precursor with a vapor pressure of 7.6 
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Torr was seeded in 760 Torr of room temperature argon (99% monatomic gas).  

At 5 mm from the 0.46 mm pinhole the Mach number was M=15.9.  If there 

were no discharge and the expansion were completely adiabatic, the expected 

temperature at 5 mm would be 3.5K.  With 10% radical production efficiency 

from the discharge, which is reasonable based on halide dissociation efficiencies 

reported in a similar discharge source8, a radical density of 3.7 x 1011 cm-3 (11 

Torr) would be present 5 mm from the pinhole.  Using equations 2.1 and 2.5, 

the experiment would require an absorption cross section of 5.0 x 10-19 cm2 to 

provide a 1.8 % change in a 40 s ring-down time (path length = 10 cm).  This is 

just above the 1% relative error of our measurement and near the limit of the 

spectrometer.  The minimum detectable absorption cross section for a typical 

experiment using this spectrometer is then min ~ 5.0 x 10-19 cm2.  This minimum 

absorption cross section could be decreased by extended averaging, heating the 

precursor, using a larger pinhole, detecting radicals closer to the pinhole source, 

and/or adjusting the discharge parameters to increase radical production 

efficiency.   

  

3.4. LabVIEW Programs 

 LabVIEW programs were used to process and store data recorded by a 

Gage Applied Technologies A/D card.  The programs recorded two sets of data 

simultaneously.  The first was the transient voltage difference reading labeled 



34 
 

“probe” in Figure 3.3.  The second was the transient voltage from the 

photomultiplier tube.  This was used to calculate the ring-down time.   

 The natural log of the ring-down trace was plotted and the ring-down 

time was calculated from the measured slope.  Consecutive measurements at each 

wavelength were acquired for signal averaging.  The shot-to-shot R2 value for the 

linear fit was also recorded.  Any outliers were removed by setting a threshold for 

both the R2 value (usually a few standard deviations).  Outliers in the ring-down 

averaging were common for a variety of reasons including arching in the 

discharge, the laser beam being blocked, etc, and resulted in large error if the ring-

down mean was calculated without their removal.  The program also recorded the 

mean discharge current from the discharge probe reading by averaging the probe 

voltage for a specified range.   

 During a typical scan the program recorded the ring-down time and 

current, sent a signal to the laser to change wavelength, and repeated until the 

ring-down time measurements were completed for a specified range.  If an outlier 

was removed a new measurement would replace the outlier.  This assured a 

consistent noise level for the baseline.  When necessary, a calibration spectrum 

(i.e., I2) could be acquired simultaneously. 

 After the scan was completed a file was created to store the average ring-

down time, average discharge current, and calibration intensity for each 
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wavelength point.  A separate text file was created which stored important 

parameter and values of the controls for the experiment. 

 Spectral subtraction was also possible if the laser pulsed at 10 Hz while 

the discharge pulsed at 5 Hz.  Equation 2.6 shows that two ring-down 

measurement were needed to calculate the absorption coefficient of a species; 

one with the species present, and another with the species absent.  In this case, 

the ring-down time was measured with the discharge on and with the discharge 

off.    
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Chapter 4. Experimental Optimization 

 Many experimental parameters influenced the performance of the radical 

production and cooling efficiency within the expansion.  A few examples were 

precursor concentration, pinhole size, and discharge voltage.  A large amount of 

effort was taken to determine what experimental parameters were most 

important.  The experimental design was often modified to optimize an 

important experimental parameter.   

 Parameters were optimized by changing the parameter and observing the 

result that the change made.  For example, the discharge voltage varied between 

-300 to -1300 V.  Eleven spectra were then taken at 100 V increments to observe 

the radical production efficiency vs. voltage.  This is an example of a 1-

dimensional effect.  If a different parameter was changed, such as the discharge 

slit width, the voltage effect on radical production efficiency was different.  

Therefore a 2-dimensional study was designed.  In this case the same eleven 

voltages were used for say four or five slit widths.  Of course, each experiment 

took time and the 2-dimensional experiment took 50 times as much time as the 1-

dimensional experiment.   

 Since the experiment had tens of parameters that affected performance, a 

systematic multidimensional approach was not possible.  Instead a series of 1- or 

2-dimensional experiments were performed to test the radical production 

efficiency and explore the properties of the discharge.  The results from these 
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studies were useful to optimize the parameters and make changes and 

improvements to the experimental design in order to optimize the production of 

radicals.  The following sections show the results of these studies from the first 

cavity ring-down spectra and ends with the detection of the phenyl radical.  

Several experimental design improvements were made along the way.  Attempts 

to produce radicals by pyrolysis were also attempted and the results are reported 

in the last section.   

 

4.1.  Iodine 

4.1.1.  Introduction 

 Due to its strong absorption strength in the visible region of the 

electromagnetic spectrum, iodine (I2) is one of the most studied species in gas 

phase spectroscopy.  The line positions and intensities for the B
3


+
0+u – X

1
g

+ 

electronic transition are well known1 and are often used for a wavelength 

calibration.  In this experiment, spectra of jet cooled I2 were recorded in order to 

test the functionality of the newly constructed pulsed nozzle, electrical discharge, 

and cavity ring-down spectrometer.  The results gave important information 

about the sensitivity of the spectrometer as well as the cooling efficiency of the jet 

expansion.  
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4.1.2.  Experimental 

 This experiment used the initial design.  The differences between the 

initial design and the optimum design described in Chapter 3 are described here.   

First, a different pulsed valve was used than the valve described in Chapter 3.  

For the I2 experiments, a PSV pulsed supersonic valve (Jordan TOF Products, 

Inc.) was used.  The valve was open for a fixed duration of approximately 60 s.  

This valve produced pulsed gas flow through a 0.5 mm pinhole.  An adaptor with 

microchannels was used to direct the gas from the valve pinhole to two 1.0 mm 

pinholes that were above and in line with the laser probe beam.  Another 

difference was the use of a diffusion pump instead of the Roots blower to 

evacuate the chamber.  This produced a lower ultimate chamber pressure (~2 

Torr), but the pumping speed was much slower.  The chamber pressure 

increased to 50-100 Torr when the pulsed valve was operating.  The pressure 

was measured using an ion gauge.  The discharge setup was comparable to the 

design in section 3.2.   

 The 1.0 inch diameter mirrors were purchased from Los Gatos Research 

Inc. and had a maximum reflectivity of 99.995% at 500 nm.  With a cavity length 

of 1.0 m, the optimum ring-down time was 67 s.  The reflectivity then decreased 

exponentially with wavelength from 500 nm.  At 522 nm, the reflectivity dropped 

to 99.990 %. 
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 I2 was seeded into the helium carrier gas by passing the He at 760 Torr 

over the solid I2 in a glass bubbler.  The gas entering the nozzle was then 0.05% 

I2 in He since the vapor pressure of I2 at room temp (23 C) is 0.3843 Torr.2  Ten 

ring-down time measurements were averaged at 0.001 nm (0.04 cm-1) increments.  

After a few days of pulsing the gas the mirrors were dirtied by the I2  resulting in 

reflectivity loss.  This prompted the addition of the mirror curtains described in 

Chapter 3.  In these experiments, N2 was used to purge the mirrors. 

 

4.1.3  Results and Discussion 

 Figure 4.1 shows selected cavity ring-down absorption spectra.  The 

relative intensities of spectra (b)-(d) are plotted to the same scale as spectrum (a) 

but are shifted on the y-axis for comparison.  These are some of the first spectra 

recorded with this spectrometer.  The ring-down time without I2 present was 

~ 40 s in this region.  The absorption coefficient for each wavelength 

measurement was then calculated using the equation: 

   
 

  
 
 

  
 

 

  
                   (4.1) 

which is a modification of equation 2.6 to account for the difference between the 

absorption path length per pass ( l = 5 cm  ) and the cavity length ( L = 100 cm  ). 
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Figure 4.1.  The 48-0 and 49-0 bands of the B3+

0+u – X1g
+ transition of I2 

measured at (a) 32 mm (b) 18 mm (c) 8 mm (d) 3 mm from the pinhole source. 
  

 The four traces shown in Figure 4.1 are the absorption spectra for I2 at 

various distances from the nozzle pinhole, increasing in distance from top to 

bottom.  As predicted by the description of the gas expansion in section 3.3, 

there was a decrease in both the temperature and density as the gas expanded 

away from the pinholes.  As seen in at 10K, only the low J states with transitions 

near the band origin were populated at low temperatures.  The temperatures 

listed in the figure are the rotational temperatures obtained by comparing the 

experimental spectra to simulations with various rotational temperatures.  

PGOPHER software3 produced the simulations and has stored I2 lines4 as a 

calibration option in the program.  The software has the added option to broaden 

lines with a specified Gaussian and/or Lorentzian linewidth.  Relative line 
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intensities were determined based on a defined rotational temperature using a 

Boltzmann distribution. 
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Figure 4.2.  Expansion of Figure 4.1 (a) experimental data with (b) calculated 
spectrum. 
  

 Figure 4.2 compares the experimental spectrum to the simulated 

spectrum for a portion of the spectrum in Figure 4.1d.  The relative line 

intensities of the simulated spectrum had the best agreement with the 

experimental spectrum at 90 K using a Gaussian linewidth of 0.13 cm-1. 

 Slightly warmer temperatures were measured than were expected.  Using 

the equations from section 3.3, we expected temperatures of 1, 2, 5, and 18 K for 

the distances listed in Figure 4.1.  The most probable reason for the discrepancy 

was the effect of the microchannel adaptor that channeled the flowing gas out 

through two pinholes.  This produced a drop in backing pressure prior to the 

final expansion.  The pressure drop decreased the cooling efficiency since the 

(b) 
 
 
 
 
(a) 
 
 
 



43 
 

cooling efficiency is dependent on the pressure ratio P1/P0 (see equation 3.1).  

Another possibility was the presence of the discharge assembly - a smaller version 

of the assembly described in Chapter 3.  This confined the expansion within the 

electrodes thereby increasing the number of collisions.  To test this effect the 

microchannel adaptor and discharge assembly were removed.  The cooling 

efficiency was improved and a temperature of 5 K was measured for I2 at a 

distance of 14 mm from the pinhole source.  The predicted temperature was 

2.5 K. 

 The iodine experiments also give information about the instrumental 

sensitivity and whether the spectrometer had the ability to observe small cyclic 

radicals.  The baseline noise level of the absorption coefficient (y-axis) in 

Figure 4.1a was ~ 1.0x10-8 m-1 which corresponded to about 1% error in the ring-

down time measurement (Eq. 2.6).  The main impetus for this study was to 

observe small cyclic radicals such as the phenyl radical 

(504.8 nm~ 5.0 x 10 19 cm2)5.  Using the equations from Section 3.3 it was expected 

that the phenyl radical would produce a 6% change in ring-down time under the 

following conditions: 1% precursor (such as bromobenzene @ 70C)6, two 1 mm 

pinholes with a 4 cm path length, 10% radical production efficiency, and a 5 mm 

detection distance.  This was well within the sensitivity of the spectrometer. 

 Finally, the effect of the discharge was tested.  The appearance of the 

discharge was a bluish-white plasma due to emission from the excited electronic 
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states of Helium.  The intensity of emission was strongest near the discharge 

source and decreased in intensity along the distance of the expansion.  Visible 

emission was observed for several centimeters in the expansion.  Breakdown 

within the gas occurred at -500 to -600 V.  I2 was still observed in the spectrum 

with a discharge voltage of -600 V.  When the voltage was changed to -800 V, the 

I2 intensity decreased ~ 60%.  At -1000 V, I2 was not observed in the spectrum 

and was assumed to be dissociated to atomic I.  

 The experiments for I2 showed that sufficient cooling was achieved by 

gas expansion.  As expected, the gas temperature decreased with distance in the 

expansion and the spectra of I2 was greatly simplified at low temperatures due to 

the population of only low J states.  However, the concentration of I2 also 

decreased with distance.  Therefore, when optimizing the detection distance, a 

compromise between concentration and temperature was necessary.  We also 

found that the electrical discharge could dissociate I2 which has a bond 

dissociation energy of 36 kcal/mol7.  

      

4.2.  C2 

4.2.1. Introduction 

 Since the discharge proved to dissociate molecular iodine, the precursor 

was then switched to benzene or benzene halides with the hopes of producing 

and detecting the phenyl radical.  Many experimental parameters were tested to 
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optimize radical production including discharge voltage, ballast resistance, 

backing pressure, and discharge equilibration time.  Although the phenyl radical 

was not observed, C2 was produced and spectra were acquired.  The results gave 

more information about the nature of the discharge. 

4.2.2. Experimental 

 The spectrometer and electrical discharge for these experiments were 

similar to that described in section 4.1.2.  The region 498-508 nm was scanned in 

hopes of observing the phenyl absorption reported at room temperature by 

Tonokura et.al.5  Various precursors were used such as benzene halides and 

nitrosobenzene that have lower dissociation energies and therefore might be 

more likely to produce phenyl.  Helium was used as the carrier gas.  The voltages 

were varied from -500 to -1500 V.  Figure 4.3 shows a typical timing sequence 

with the experimental setup described above.   

 The gas flow rate and discharge did not have time to equilibrate (compare 

to that of the optimal setup in Figure 3.4).  The rise and fall of the ballast voltage 

indicates that valve was not open long enough to reach a maximum steady-state 

flow.  The expected 60 s gas pulse was also spread out to nearly 250 s.  This 

was due to gas spreading out in the microchannels prior to the free expansion. 
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Figure 4.3. Temporal profiles for the ballast resistor and PMT voltages using the 
Jordan pulsed valve. 
 
 

4.2.3. Results and Discussion 

 Several spectra were acquired after expanding 0.5 % bromobenzene in He 

into the pulsed slit discharge.  There were several absorption bands and peaks 

observed from 498 to 508 nm.  The relatively large rotational splitting 

(B ~ 1.6 cm-1) in one band was comparable to that of first and second row 

diatomic molecules.   

 Molecular constants for several candidates (CH, C2, H2, CN, etc.) were 

collected and compared to the observed data.  The simulated spectra for C2 

matched the experimental data well.  Absorption spectra of C2 are well known 
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and the molecular constants8 were used to reconstruct a theoretical spectrum 

using the PGOPHER software.  The rotational temperature was determined by 

varying its value in the simulation until the relative peak intensities agreed with 

the experiment.   A comparison of the theoretical and acquired spectra led to a 

confident assignment of the d3g-a
3u (v’-v”=3-3) transition (Swan band) of C2.   

 To verify the assignment, a spectrum recorded with identical discharge 

conditions over the range 515-517 nm (19340-19420 cm-1) gave rise to large 

absorption bands corresponding to the 0-0 transition of the Swan band system.  

Figure 4.4 shows the recorded spectrum of this band with the corresponding 

theoretical spectrum at 130 K.  The high temperature could be due to inefficient 

expansion or from the harsh conditions of the discharge itself.   
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Figure 4.4. (a) Theoretical at 130K and (b) experimental spectrum of the 0-0 

d3g – a3u transition of C2 acquired using CRDS 
 
 The results indicated that the discharge supplied enough energy to break 

apart bromobenzene into small fragments.  Higher energy discharges resulted in 
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more C2 production.  This was the first indication that more energy was supplied 

by the discharge than was needed to remove only the Br atom from 

bromobenzene to produce phenyl.  A wide variety of experimental parameters 

were varied in order to produce less destructive discharge conditions.  There was 

no evidence of softer fragmentation in these studies.  Absorption peaks for the 

phenyl radical were not observed.   

 

4.3. C6H 

4.3.1. Introduction  

 Since the phenyl radical was not detected, we next explored the extent of 

collision and chemistry in the gas expansion.  It was possible that the yield of 

phenyl radical produced too little concentration for detection.  However, it was 

also likely that the phenyl radicals recombined to larger cyclic molecules such as 

biphenyl. 

 The work of Motylewski and Linnartz9 was reproduced to explore the 

possibility of chemistry in the gas expansion.  They reported the rotationally 

resolved spin-orbit components of the origin band of the 2 - X2 electronic 

transition of C6H at 10 K.  Their measurement was taken in a supersonic slit jet 

plasma by cavity ring-down detection.  The C6H radical was produced by seeding 

C2H2 in He, and passing the gas through the discharge before free expansion.  

The formation of C6H from C2H2 requires complex chemistry and multiple 
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reactive collisions.  A reproduction of this chemistry in our system would suggest 

that collisions were frequent in the free jet expansion.  If this was the case, phenyl 

may have been lost due to recombination reactions.   

 4.3.2. Experimental 

 Premixed 0.1% C2H2 in He was used as the precursor for the C6H 

production.  The spectrometer and electrical discharge for these experiments 

were similar to that described in sections 4.1.2.  The Jordan pulsed valve was used 

and an adaptor channeled the flowing gas out through two 1.0 mm pinholes.  The 

discharge voltages were varied from -500 to -1200 V.  The region 526-528 nm 

was scanned in hopes of observing the C6H absorption reported by Motylewski 

and Linnartz9.  Typical ring-down times were ~ 30 s.   

4.3.3. Results and Discussion 

 After systematically varying the discharge and detection conditions, the 

absorption spectrum of C6H was successfully reproduced.  Figure 4.5 shows the 

recorded spectrum (b) along with the theoretical spectrum (a) at 40 K.  C6H has 

an inverted 2 ground state. 
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Figure 4.5. (a) Theoretical at 40K and (b) experimental spectrum of the origin 

band of the  2 - X2 transition of C6H acquired by CRDS. 

 Both the  = 3/2 and 1/2 components were observed in the spectrum 

and were separated by the difference of the spin-orbit constants (8.8 cm-1).  

Further experiments were completed to examine the cooling efficiency along the 

length of the gas expansion.  The C6H spectrum was acquired at varying distances 

from the discharge in the expansion.  The radical was observed within the first 2 

mm of the expansion.  At this point the high gas densities and large amounts of 

collisions resulted in rotational temperatures of ~ 100 K.  As the jet expanded, 

the sensitivity decreased and the temperature was quickly lowered to less than 

30 K.   
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 The results of this experiment have two important implications.  First, 

radicals can be produced and react via collisions in the jet expansion.  This is 

shown just by the detection of C6H in the jet expansion.  The second implication, 

which is more important for radical production and detection, was that there may 

have been large amounts of reactive collisions within the first few mm of the jet 

expansion.  Motylewski and Linnartz9 saw a rise in C6H absorption with increased 

distance in the expansion suggesting its production by reactive collisions within 

the expansion.  Also, previous studies have concluded that the residence time in 

the discharge is too short for C6H producing radical-radical reactions to occur.10  

Therefore, the carbon chains must have been formed in the expanding plasma.  

This behavior can easily inhibit the detection of phenyl radical due to reactions 

before detection.  Furthermore, if the radical must be detected near the discharge, 

a wide range of states are populated which may complicate and reduce the 

intensity of acquired spectra.  Low concentrations of precursor may help to 

reduce unwanted radical-radical or radical-precursor collisions during the initial 

stages of the jet expansion.   
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4.4. N2
+ 

4.4.1. Introduction  

 Considering the results of the previous experiments, if the phenyl radical 

was being produced in the discharge, the best chance for observing the radicals 

was in the initial few mm of the expansion even though they would still be at high 

temperatures.  The focus was next shifted to a different cyclic radical.  

 The other option was to measure absorption spectra for the phenoxy 

radical.  It is also important in PAH formation but has a larger absorption cross-

section than phenyl.  The C2B1-X
2B1 origin band of phenoxy (near 390 nm) has 

an absorption cross section that is a ten times larger than phenyl at 3x10-18 cm2.11  

Detection of phenoxy would indicate that the phenyl radical may have been 

produced but the concentrations were too low to detect it. 

4.4.2. Experimental 

The spectrometer and electrical discharge for these experiments were 

similar to that described in sections 4.1.2.  The Jordan pulsed valve was used and 

an adaptor channeled the flowing gas out through two 1.0 mm pinholes.  The 

discharge voltages were varied from -500 to -1200 V.  Several precursors were 

chosen to try to produce phenoxy in a slit jet discharge including phenol, ethyl 

phenyl ether, and methyl phenyl ether.  A wide variety of experimental conditions 

(discharge voltage, detection distance, etc.) were tested in attempts to detect the 

phenoxy radical.   
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4.4.3. Results and Discussion 

Even with the detection beam directly at the orifice of the expansion, the 

selected precursors and various experimental conditions did not lead to any 

phenoxy absorption.  However, the experiments did lead to some interesting 

results.   

 

 

 
 
 
 
 
 
 
Table 4.1. Absorption features in region 381-397 nm from CRD spectrum of 
phenol discharge products. 

 

Table 4.1 lists the observed absorptions of a long range wavelength scan 

for the discharge products of 0.05% phenol seeded in He.  The single peaks 

correspond to the assigned He (carrier gas) atomic absorptions.  The most 

intense molecular band feature was observed around 391 nm.  The experimental 

spectrum is shown in Figure 4.6b.  The relatively large rotational spacing 

(2.0 cm-1) indicates small atomic masses, probably 2nd or 3rd row elements.  The 

alternating intensities show the characteristic pattern of nuclear spin effects.  For 

two bosons of I=1 and mI =-1,0,1 there are nine possible combinations of the 

three values of mI.  There are nine nuclear spin wavefucntions associated with 

Peak (nm) Species Transition 

382.08 He I 1s2p - 1s6d  (3P°- 3D) 

383.47 He I 1s2p – 1s10d (1P° - 1D) 

387.28 He I 1s2p - 1s9d (1P° - 1D) 

386-388 CN B2

X2+  (0-0 and 1-1) 

388.97 He I 1s2s - 1s3p (3S - 3P°) 

389-392 N2
+ 

B2u
+ - X2g

+ 

392.77 He I 1s2p-1s8d (1P° - 1D) 

396.58 He I 1s2s - 1s4p (1S - 1P°) 
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those combinations.  Six of them are symmetric to nuclear exchange and three 

are antisymmetric.  When the nuclear spin statistics are considered, the result is an 

intensity alternation of 6:3 for J even:odd.  The only boson in the chamber was N 

(from the mirror purge – see section 4.1.2).  However, N2 does not have any 

electronic transitions in this region.  
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Figure 4.6. (a) Theoretical spectrum of the at the B2u
+ - X2g

+ transition of N2
+ 

at 200 K and (b) experimental spectrum of the acquired by CRDS. 
 

A weaker band to the blue of the large molecular band was also observed.  

However, it did not exhibit the same nuclear spin effects.   The rotational splitting 

for that band indicated the presence of CN with a rotational constant of 1.9 cm-1.  

A PGopher simulation confirmed that the bands were in fact the well known 

v’-v’’ = 0,0 and 1-1 transitions of the B2u
+ - X2g

+ CN electronic band.   
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Armed with this knowledge and the nuclear spin effects, it became clear 

that the larger band at 391.2 nm was the ion N2
+.  This was recognized by the fact 

that isoelectronic species, such as CN and N2
+, have electronic bands in the same 

region on the electromagenetic spectrum.  Also, CN and N2 have comparable 

moments of inertia due to the similar size of contributing elements.  Therefore, 

they have similar rotational constants as observed in the spectrum.  This was 

confirmed by comparing the band origin and rotational constant with previously 

observed values12.  The theoretical spectrum (see Figure 4.6a - calculated using 

PGOPHER) of the B2u
+ - X2g

+ transition of N2
+ at 200 K confirmed the 

assignment. 

The detection of N2
+ was interesting because N2 gas was used only for 

mirror curtains and was not emitted into the discharge through the supersonic 

expansion.  Therefore, N2 was being ionized by a different mechanism.  This 

mechanism was believed to be through Penning ionization.  Penning ionization is 

the removal of an electron from a molecule by the absorption of energy through 

a collision with an excited atom or molecule.  In this case, N2 was ionized by 

metastable He atoms in the gas expansion. 

Metastable He has enough energy to allow Penning ionization to be a 

plausible mechanism.   The first ionization energy of N2 is 86.0 kcal/mol.13  The 

lowest energy transition from the ground state of helium, the 1s to 2s transition, 

is 109 kcal/mol.14  Since many transitions from even higher states were observed, 
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it is certain that electronically excited He in the expanding plasma carries more 

than enough energy to ionize N2.   

This mechanism was of interest because the harsh discharge conditions 

tended to obliterate precursor molecules when only a fraction of that energy was 

needed to dissociate a hydrogen or halide.  Ne or Ar would be more suitable as a 

carrier gas since they carry less energy in their metastable states and would be less 

destructive.  Also, the detection of CN indicated that Penning dissociation broke 

apart N2 which then combined with C atoms from the precursor fragments 

expanded from the discharge.  The collision of metastable atoms with cooled 

precursor molecules (not sent through a discharge) could be an alternative, less 

destructive method to produce the radicals.   

 

4.5.  Redesign of the Valve System 

4.5.1. Introduction  

 The initial tests of our experiment found that the jet expansion was 

capable of cooling molecules to low rotational temperatures.  Phenyl and 

phenoxy radicals were not observed but free radicals, specifically C2, were 

observed in the gas expansion.  The presence of smaller radicals suggested that 

the discharge in our setup was too destructive for efficient selective dissociation 

of a single bond.  Furthermore, the limited valve opening duration did not allow 

sufficient time for the discharge to equilibrate.  C2 production was reduced by 

decreasing the discharge voltage but larger radicals such as phenyl or phenoxy 
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were not observed under these softer discharge conditions.  The radical density 

was too low to detect larger radicals if they were produced in low yields under 

softer discharge conditions.  

 The next step was to redesign the valve system to produce a more stable, 

equilibrated discharge pulse with larger column densities and a longer path length.  

This would improve the ability to detect any larger radicals produced in the 

discharge even if the production efficiency was low.   

.   

4.5.2. Experimental 

 Several previously reported designs including those from Sharp et al.15, 

Sharpe et al.16, Miller et al.17, and Saykally et al.18 provided a template for the 

redesign.  The aim was to produce higher column densities in the jet expansion 

and a longer slit discharge.  The Jordan valve was replaced with three collinear 

solenoid pinhole valves.  The optimized design for this configuration was 

described in detail in Chapter 3.  This new design, described briefly here, had 

three independently controlled 0.5 or 0.8 mm pinhole valves.  The three pinhole 

valve configuration had three main advantages.  First, the opening time for the 

pinhole solenoid valves could be controlled.  This increased the gas flow rate per 

pinhole by allowing sufficient time for the gas flow to reach the maximum steady-

state flow.  Another advantage was that the longer valve opening time allowed for 

the discharge to equilibrate resulting in less variability in the experimental results.  
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The final advantage was the increased path length decreased the minimum 

detectable absorption cross section. 

 4.5.3. Results and Discussion 

 The effects of the increased gas density and path length were quickly 

apparent.  The ring-down time decreased slightly (< 5 %) when the gas pulses 

were on compared to an empty cavity.  This effect was more prominent when the 

beam was aligned close to the nozzle where the gas density was the highest.  A 

decrease in the ring-down time might indicate scattering losses.   

 When the discharge was turned on, the ring-down time always decreased 

significantly (1-50 %).  A portion of the losses may have been due to scattering.  

The losses may also be attributed to broadband absorption from a wide variety of 

possible molecules and ions.   

 The most important observation was the measurable absorption of the 

phenyl radical using the multiple pinhole configuration.  The spectroscopic 

characterization of the phenyl radical and other small cyclic PAH precursor 

radicals will be the focus of the following chapters.  The increase in phenyl 

production and absorption was due to several factors. 

 The main benefit was the increased absorption path length.  Absorption 

assigned to the phenyl radical was observed even when only two of the three 

pinhole valves were operating.  The addition of a third pinhole not only increased 

the phenyl absorption more than expected but also decreased the absorption of 
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C2.  This observation suggests that as more pinholes were added, the discharge 

conditions became softer and more efficient for phenyl production.   

 It is possible that metastable noble gas atoms produced the phenyl radical 

by collisional dissociation of bromobenzene.  This mechanism is supported by 

the previous observation of Penning ionization of N2.  An increase in phenyl 

absorption and decrease in metastable noble gas atoms as the expansion distance 

increased was also observed.  The source of the metastable noble gas atoms was 

from high energy electron collisions with the noble gas atom.  The excited state 

atom then collided with bromobenzene in the jet expansion to form the phenyl 

radical.  The increased gas density would result in increased metastable noble gas 

atoms which would produce more phenyl radical in the expansion. 

 Various experimental parameters were varied to optimize the production 

of each radical studied.  The details of the optimization studies will be presented 

in the experimental section for each radical of interest in the following chapters.  

In general the three pinhole configuration was the best for producing and 

detecting radicals.    

 

4.6. Dissociation by Pyrolysis 

4.6.1.  Introduction  

  Pyrolysis is the thermal decomposition of a molecule.  Radicals can be 

produced by pyroloysis through homolytic bond dissociation.  A pyrolysis source 
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was constructed for this study based on the design reported by Kohn et al.19  

With this method, radicals might be produced more efficiently than with the 

more destructive electrical discharge source.  After its construction, the pyrolysis 

source was tested with I2 dissociation experiments.  Although there was evidence 

of I2 dissociation, attempts to observe single ring radicals by pyrolysis were 

unsuccessful. 

  The benzyl radical (C6H5CH2), among others, has been observed in 

previous pyrolysis studies.  It can be produced by dissociation of the Cl-C bond 

in benzyl chloride.  Benzyl recombination and the reactions of benzyl with other 

hydrocarbon radicals are important for combustion chemistry, especially in the 

formation of PAH’s.  Benzyl can be formed by the hydrogen abstraction at the 

methyl group of toluene by an OH radical.  A radical-radical pathway to the 

formation of naphthalene may be by photoexcitation and H-atom loss of C10H10 

isomers produced by combination of benzyl with propargyl (C3H3). 
20   

  Contrary to the other radicals presented in the following chapters, the 

benzyl radical has been observed in fluorescence studies.  Because of this, the 

visible spectrum of the benzyl radical has been well characterized.  The visible 

spectrum of benzyl, with its orgin at 22,002 cm-1 21, involves the excitation from 

the ground 12B2 state to the vibronically mixed 12A2-2
2B2 excited states.   Spectra 

in this region have been recorded at high resolution and have been definitively 

assigned.   
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4.6.2.  Experimental 

  The jet cooled benzyl radical was produced in an electrical discharge prior 

to pyrolysis experiments.  This was done to provide a wavelength calibration 

intended to minimize the wavelength range scanned during the pyrolysis 

experiments.  Two 0.8 mm pinholes spaced two inches apart provided 

continuously flowing benzyl chloride (2%) seeded in argon through the pulsed 

electrical discharge with a voltage of -900 V (~ 100 mA when the discharge was 

on).  A ballast resistance of 1000  was used.  The backing pressure was 0.6 atm.  

The discharge slit was aligned 1.0 cm above the ring-down beam.   

  The pyrolysis source was based on a design reported by Kohn19.  Two 0.8 

mm ID nonporous high-aluminia ceramic tubes (McMaster-Carr) rated for 

3075o F were resistively heated using tungsten wire which was coiled around the 

tubes.  The seeded gas flowed through the heated tubes.  The tubes were 

mounted on a 0.8 cm thick aluminum block which also had pulsed valves 

mounted opposite the pyrolysis tubes.  0.8 mm diameter microchannels through 

the aluminum block connected the output of the pulsed valves to the pyrolysis 

tubes. 

  Ceramic and Plexiglass insulation was wrapped around the coils to reduce 

glow.  Current was supplied to the coil by a variable autotransformer (Variac).  

The gas was either pulsed or flowed continuously through the heated tubes 
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before expansion into the vacuum chamber.  The tubes were aligned 3-10 mm 

above the CRD detection beam.   

 

4.6.3.  Results and Discussion 

  A cavity ring-down spectrum for jet-cooled benzyl chloride discharge 

products is shown in Figure 4.7 (bottom) along with the PGOPHER simulated 

spectrum (top) that was based on molecular constants from LIF studies.  The 

rovibronic bands were assigned to the excitation from the ground 12B2 state to 

the vibronically mixed 12A2-2
2B2 excited states of the benzyl radical.  The band at 

22,326 cm-1 is the known A1 band.  The band at 22,432 cm-1 is the known    
  

band.  The A2 band was also observed. 

 
Figure 4.7.  Visible CRD absorption spectra of products in an expansion of 
electrically dissociated benzyl chloride (bottom).  The calculated spectrum (top) 
using the molecular constants from Lin et. al. 22 confirms the assignment. 

22320 22325 22330 22420 22430 22440

cm
-1
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    There are some additional absorption features that overlap with the 

assigned bands.  Weak absorption features were present across the entire 22,272-

22472 cm-1 region.  The anomalous peak in the 22,326 cm-1 A1 band was 2.7 cm-1 

from the band origin.   A similar feature was also observed in the A2 band and 

was also 2.7 cm-1 from the band origin.  This indicates that these features are 

associated with the benzyl radical.  A hot band such as A1   
  would appear to the 

red of the origin.  However, a hot band from A1   
  would appear to the blue if 

the energy of the mode   is larger in the excited electronic state than in the 

ground electronic state.   

  The results show that the benzyl radical could be produced in the 

electrical discharge using the benzyl chloride precursor.  The sensitivity was high 

enough to characterize the spectrum and would provide a good reference for 

pyrolysis experiments.  

  Pyrolysis of I2 was explored before attempting to observe the benzyl 

radical with the pyrolysis source.  As shown in section 4.1, the cavity ring-down 

spectrometer had adequate sensitivity to measure absorption spectra for jet 

cooled I2.  Preliminary studies showed that the addition of the unheated pyrolysis 

tube to a pinhole expansion had little effect on the expansion cooling efficiency.   

  Next, I2 spectra were recorded after heating the tube at various voltage 

increments.  Voltage is used here to indicate temperature because the pyrolysis 

temperature was not directly measured.  The voltage listed was the voltage drop 
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across the heating coil supplied by the Variac.  A higher voltage corresponds to 

higher temperature.  Figure 4.8 shows the spectra of jet cooled I2 at various 

heater voltages measured in the expansion 3 mm from the end of the pyrolysis 

tube.  The pulsed valves were used and the solenoid voltage pulse duration was 

set so that the valves were open for 4 ms.  The ring-down laser was fired 1.5 ms 

into the gas pulse.  The results show an increase in the rotational temperature of 

I2 in the expansion as the voltage (pyrolysis temperature) increased.   

 

 

 
 
 

Figure 4.8.  Experimental spectra of v'-v" 23-0 band of I2 in a free expansion 
after passing through a pyrolysis tube at various voltages compared to a simulated 
spectrum at TROT = 40 K. 

V=0 V, TROT=12K 

Simulation 
TROT=40K 

V=2 V

22 
 

Chapter 3. Experimental 

 The apparatus used to measure the spectra of jet cooled combustion 

radicals utilized the high sensitivity of a cavity ring-down spectrometer.  An 

electrical discharge was used to produce the radicals.  The hot radicals produced 

in the discharge were then cooled by free expansion into a vacuum chamber prior 

to cavity ring-down absorption measurements.  Various discharge/expansion 

nozzle configurations were tested in order to optimize the production of the 

radicals.  The initial testing and continuous improvement of the experimental 

design will be presented in Chapter 4.  Here, the optimal design will be described.   

 This system closely resembles the discharge-jet / cavity ring-down 

instruments reported by Linnartz et al. 1 and Wu et al. 2  The key elements are 

shown in Figure 3.1, and a more detailed illustration of the optimal pulsed valve 

and electrical discharge system is shown in Figure 3.2. 

 

V=3 V 

V=4 V 

V=5 V 

V=6 V, TROT=40K 

      551.0        551.1       551.2       551.3       551.4        551.5 
                                             nm   nm 
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The rotational temperature of I2 in the expansion increased from 12 K (with the 

source at ambient temperature, V = 0 V) to 40 K at V = 6 V.  Also, the noise 

increased as the voltage was raised due to the PMT detecting the glow from the 

heating coil.  Beyond V = 6 V the PMT became saturated and a ring-down time 

could not be measured. 

  Next the absorption was measured while varying the delay between the 

gas pulse and the laser pulse.  This time resolved study was done to examine the 

time dependence of the I2 absorption through the duration of the gas pulse.  

First, the CRD laser wavelength was set to the I2 23-0 R-branch band head.  The 

delay was then varied while measuring the absorption at various delay times.  The 

results for various voltages are shown in Figure 4.9. 

0 1000 2000 3000 4000 5000 6000

-5.00E-009

0.00E+000

5.00E-009

1.00E-008

1.50E-008

2.00E-008

2.50E-008

3.00E-008

Y 
Ax

is 
Ti

tle

time (microseconds)

 0 V

 2 V

 4 V

 6 V

   
Figure 4.9.  Absorption of I2 v'-v" = 23-0 R-branch band head at various delays 
between the gas pulse and CRD laser pulse.  The four traces show the time 
resolved absorption at various pyrolysis voltages corresponding to different 
pyrolysis temperatures.   
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  As observed in Figures 4.8 and 4.9, the intensity of the R-branch band 

head at 1200 s was reduced by 50% when the voltage was changed from V=0 V 

to V=6 V.  The main cause of the reduction was attributed to the redistribution 

of the population to higher energy rotational states, not dissociation.  This trend 

was true for the majority of the gas pulse duration.  However, there was a > 50% 

reduction in I2 absorption at the beginning 800 s and last 200 s of the gas 

pulse.  This indicates that dissociation might have occurred in this time range.  To 

further investigate this observation, the full I2 spectrum was measured with a 700 

s time delay between the start of the gas pulse and the CRD laser measurement 

with and without pyrolysis (V = 0 V and V = 6 V).  This allowed enough time for 

ample gas density but was short enough to remain in the delay range where the R-

branch absorption was significantly decreased due to pyroysis.   

550.9 551.0 551.1 551.2 551.3 551.4 551.5

0.00E+000

-1.00E-009

-2.00E-009

-3.00E-009

-4.00E-009

-5.00E-009

-6.00E-009

-7.00E-009

-8.00E-009

Y 
Ax

is 
Ti

tle

X Axis Title

 0V

 6V

Figure 4.10.  CRD spectrum taken 3 mm into the expansion of I2 seeded in 
argon after passing through a pyrolysis tube with (6 V) and without (0 V) heating. 
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  As shown in Figure 4.10, the concentration of I2 was decreased beyond 

the detection limits after pyrolysis using V = 6 V.  This is evidence that 

dissociation was occurring at the beginning millisecond of the gas pulse.  As gas 

flow continued beyond this time period the pyrolysis tube temperature decreased 

due to heat loss by convection and dissociation no longer occurred.  A larger 

voltage (higher T) would have extended this dissociation period into the region of 

the gas pulse where there were higher densities.  Attempts to increase the voltage 

beyond V = 6 V resulted in failure of the pyroysis heating element, PMT 

saturation, and/or cracking of the ceramic pyrolysis tube.   

  The next step was then to produce benzyl by pyrolysis and detect the 

radical by CRDS.  Unfortunately benzyl was not detected using various voltages 

and delay times.   
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Chapter 5.  The Phenyl Radical 

5.1. Introduction 

  The phenyl radical (C6H5) is a prototypical aromatic reaction intermediate.  

The properties of phenyl in the gas phase are relevant to astrochemistry1-3 and 

hydrocarbon combustion4-6.  For the latter, phenyl is thought to play a critical role 

in the formation of soot.  The path involves a sequence of hydrogen abstraction 

and hydrocarbon addition steps that yield polycyclic aromatic hydrocarbons4,5. 

  Spectroscopic studies of phenyl date back to the first observation of the 

visible absorption bands (440-530 nm) by Porter and Ward7.  This band system 

was identified as the 12B1-X
2A1 transition resulting from an n electron 

promotion.  Electron spin resonance studies of matrix isolated phenyl confirmed 

that the ground state has C2v symmetry with the unpaired electron in a non-

bonding carbon -orbital8-10. Matrix isolation techniques have also been used to 

examine the IR and UV/visible transitions of phenyl11-16.  Friderichsen et al.16 

recorded extensive IR spectra for six isotopomers (deuterium substitutions) using 

Ar as the matrix host.  Frequencies for twenty-four vibrational modes were 

reported and linear dichroism measurements were used to determine the 

orientations of the transition moments.  Absorption spectra for phenyl in Ar 

were examined over the range from 4000 to 52000 cm-1 by Radziszewski et al.13,14 

Transitions to the 12B1, 2
2A1 and 12B2 excited states were identified. Vibrational 
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structure was observed in these spectra but not analyzed, as the focus was on 

symmetry assignment through linear dichroism measurements. 

  Recent gas phase studies of phenyl include the observation of the pure 

rotational spectrum2 and a rotationally resolved IR spectrum for the 3071.89 cm-1 

fundamental of the v19 vibrational mode3 (Wilson numbering).  Both of these 

studies used supersonic jet-cooling with electrical discharge generation of the 

radical.  Accurate geometrical parameters were derived from the rotational 

constants.  The electronic band systems of phenyl at room temperature have also 

been revisited using the technique of cavity ring-down spectroscopy (CRDS).  

Lin, Park and co-workers6,17-19 pioneered the use of CRDS as a means to follow 

the reaction kinetics of C6H5.  Subsequently, Tonokura20 et al. examined the 

12B1-X
2A1 transition over the range from 18700-20500 cm-1.  Rotational contours 

were recorded for the origin band and a hot band near 19630 cm-1.  These 

contours were simulated using rotational constants derived from density 

functional theory (DFT) calculations.  The electronic symmetry of the excited 

state was confirmed by the band contour analyses, but no attempt was made to 

refine the rotational constants.  Vibrational constants for three of the twenty-

seven vibrational modes of the excited state were determined. 

  Emission spectra have not been reported for phenyl and it is likely that 

the excited state quantum yields are low due to rapid internal conversion 

processes.  In simulating the rotational contours of their room temperature 
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spectra, Tonokura et al.20 assumed a Lorentzian lineshape with a width of 

0.5 cm-1, corresponding to an excited state lifetime of 11 ps. 

  Electronic structure calculations have been carried out for the ground 

and excited states of phenyl.  Recent work includes Mattar's21 study of the ground 

state geometry, magnetic properties and vertical transition energies using DFT 

methods, Kim et al.'s22 calculations of vibronic spectra for transitions from the 

ground state to the states in the 17000-44000 cm-1 energy range using the multi-

reference configuration interaction technique, and Biczysko et al.'s23 prediction of 

the vibronic band structure of the 12B1-X
2A1 transition. 

  In the experimental work conducted to date, the relatively low resolution 

achieved has limited the accuracy with which the electronically excited states 

could be characterized.  Rotationally resolved data have not been obtained for 

any of the excited states.  In part, the inability to observe resolved rotational 

structure is a consequence of the spectral congestion resulting from the 

population of a large number of rotational levels at room temperature. This 

problem can be mitigated by applying the jet-cooling techniques that were used 

successfully to obtain microwave 2 and IR spectra 3.  Here the cavity ring-down 

spectra are reported for the 12B1-X
2A1 transition of jet-cooled phenyl.  Partially 

resolved rotational structure was observed. Homogeneous line broadening was 

detected and the Lorentizan linewidth was used to determine the lifetime of the 

excited state.   The vibrational mode numbering used for the 12B1 state is that of 
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Tonokura et al.20 Transitions to 91 and 101 were characterized.  These are both in-

plane carbon ring vibrations of a1 symmetry. 

 

5.2. Experimental 

 The experiment was comprised of a cavity ring-down spectrometer, 

pulsed valve system and an electrical discharge.  The experimental setup was 

described in detail in Chapter 3.  Presented here are the details related to the 

optimization of the experiment for the production and detection of the phenyl 

radical.   

 Typical ring-down decay lifetimes were close to 40 s with an error less 

than 1% when averaging 10 shots per wavelength measurement.  The laser step 

size was normally set to 0.001-0.003 nm (~ 0.04 cm-1 at 500 nm). This step size 

was less than the laser bandwidth of ~0.15 cm-1.  An etalon was installed in the 

dye laser oscillator for higher resolution scans with a bandwidth of 0.04 cm-1
.  The 

spectral range of 500 - 530 nm for C6H5 was chosen by considering our mirror 

range, dye laser spectral range, and previous data from the literature.  The 

frequency of the laser was calibrated for each scan using absorption lines from 

metastable noble gas atoms present in the discharge or by simultaneously 

recording a LIF spectrum of I2.    

 Approximately 1-4% bromobenzene 99+% (Aldrich Chemical Company, 

Inc, Milwaukee Wisconsin) or chlorobenzene 99.9% (Sigma-Aldrich, Milwaukee 
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Wisconsin) was seeded in argon or first run neon (Specialty Gases Southeast, 

Suwanee, GA).  The precursor was added by flowing the carrier gas over the 

liquid precursor prior to reaching the pulsed valves.  The concentration of 

bromobenzene was raised by heating the sample holder and gas lines up to 70 oC.  

The gas mixture was pulsed through two pinhole orifices using the Parker series 9 

general valves. 

 The voltage applied to the outer electrodes of the discharge ranged from 

-550 to -900 V.  Higher voltages often resulted in higher radical production 

efficiencies.  The current varied between 100-500 mA when the discharge was on.  

Optimal conditions included argon carrier gas, high backing pressures (2-3 atm), 

high precursor concentration (4%), 0.8 mm slit width, and 200-300 mA of drawn 

current.  The HV discharge plates were isolated from the mounting plate with the 

phenolic insulator.  Close to the discharge (<5mm) sensitivity was high due to 

large concentrations.  However, rotational temperatures at this position were 

often tens of Kelvin. A few centimeters downstream in the expansion the 

rotational temperature dropped to less than 10 K but sensitivity was lost due to 

lower radical concentrations at the beam path.  A compromise put our 

measurements around 1.0 cm from the nozzle.  Subsequent studies showed that 

the phenyl radical could be produced efficiently at cold temperatures with the 

continuous expansion configuration.  However, only results from the pulsed 

expansion are presented here. 
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5.3. Experimental Results 

 A typical CRD spectrum (18888 – 19845 cm-1 or 504 – 530 nm) for jet-

cooled bromobenzene discharge products is shown in Figure 5.1.  Features 

originating from Ar*, C2, and the phenyl radical are indicated.  Broadband 

absorption and/or scattering losses were present across the entire range of the 

spectrum.  The ring-down time also changed with wavelength due to changes in 

mirror reflectivity.  The absorption coefficient was calculated at each wavelength 

measurement using equation 4.1.  The background ring-down time, 2, was found 

by fitting to the spectrum baseline at small increments (<10 cm-1).   

 
Figure 5.1. Visible CRD absorption spectrum of metastable argon (Ar*), C2 and 
the phenyl radical in an expansion from electrically dissociated bromobenzene. 
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 The bands in Figure 5.1 near 19380 cm-1 and 19520 cm-1 were assigned to 

the well known (0-0) and (1-1) Swan bands of C2.  A comparison of the relative 

intensities of the lines in the 0-0 band with a simulation was consistent with 

Trot ≈ 30 K.  Similarly, a comparison of intensities of the 0-0 band with the 1-1 

band was consistent with Tvib ≈ 5000 K.  The low rotational temperature and 

high vibrational temperature was expected since the low energy collisions in the 

expansion transfer energy more efficiently with the nearly resonant rotational 

energy transitions rather than the relatively higher energy vibrational transitions.  

Other sharp peaks in Figure 5.1 were assigned to transitions originating from the 

3s23p5(2P°3/2)4p state of Ar. 

 As described below, the component of line broadening due to upper state 

decay processes for the phenyl radical was determined from the band contours.  

It was therefore important to characterize the lineshapes for transitions that were 

not lifetime broadened, in order to define the instrumental effects.  This was 

accomplished by recording spectra for isolated lines of Ar* and C2.  These data 

were consistent with a Gaussian lineshape with a FWHM of 0.05 cm-1, indicating 

that the Doppler broadening from the expansion was below the laser linewidth.  

 The absorption bands of phenyl were identified based on the results from 

previous studies.  The measured transition energies are collected in Table 5.1. 

Rotationally resolved spectra were recorded for the origin band and the   
  and 

   
  fundamentals as assigned by Tonokura20.  Examples of the higher resolution 
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spectra are shown in Figure 5.2.  Note that the sharp, intense peak in the 

R branch of Figure 5.2 is the 3s23p5(2Po
3/2)4p – 3s23p5(2Po

3/2)8s transition of Ar* 

at 19801.12 cm-1.   

19794 19795 19796 19797 19798

(a)

(b)

 

 

 

Energy (cm
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)

19788 19792 19796 19800 19804

 

 

 

 Energy (cm
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)

 
Figure 5.2.  Rotationally resolved spectrum of the phenyl 12B1 – X2A1 (  

 ) 
transition. a) Experimental spectrum (bottom) and best fit simulation (top).  b) Q 
branch experimental spectrum (dashed) compared to fits with (dotted) and 
without (solid) the Lorentzian contribution to the linewidth.   
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Transition Band  
origin (cm-1) 

G(')(cm-1) A'(cm-1) B'(cm-1) C'(cm-1) 
Excited  

state 
lifetime(ns) 



00
0

 18901.29(3) 0 0.198(1) 0.185(1) 0.0957(5) >0.3 



100
1

 19472.45(3) 571.16(6) 0.197(1) 0.185(1) 0.0959(5) >0.3 



90
1

 19797.41(3) 896.12(6) 0.197(1) 0.185(1) 0.0957(5) 0.10(3) 

  1- errors are given in parenthesis.   

Table 5.1.  Molecular constants for the phenyl radical. 

 

 Excited state rotational constants, rotational temperatures, and excited 

state lifetimes were determined by fitting simulated spectra to the experimental 

data. The program PGOPHER24 was used for this analysis.  The rotational 

constants for the ground state were fixed at the values determined from 

microwave spectra by McMahon et al.2 (A"=0.20947, B"=0.18679, C"=0.09872 

cm-1).  Centrifugal distortion and spin-rotation interaction parameters were not 

included in the model as the energy corrections associated with these terms are 

far below the present resolution. As a starting point for the simulations, we used 

the excited state rotational constants of Tonokura20 et al., which were derived 

from a hybrid DFT calculation (A'=0.1964, B'=0.1846, C'=0.0952 cm-1). The 

12B1-X
2A1 transitions examined were from the zero-point level of the ground 

state to upper levels of b1 vibronic symmetry, and were therefore governed by 

C-type rotational selection rules.   Preliminary spectral simulations with the above 
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parameters were quite close to the observed spectra, permitting assignment of the 

resolved structure and determination of the rotational temperatures.  The latter 

were typically around 20 K.  The final excited state band origins and rotational 

constants were obtained using the least squares fitting capabilities of 

PGOPHER24.  The constants resulting from these fits are listed in Table 5.1.  

Comparisons of the observed and calculated spectra are presented in Figure 5.2. 

 Simulations that employed the instrumental linewidth of 0.05 cm-1 were 

markedly more resolved than the observed spectra.  As an example, Figure 5.2b 

shows the experimental and simulated data for the Q-branch region of the   
  

band.  Partial resolution of the Q-branch was predicted for the instrumental 

linewidth.  Agreement with the experimental data was achieved by convoluting 

the instrumental lineshape with a Lorentzian function of 0.055 cm-1 FWHM.  

This width corresponds to an upper state lifetime of 96 ps.  The contours for the 

  
  and    

  bands were consistent with the instrumental linewidth, and the 

differences were less than the measurement errors (c.f., Table 5.1).  With the 

present resolution it was possible to detect Lorntzian contributions of 0.015cm-1 

or greater.  Based on this upper bound, the lifetimes of the the 00 and 101 

vibronic states must be greater than 0.35ns. 
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5.4. Theoretical Calculations and Analysis 

 The change in rotational constants gives some indications about the 

change in geometry upon excitation from the ground to the first excited 

electronic state.  The results showed a slight decrease in all three rotational 

constants.  A decrease in the rotational constants indicates an increase in the 

moment of inertia.  This result suggests that the ring expands slightly upon 

excitation, consistent with a n   transition where an electron is promoted 

from the stabilizing  network.  

 A program was written using Mathematica 7 to estimate the extent of the 

increase in the ring.  The program changed the C-C bond lengths in the ground 

state geometry by a factor ranging from 0.95 to 1.05.  At each increment (0.0001) 

the rotational constants, A, B, and C were calculated.  The calculated rotational 

constants were then compared to the excited state rotational constants measured 

in the experiment.  A comparative parameter was defined as  = |A'-A"| 

+|B'B"|+ |C'-C"|.  was minimized ( < 0.003 cm-1) at a factor of 1.02.  This 

result estimated a 2 % increase in the C-C bonds upon excitation.   

 Given three rotational constants, there is not enough information to 

predict a unique geometry since numerous molecular geometries share the same 

rotational constants within the experimental error.  To demonstrate this, a 

program was written using Mathematica 7 to randomly search for geometries that 

have rotational constants equal to the experimental values. 
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 The program first defined coordinates for each atom in the planar 

structure for phenyl as shown in Figure 5.3.  The geometry in this figure was the 

optimized geometry calculated with a hybrid density functional theory B3LYP, 

based on Becke’s three-grid integrations and exchange functional25-27 and the 

correlation functional of Lee, Yan, and Parr28.  Dunning’s correction consistent 

aug-cc-pvdz basis set29 was used.  Millions of random geometries were sampled 

by randomly moving the atoms 0 - 0.20 Å from the initial geometry.  C2v 

symmetry was conserved by keeping C1, C4, and H9 on the C2 axis (the z-axis), 

preserving the v plane of symmetry, and retaining a planar molecule for each 

move.  Rotational constants were calculated for each random geometry and 

compared with the experimental values.   

 

  

Figure 5.3. The phenyl radical with atom numbering. 

 The program was used in this way to predict possible geometries for the 

12B1 state of phenyl.  The rotational constants for 100 million random geometries 

were compared to the measured rotational constants.  There were 483,416 

geometries with rotational constants within the experimental error.  There was a 

C2 C3 

C4 

H8 

H9 
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H7 

H10 H11 
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wide distribution of bond lengths and angles within these selected geometries.  

Of the 483,416 geometries, the mean and median C2C3 bond length was longer 

than the initial geometry suggesting that the geometry may lengthen along the z 

axis upon excitation.  Overall however, the results from the random geometry 

searching show that the experimentally determined rotational constants do not 

provide enough information to make definitive conclusions about the excited 

electronic state molecular geometry.   

 The random structure searching method might be more useful given 

results from higher resolution experiments such as molecular constants from 

microwave spectroscopy experiments.  The rotational constants for 200 million 

random geometries were compared with the ground state rotational constants 

reported in McMahon’s microwave spectroscopy study for the ground electronic 

state.  The total computational time was 37 hours using a single 1.7 MHz 

processor.  Out of the 200 million random geometries, only 126 geometries were 

found that matched the experimental rotational constants within the experimental 

error.  Each geometry was distinct and only one of the 126 geometries was similar 

to the optimized geometry predicted using density functional theory.    

 Further computational work was completed to help characterize the 

observed electronic spectrum.  The ground state optimized geometry, electronic 

structure, and vibrational frequencies were calculated at the UB3LYP/cc-pVDZ 

level.  A separate calculation used restricted open-shell Hartree-Fock (ROHF)30 
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theory with the aug-cc-pVDZ basis set.  For comparison, the molecular orbital 

energies were also calculated for the ground state of benzene at the 

RHF/aug-cc-pVDZ level.  Time-dependent density functional theory 

(TDDFT)31,32 was used to calculate the optimized geometry, electronic structure, 

and vibrational frequencies for the first excited electronic state of the phenyl 

radical with the cc-pVDZ basis set.  The vertical excitation energy, T0, and 

oscillator strength were also calculated for the 12B1X2A1 transition.  All 

calculations were performed with the Gaussian 09 computational package33.  The 

phenyl radical is known to have C2v symmetry in both the ground and excited 

electronic states.  The planar molecule was oriented on the yz plane with the C2 

axis along z.  The v plane is the xz plane.  Tight convergence criteria was used 

for geometry optimizations. 

 The upper valence molecular orbital diagrams for benzene and the phenyl 

radical calculated at the ROHF/aug-cc-pVDZ level (RHF for benzene) are 

shown in Figures 5.4 and 5.5.  The highest occupied molecular orbitals 

(HOMOs) for benzene are the well known doubly degenerate z orbitals labeled 

MO 20 and MO 21 in Figure 5.4 that have E1g symmetry.  Note that by 

convention the z-axis is out of plane for benzene and the x-axis is out of plane 

for phenyl.  The UV electronic transitions of benzene are characterized by the 

promotion of an electron from these z orbitals to higher energy virtual orbitals. 
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Figure 5.4. Upper valence molecular orbital diagram for benzene in the 

ground electronic state (X1A1g) calculated at the RHF/aug-cc-pVDZ level. 
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MO # eV sym

* 26 1.704 A1

* 25 1.564 B2

* 24 1.211 A1

* 23 1.133 B2

* 22 0.967 A1

 21 -2.668 A1

 20 -9.245 B1
 19 -9.377 A2

 18 -13.789 B2
 17 -13.887 B1

 16 -14.634 A1
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 Figure 5.5. Upper valence molecular orbital diagram for phenyl in the 

ground electronic state (X2A1) calculated at the ROHF/aug-cc-pVDZ level. 
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 The phenyl radical is produced from benzene by the homolytic 

dissociation of a hydrogen atom.  As a result the symmetry is reduced from D6h 

to C2v.  This lifts the degeneracy of MOs 20 and 21 of benzene to produce the 

non-degenerate MOs 19 and 20 of the phenyl radical in Figure 5.5 which have A2 

and B1 symmetry respectively.  The degenerate  orbitals of benzene (MOs 18 

and 19) are also split to form MOs 18 and 21 of the phenyl radical which have B2 

and A1 symmetry respectively.  MO 18 of benzene has CH -type bonding for all 

six CH bonds.  The breaking of the CH bond to form phenyl largely destabilizes 

this orbital resulting in the non-bonding type MO 21 of phenyl at higher energy.   

 The CRD spectrum in Figure 5.1 is most likely the promotion of an 

electron from MO 20 to MO 21 in the phenyl radical.  DFT calculations were 

completed to test this interpretation and provide more details about the ground 

and excited states.  

 Ground state calculations were done at the UB3LYP/cc-pVDZ level.  

With the axis orientation in Figure 5.5, the doublet ground electronic state had A1 

symmetry since the unpaired electron existed in the MO 21 which has A1 

symmetry.  This singly occupied molecular orbital (SOMO) can be described as a 

 non-bonding orbital centered on C1.  The ground state geometry is described in 

Table 5.2.  The carbon-carbon bonds C1C2, C2C3, and C3C4 were 1.381, 1.407, and 

1.399 Å respectively.  The rotational constants for the optimized ground state 
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geometry were A"= 0.20842, B"= 0.18600, and C"= 0.09829 cm-1.  The 

calculated (scaled) harmonic vibrational frequencies for the X2A1 electronic state 

are listed in Table 5.3 and assigned using Wilson’s34 numbering.  A scaling factor 

of 0.967 was recommended for small cyclic aromatic radicals.35   

 

  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Level UB3LYP TDDFT 

Basis Set cc-pvdz cc-pvdz 

Electronic State X2A1 12B1 

r C1C2 1.381 1.466 

r C2C3 1.407 1.381 

r C3C4 1.399 1.415 

r C2H7 1.093 1.097 

r C3H8 1.093 1.094 

r C4H9 1.092 1.094 

a C6C1C2 125.8 111.8 

a C1C2C3 116.6 124.8 

a C2C3C4 120.2 119.0 

a C1C2H7 122.4 117.3 

a C4C3H8 120.2 119.4 

Table 5.2. Calculated geometric parameters for the phenyl radical in the 
ground electronic state (X2A1) and first excited electronic state (12B1). 
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X2A1 

 
12B1 

Mode Assignment Sym 

 
 Sym Assignment 

1  A1 3092 
 

3086 A1 

2 a A1 3078 
 

3060 A1 ba

3 b A1 3060 
 

3033 A1 ab

4 a A1 1531 
 

1588 A1 a

5 a A1 1417 
 

1387 A1 a

6 CH scissor A1 1125 
 

1166 A1 CH scissor

7 a A1 1013 
 

989 A1 a

8  A1 988 
 

966 A1 a

9  A1 949 
 

897 A1 a

10 b A1 594 
 

573 A1 b

11 a A2 935 
 

965 A2 a

12 a A2 787 
 

762 A2 a

13 a A2 388 
 

291 A2 a

14 b B1 966 
 

994 B1 bb

15 b B1 864 
 

935 B1 bb

16  B1 697 
 

747 B1 

17  B1 651 
 

663 B1 

18 b B1 412 
 

349 B1 b

19 b B2 3081 
 

3066 B2 ba

20 a B2 3066 
 

3033 B2 ab

21 b B2 1585 
 

1473 B2 b

22  B2 1409 
 

1344 B2 bb

23  B2 1296 
 

1306 B2 b

24 b B2 1250 
 

1191 B2 bb

25  B2 1126 
 

1082 B2 bb

26 b B2 1035 
 

1014 B2 bb

27 a B2 577 
 

514 B2 a

       Table 5.3.  Scaled vibrational frequencies for the X2A1 and 12B1 states of phenyl 
using B3LYP/cc-pVDZ for the X2A1 state and TDDFT/cc-pVDZ for the 12B1 
state. 
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 TDDFT calculations confirmed that the first excited electronic state was 

a doublet with B1 symmetry.  The electronic transition involved the promotion of 

one electron from the highest lying doubly occupied B1 molecular orbital 

(MO 20) to the SOMO mentioned above (MO 21).  The calculated vertical 

excitation energy (TDDFT/cc-pVDZ) for 12B1  X2A1 was 2.8898 eV 

(429.03 nm or 23,308.39 cm-1) with a very weak oscillator strength (f=0.0007).  

The B1 orbital, MO 20 in Figure 5.5, can be described as a bonding x molecular 

orbital with population over the C6C1C2 carbons and the C3C4C5 carbons with 

nodes between the C2C3 bond and C5C6 bond.  The optimized excited state 

geometry was compared with the optimized ground state geometry in Table 5.2.  

The carbon-carbon bonds C1C2, C2C3, and C3C4 were 1.466, 1.381, and 1.415 Å 

respectively.  The rotational constants for the optimized excited state geometry 

were A'=0.19622, B'=0.18596, and C'=0.09548 which agree well with the 

experimentally determined values.  The largest change in carbon-carbon bond 

distances was the increase in the C1C2  and C6C1 bonds compared to the ground 

electronic state.  There was a large decrease in the C6C1C2 angle and an increase 

in the C3C4C5 and C5C6C1 angles.  The calculated (and scaled) harmonic 

vibrational frequencies for the 12B1 electronic state are listed in Table 5.3.  The 

assignments for the excited state are linear combinations of the ground state 
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normal modes with coefficients corresponding to the dominant squared elements 

of the Duschinsky matrix (J2

ik).
36  

 The 12B1  X2A1 vibronic spectrum of phenyl was calculated using the 

Franck-Condon principle to determine intensities of transitions between the two 

states.  The optimized geometries and frequencies for the ground and excited 

states described above were used, along with the built in function36 in 

Gaussian 09, to calculate the vibrationally-resolved electronic spectrum shown in 

Figure 5.6 (red).  The stick spectrum was simulated using the 0.967 scaling factor 

for excited state frequencies.  There were no hot bands included in the 

simulation.  The main progressions agree remarkably well with Porter’s and 

Ward’s37 room temperature gas phase spectrum (green) and with our jet cooled 

spectrum (purple). 

 TDDFT with the cc-pVDZ basis set predicted the transition band origin 

(T0), to be 18436.80 cm-1 (542.39 nm or 2.286 eV).  Experimentally, the origin 

(T0) was measured at 18901.29 cm-1, a difference of 464.49 cm-1.  This difference 

is not beyond the typical error for this level of theory for similar molecules.38  The 

calculated spectrum was shifted 464.49 cm-1 in Figure 5.6 to compare the 

calculated vibrational band positions with our experimental spectrum and with 

Porter and Ward’s37 data.  The main progressions, those from the 10 and 9 

modes, show excellent agreement in both line position and intensity.   
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Figure 5.6. TDDFT/cc-pVDZ Franck-Condon calculated spectrum for the  
phenyl radical (red), compared to Porter and Ward’s37 room temperature gas 
phase spectrum (green) and jet cooled CRDS spectrum (purple).   
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 The majority of the calculated spectrum was dominated by four modes: 

,, , and .  All of these modes have a1 symmetry.  The excited state 

modes  and  are described as linear combinations of the ground state , , 

and  modes (see Table 5.3) due to the mode mixing of these states.  Neither 

excited state modes  nor  have significant mode mixing.  The displacement 

vectors for the , , , and  modes are shown in Figure 5.7.  These modes 

are all associated with the in-plane ring bending and stretching modes of a1 

symmetry.  These modes have large Franck-Conon factors because they coincide 

with the change in geometry associated with the n electronic transition.    

 

Figure 5.7. Displacement vectors for the , , , and  modes of the 12B1 
electronic state of the phenyl radical. 
 
   

5.5. Discussion and Conclusions 

 The measurements of jet-cooled phenyl radicals provide improved values 

for the band origins of the   
 ,   

  and    
  transitions.  The band positions listed 

in the original work of Porter and Ward7 appear to be R-branch band heads, and 

    
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they are displaced about 8 cm-1 to the high-frequency side of the origins given in 

Table 5.1.  From their rotational contour fit of the   
  band, Tonokura20 et al. 

reported a band origin of 18900  2 cm-1, which is in good agreement with the 

present results.  The vibrational intervals given in Table 5.1 are also in agreement 

with earlier measurements, while slightly improving the accuracy.   

 Theoretical calculations for the 12B1 state predict a planar structure20-23 and 

the fitted rotational constants are consistent with this geometry (i.e., the intertial 

defect is below the error limits). The constants are very close to the values 

predicted for the 12B1 equilibrium structure by the hybrid DFT calculations of 

Tonokura20 et al. (B3LYP with the cc-pVDZ basis set, values given above) and 

with the TDDFT/cc-pVDZ results from this study.  Both the measured and 

calculated constants are smaller than those of the ground state zero-point level.  

This fits with the n character of the transition, which leads to a weakening of 

the -bonding network and an expansion of the carbon ring. 

 The upper state linewidths were found to be far smaller than the estimate 

of 0.5 cm-1 provided by Tonokura20 et al..  Homogenous broadening of the 00 and 

101 levels was not detected, but the fact that fluorescence spectra have not been 

reported for phenyl indicates that the fluorescence quantum yield may be low due 

to the presence of non-radiative decay channels. TDDFT predicted an oscillator 

strength of 0.0007 for the 12B1-X
2A1 transition, which corresponds to a radiative 

lifetime for 12B1 of 6.0 s.  If the lifetimes of the 00 and 101 levels are just above 
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the 0.35 ns lower bound, the fluorescence quantum yield could be as low as 

6x10-5.  The 96 ps lifetime for 91 results in a quantum yield of 1.6x10-5.  Internal 

conversion to the ground state is the only non-radiative decay channel open for 

the 00, 101 and 91 levels, and the observation of the fastest decay rate for the 

highest energy level may reflect the increasing density of available final states. 

Channels that lead to ring opening or the elimination of a hydrogen atom to form 

benzyne were not energetically accessible 39,40.  The calculations of Madden et al. 39 

predict that these channels will open for photon energies of 21,000 cm-1 (ring 

opening) and 26,600 cm-1 (H atom loss). 
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Chapter 6.  The Phenoxy Radical 

6.1. Introduction 

  The phenoxy radical has an important role in combustion chemistry.  It is 

an intermediate in the oxidation of small aromatic hydrocarbons.  The presence 

of phenoxy in combustion is likely to contribute to the formation of polycyclic 

aromatic hydrocarbons, the precursors to soot.1  Kinetic studies, involving the 

phenoxy radical, are therefore numerous.2-13  These kinetic studies often use 

absorption methods to determine the transient concentrations of the species 

involved.  Ample spectroscopic data for the phenoxy radical are then necessary to 

carry out these studies.   

  Like many combustion intermediates, phenoxy is a free radical with very 

high reactivity.  Intricate experimental methods are then required to produce high 

radical concentrations and detect them quickly after production.  Despite this 

difficulty, phenoxy has been produced and detected by a variety of methods.  

Production methods include photolysis3-5,10,14-22, pyrolysis1,23,24, photodetachment 

of phenoxide25, decomposition of phenyl peroxide 2, and pulsed radiolysis9,26,27.   

  Porter and Wright28 first observed phenoxy in the gas phase by UV 

spectroscopy of photodissociated anisole and phenol.  Other spectroscopic 

studies followed including electron spin resonance spectroscopy (ESR)27,29-32, 

Raman spectroscopy18,33-36, IR spectroscopy1,14,23,37 and UV-Vis spectroscopy14,17,37 

of matrix isolated phenoxy, gas phase photoelectron spectroscopy25,38, electronic 
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absorption spectroscopy4-6,9,10,12,14-17,19-21,26,28,39, cavity ring-down spectroscopy3,4, 

anion photodetachment spectroscopy40, and mass spectrometry1,2,23,24.  Microwave 

spectra are not yet available for this radical. 

  The phenoxy radical provides a great example of the collaboration 

between experimental and computational chemistry to assign spectra and 

determine molecular and electronic structure.  The large number of normal 

modes made assignment of IR and Raman spectra difficult without the aid of ab 

initio calculations.  However by 2001, a combination of experimental1,7,14,18,33-38 and 

theoretical7,14,15,33,38,41,42 studies resulted in the assignment of all but one of the 

vibrational normal modes.  The assignment of the electronic absorption spectra 

was also a difficult task.  There were many disagreements in assigning the UV and 

visible transitions9,10,13,15-17,19-21,26,28,37,38,40-45 until they were definitively assigned by 

combined UV-Vis and IR polarization spectroscopy6 and high level theoretical 

studies4,43,44,46-48.   

  Kinetic studies of combustion intermediates often utilize the lower energy 

electronic transitions in the visible region.  These lower energy transitions are 

used because they are often more narrow and less likely to overlap with 

absorption from other molecules.  For phenoxy, the B2A2-X
2B1 transition has 

been shown to exhibit vibrational structure in the visible region.6,12,15,17,19  

However, the features of the 500 cm-1 progression in this region are still quite 

broad at room temperature.  Although excited state calculations47 predict the 
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contour of this transition well, it would be beneficial to examine the excited state 

more closely.   

  The previous section detailed the successful observation of the first 

electronic transition of the rotationally cold phenyl radical by cavity ring-down 

spectroscopy in a jet expansion.49  The absorption spectrum of the cold radical 

both increased in intensity and was greatly simplified due to the radical 

population being restricted to low rotational states.  In this experiment the 

phenoxy radical was produced in an electrical discharge, cooled in a jet expansion, 

and the B2A2-X
2B1 transition was recorded by cavity ring-down spectroscopy.  

The spectrum of the cold radical, combined with computational results, provided 

more details about the B2A2 electronic state.   

 

6.2. Experimental 

  The experimental setup was similar to the phenyl experiments in 

Chapter 5 but with some minor changes.  First, an insulator and grounding plate 

was added between the high voltage plates and the mounting plate.  This helped 

to reduce soot buildup at the expansion site.  Even with less soot, the radical 

production efficiency varied greatly from day to day.  This was attributed to the 

variation in flow rates of the pulsed solenoid valves.  The internal plastic poppets 

which seal the pinhole would easily deform during operation which altered the 

valve operation.   
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  Eventually, a continuous pinhole flow system was constructed and used 

in place of the pulsed valves.    All interior valve components were removed for 

continuous flow measurements so that gas could freely flow into the vacuum 

chamber.  The gas flowed through the open valve and entered the slit discharge 

through a 0.8 mm channel in a 1.0 cm thick aluminum plate.  Flow rates were 

controlled by varying the backing pressure and could not surpass 20 psia.  Two 

pinholes were used for the continuous flow and pulsed valve experiments.   

  Two pairs of ring-down mirrors and two laser dyes were used to span the 

necessary wavelength range for this experiment.  One pair of mirrors was 

centered at 570 nm with a maximum reflectance of 99.995% and a bandwidth of 

40 nm.  Typical ring-down time measurements were 30-40 s with these mirrors.  

The other pair had a higher reflectivity of 99.9985% at their center (620 nm) and 

had a 30 nm bandwidth.  Ring-down times up to 180 s were observed with an 

empty cavity.   

  Phenoxy was observed in the jet expansion after passing phenol or 

anisole through the electrical discharge.  Anisole produced higher radical 

concentrations likely due to its higher vapor pressure.  The precursor was seeded 

in argon.  A low ballast resistance (1 kΩ) and high voltage (1 kV), which 

produced ≈ 220 mA current when the discharge was on resulted in the highest 

phenoxy detection sensitivity. The probe beam detection distance was 6 mm 

from the exit of the nozzle.  Rotational temperatures were≈ 20K for the pulsed 
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valves and ≈ 45 K with the continuous expansion.  Spectral calibrations were 

obtained using both metastable argon and C2 absorption features. 

 

6.3. Experimental Results 

  A cavity ring-down spectrum (15785–17513 cm-1 or 571–633.5 nm) for 

jet-cooled anisole discharge products is shown in Figure 6.1.  The absorption 

coefficient was calculated using equation 4.1 where 1 was the ring-down time 

with the discharge on and 2 was the ring-down time with the discharge off.  The 

broad absorption peaks are assigned to the B2A2-X
2B1 transition of the phenoxy 

radical.  The suspected weak origin band is centered at 15860 cm-1.  A 516 cm-1 

progression of three additional peaks was observed to the blue of the origin band.  

Shoulder peaks arise about 60 cm-1 to the red of the peaks in the progression.  

The continuous expansion source was used in the region 15785-16600 cm-1.  The 

pulsed valve source was used in the region 16600-17513 cm-1.  Without 

computational results, no immediate assignments could be made because of the 

diffuse nature of the vibronic spectrum.  Further analysis will be presented in 

Section 6.4. 
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Figure 6.1.  Visible CRD absorption spectrum of products in an expansion of 
electrically dissociated anisole.   
 

  Sharp features originating from Ar* were present near the origin band 

and provided convenient calibration lines. Broadband absorption and/or 

scattering losses were present across the entire range of the spectrum, even near 

the origin band.  The ring-down time also changed with wavelength due to 

changes in mirror reflectivity as described in the experimental section. 

  Several of the sharp peaks in Figure 6.1 were assigned to the well known 

Swan bands of C2.  These peaks, along with the phenoxy absorption, grew in 

intensity as the discharge voltage was increased.  At high voltage, a comparison of 

the relative intensities of the lines of the C2 0-0 band with a simulation was 
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consistent with Trot ≈ 30 K when the pulsed valves were used.  To estimate the 

cooling efficiency using the continuous expansion the partially resolved 

rovibrational contour of the phenyl radical at 505.1 nm was fit to a PGopher 

simulation.  With bromobenzene as a precursor, phenyl was produced in the 

continuous expansion at Trot ≈ 45 K.  Vibrational cooling was not as efficient and 

C2 often had vibrational temperatures approaching 5,000 K.  The vibrational 

cooling efficiency for larger molecules could not be determined.  Other sharp 

peaks in Figure 6.1 were assigned to transitions originating from the 

3s23p5(2P°3/2)4p  and 3s23p5(2P°1/2)4p states of Ar. 

 

6.4 Theoretical Calculations and Analysis 

  Theoretical descriptions of the X2B1 and B2A2 electronic states of phenoxy 

were needed in order to simulate the spectrum to support the assignment.  The 

ground state optimized geometry, electronic structure, and vibrational frequencies 

were calculated at the UB3LYP/cc-pVDZ and UB3LYP/aug-cc-pVTZ levels.  

The upper valence molecular orbital diagram was constructed from 

ROHF/aug-cc-pVDZ calculations to explore the nature of the electronic 

transitions and for comparison with the phenyl radical.  Time-dependent density 

functional theory (TDDFT) was used to calculate the optimized geometry, 

electronic structure, and vibrational frequencies for the second excited electronic 

state of the phenoxy radical with the cc-pVDZ and aug-cc-pVTZ basis sets.  The 
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vertical excitation energy, transition band origin (T0), and oscillator strength were 

also calculated for the B2A2X2B1 transition.  All calculations were performed 

with the Gaussian 09 computational package50.  The phenoxy radical is known to 

have C2v symmetry in both the ground and excited electronic states.  The planar 

molecule was oriented on the yz plane with the C2 axis as the z-axis.  The v 

plane was the xz plane.  Tight convergence criteria were used for geometry 

optimizations.   

  The upper valence molecular orbital diagram for the phenoxy radical, 

calculated at the ROHF/aug-cc-pVDZ level, is shown in Figure 6.2.  The 

molecular orbitals of phenoxy can be viewed as a combination of the phenyl 

orbitals (see Figure 5.5) with the p atomic orbitals of the oxygen atom.  For 

example, the SOMO of phenoxy (MO 25) is the antibonding combination of 

MO 20 of phenyl with the px orbital of O.  MO 22 of phenoxy is the bonding 

combination of those two orbitals.  Likewise MOs 23 and 21 are the antibonding 

and bonding combinations involving MO18 of phenyl and O py oribals.  MO 20 

of phenoxy has a small amount of O pz character mixed with the  orbital 16 of 

phenyl.  
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Figure 6.2. Upper valence molecular orbital diagram for phenoxy in the 

ground electronic state (X2B1) calculated at the ROHF/aug-cc-pVDZ level. 
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  The first optically allowed transition involves the promotion of an 

electron from MO 24 to MO 25.  The spectrum in Figure 6.1 is characterized by 

this electronic transition.  DFT calculations were completed to support this 

assignment and provide more details about the ground and excited states. 

  With the orientation in Figure 6.2, the doublet ground electronic state has 

B1 symmetry since the lone electron in the SOMO has B1 symmetry.  This singly 

occupied molecular orbital (SOMO) is described as a delocalized px molecular 

orbital with nodes at the C1=O bond, and between the C2C3 and C5C6 bonds and 

with bonding character at the C3C4C5 and C6C1C2 regions.  The calculated 

ground state geometric parameters are listed in Table 6.1.  The C=O bond length 

of 1.252 Å is close to known lengths for CO double bonds.  The carbon-carbon 

bonds C1C2, C2C3, and C3C4 were 1.448, 1.371, and 1.405 Å respectively at the 

aug-cc-pVTZ level.  The calculated harmonic vibrational frequencies for the X2B1 

electronic state are listed in Table 6.2.  The same mode labeling and scaling factor 

(0.967) as Cheng et al.46 was used for comparison and the results agreed well for 

the ground electronic state. 
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Table 6.1. Geometric parameters for phenoxy radical in the ground electronic 
state (X2B1) and second excited electronic state (B2A2). 
 

 

  
B3LYP 

 
B3LYP 

  
  

cc-pVDZ 
 

aug-cc-pVTZ 
  Mode Sym X2B1 x0.967 X2B1 x0.967 

 1 a1 3207.8 3102 3199.2 3094 
 2 a1 3196.5 3091 3188.9 3084 
 3 a1 3174.9 3070 3167.2 3063 
 4 a1 1594.6 1542 1586.5 1534 
 5 a1 1486.0 1437 1481.1 1432 
 6 a1 1414.2 1367 1420.1 1373 
 7 a1 1152.0 1114 1166.6 1128 
 8 a1 1011.5 978 1010.4 977 
 9 a1 978.3 946 989.9 957 
 10 a1 808.9 782 806.8 780 
 11 a1 528.3 511 531.4 514 
 

                

Level UB3LYP UB3LYP TDDFT TDDFT 

Basis Set cc-pvdz aug-cc-pvtz cc-pvdz aug-cc-pvtz 

Electronic State X2B1 X2B1 B2A2 B2A2 

r CO 1.256 1.252 1.244 1.244 
r C1C2 1.455 1.448 1.451 1.440 
r C2C3 1.380 1.371 1.439 1.433 
r C3C4 1.412 1.405 1.394 1.385 
r C2H1 1.092 1.081 1.093 1.082 
r C3H2 1.093 1.082 1.094 1.083 
r C4H3 1.092 1.081 1.089 1.078 
a C6C1C2 117.0 117.1 111.7 112.1 
a C1C2C3 121.0 120.8 123.6 123.3 
a C2C3C4 120.2 120.3 122.4 122.4 
a C1C2H1 116.9 117.1 117.3 117.7 
a C4C3H2 119.5 119.4 119.7 119.7 
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12 a2 990.2 958 994.4 962 
 13 a2 810.7 784 808.0 781 
 14 a2 381.2 369 380.7 368 
 

       15 b1 1007.2 974 1006.6 973 
 16 b1 933.4 903 935.4 905 
 17 b1 807.2 781 808.8 782 
 18 b1 660.9 639 655.7 634 
 19 b1 488.6 472 480.5 465 
 20 b1 194.5 188 187.8 182 
 

       21 b2 3204.4 3099 3196.3 3091 
 22 b2 3181.9 3077 3173.6 3069 
 23 b2 1549.2 1498 1547.1 1496 
 24 b2 1442.9 1395 1446.6 1399 
 25 b2 1344.4 1300 1340.4 1296 
 26 b2 1271.8 1230 1278.4 1236 
 27 b2 1155.7 1118 1164.2 1126 
 28 b2 1082.6 1047 1091.2 1055 
 29 b2 595.4 576 597.1 577 
 30 b2 443.3 429 447.1 432 
 

 

Table 6.2.  Calculated vibrational frequencies for phenoxy radical in the ground 
electronic state (X2B1). 
 
 
 

  
TDDFT 

 
TDDFT 

 
  

cc-pVDZ 
 

aug-cc-pVTZ 
 Assignment Sym B2A2 x0.967 B2A2 x0.967 

 a1 3229.8 3123 3220.5 3114 

 a1 3194.1 3089 3187.8 3083 

 a1 3172.1 3067 3166.2 3062 

 a1 1630.2 1576 1586.3 1534 

 a1 1581.1 1529 1571.9 1520 
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 a1 1413.1 1366 1419.7 1373 

 a1 1165.7 1127 1177.5 1139 

 a1 1039.7 1005 1041.7 1007 

 a1 967.9 936 979.7 947 

 a1 813.8 787 816.3 789 

 a1 514.7 498 519.8 503 

       a2 979.0 947 979.9 948 

 a2 836.4 809 840.4 813 

14  a2 335.3 324 331.2 320 

       b1 984.1 952 996.8 964 

 b1 862.8 834 866.6 838 

 b1 764.5 739 774.1 749 

 b1 529.8 512 528.8 511 

 b1 413.5 400 410.3 397 

 b1 109.2 106 101.1 98 

       b2 3193.2 3088 3187.1 3082 

 b2 3175.2 3070 3169.2 3065 

 b2 1620.6 1567 1620.3 1567 

 b2 1413.1 1366 1439.3 1392 

 b2 1356.4 1312 1366.4 1321 

 b2 1244.6 1204 1259.1 1218 

 b2 1164.7 1126 1182.2 1143 

 b2 1019.1 985 1020.8 987 

 b2 593.1 574 598.4 579 

30 b2 430.1 416 434.1 420 

      
 

Table 6.3.  Calculated vibrational frequencies for phenoxy radical in the second 
excited electronic state (B2A2). 
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  TDDFT calculations predict the first electronic transition A2B2  X2B1, 

which is symmetry forbidden, to occur in the IR region.  This involves the 

promotion of an electron from MO 23 to MO 25.  The upper state of the second 

electronic transition was a doublet with A2 symmetry.  This is the first optically 

allowed electronic transition.  The transition involved the promotion of one 

electron from the MO 24 to MO 25.  The calculated vertical excitation energy 

(with the aug-cc-pVTZ basis set) for B2A2  X2B1 was 2.3484 eV (527.96 nm or 

18,940 cm-1) with a weak oscillator strength (f=0.0048).  This prediction is slightly 

higher in energy than the observed experimental origin band.     

  The A2 orbital from which the electron was promoted (MO 24) can be 

described as a bonding px molecular orbital with population density over the 

C2C3 carbons and the C5C6 carbons.  The optimized excited state geometry is 

compared with the ground state geometry in Table 6.1.  There was little change in 

the C=O bond length and it still retained double bond character.  The carbon-

carbon bonds C1C2, C2C3, and C3C4 were 1.440, 1.433, and 1.385 Å respectively.  

The largest change in carbon-carbon bond distances was the increase in the C2C3 

bond compared to the ground electronic state.  There was a large decrease in the 

C6C1C2 bond C3C4C5 bond angles.  The calculated (and scaled) harmonic 

vibrational frequencies for the B2A2 electronic state are listed in Table 6.3.  The 

assignments are linear combinations of the ground state normal modes with 
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coefficients corresponding to the dominant squared elements of the Duschinsky 

matrix (J2
ik).   

  The B2A2  X2B1 vibronic spectrum of phenoxy was calculated using the 

Franck-Condon principle to determine intensities of transitions between the two 

states.  The optimized geometries and frequencies were used for the ground and 

excited states described above, along with the built in function in Gaussian 09 to 

calculate51 the vibrationally-resolved electronic spectrum shown in Figure 6.3 

(green trace).  The scaled harmonic frequencies were used in this simulation. 
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Figure 6.3. Visible CRD absorption spectrum of products in an expansion of 
electrically dissociated anisole along with calculated spectrum with (red) and 
without (green) hot bands. The calculated spectrum was shifted 760 cm-1. 
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  TDDFT with the aug-cc-pVTZ basis set predicted the origin of the 

electronic transition to be T0=16620 cm-1 (17147 cm-1 with the cc-cVDZ basis 

set).  Experimentally, with this assignment the origin was detected at 15860 cm-1, 

a difference of 760 cm-1.  This difference is not beyond the typical error for this 

level of theory for similar molecules.47  The calculated spectrum was shifted 760 

cm-1 in Figure 6.3 to compare the calculated vibrational contour with our 

experimental spectrum.  The vibrational contour resulting from the cc-pVDZ 

basis set had only subtle differences.  The calculated vibronic lines were 

broadened to account for lifetime broadening using a Lorentzian type profile with 

a full width half max (FWHM) of 70 cm-1.  The simulated contour agrees well 

with a previous calculation published by Dierksen47. 

  Another alternative assignment also exists.  The relative intensity of the 

suspected origin band at 15860 cm-1 is much larger than observed in the 

experiment.  If instead the origin is assigned as the peak at 16403 cm-1 the 

agreement with the calculation is better.  The relative intensities are a closer 

match, the peak positions are also in better agreement, and the origin at 16403 

cm -1 is in better agreement with the TDDFT calculation.  However in this case 

there is not a definitive assignment for the peak at 15860 cm-1.  The comparison 

of the calculated spectrum, shifted only 217 cm-1 to match the experimental data, 

with the experimental data is shown in Figure 6.4 (green trace).  The calculated 
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spectrum was shifted on the y-axis to account for background broadband 

absorption.   

  

 

 

  To test the influence of structure on the fit PGOPHER52 was used to 

simulate the full rotationally resolved origin band using the rotational constants 

from the calculated optimized geometries (A"= 0.18501, B"=0.093459, 

C"=0.062093, A'=0.19602, B'=0.087466, C'=0.060480 in cm-1).  The contour of 

the simulation including rotational splitting was nearly indistinguishable from the 

contour of a single broadened delta function when the Lorentzian FWHM was 

larger than 20 cm-1.  For this reason the simulated spectra reported here do not 
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Figure 6.4. Visible CRD absorption spectrum of products in an expansion of 
electrically dissociated anisole along with calculated spectrum with (red) and 
without (green) hot bands. The calculated spectrum was shifted 217 cm-1. 
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contain rotational information but instead are composed of broadened delta 

functions assigned to vibronic transitions.  The difference of the calculated 

relative intensities compared to the experimental data is then due to errors from 

computational approximations, hot band contributions (discussed below), and 

variations in the ring-down time and radical production efficiency throughout the 

experiments.   

  The intense 516 cm-1 progression of peaks was assigned to the 

progression of the lowest energy a1 modes,     
      

      
 .  This mode has been 

described as a totally symmetric (in-plane) CC-stretching/bending mode.47  The 

blue sides of the broad simulated peaks match well with the 70 cm -1 FWHM 

simulation however there appears to be shoulders about 60 cm-1 to the red of 

each vibronic transition in the progression.  The lowest ground state vibrational 

mode,    ,  was 182 cm-1.  Therefore the shoulders cannot be attributed to the 

    
     

   hot bands.  Besides the difference in energy, the transition is 

symmetry forbidden.  However, upon electronic excitation, the     mode is 

predicted to decrease by 84 cm-1.  This could explain the bands to the red, if they 

were assigned to the symmetry allowed     
     

       
     

      
     

  hot 

bands.  For the best agreement, hot bands originating from     
  and     

  were 

added using intensities from a Boltzmann distribution at 300K and a red shift of 

60 cm-1.  The result is shown as the red traces in Figures 6.3 and 6.4.  The 

calculated spectrum including these hot bands had better agreement with the 
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experimental spectrum.  The peak at 16376 cm-1 had more intense shoulder peaks 

because this band was acquired using the continuous expansion while the other 

two bands, at higher energy, were acquired using the pulsed expansion.  The 

continuous expansion decreased the cooling efficiency resulting in a higher 

vibrational temperature and therefore larger shoulder peak intensities.  To be 

sure, the peak at 17400 cm-1 was measured using the continuous expansion.  The 

result was much more intense shoulder peaks when compared to the pulsed valve 

measurement.  These observations support our assignment of the shoulder peaks 

to these hot bands.   

 

6.5. Discussion and Conclusions 

  By comparing the C1C2, C2C3, and C3C4 relative bond lengths to benzene 

(1.397, 1.397 and 1.397 Å) or p-benzoquinone (1.477, 1.322, and 1.477 Å), 

Chipman et al. described the phenoxy ring in its electronic ground state to be 

intermediate between aromatic and quinoid.41  This character carries with it 

chemical implications especially relating to redox chemistry.53  The calculated 

carbon ring bond lengths for the ground state (1.448, 1.371, and 1.405 Å) agree 

with Chipman.  The ring structure for the B2A2 electronic state (1.440, 1.433, and 

1.385 Å) has reduced quinoid resemblance.  The C2C3 bond is lengthened by the 

removal of the electron from the px bonding orbital centralized on the C2C3 

bond to a delocalized px bond with bonding character at the C3C4C5 and C6C1C2 
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regions.  Along with the C2C3 bond shortening, this description of the electronic 

transition also explains the significant decrease for the C3C4C5 and C6C1C2 angles 

of 4.2 and 5.0 degrees respectively.  The C=O bond retains its double bond 

character. 

  Our results cannot be compared with the isoelectronic phenylthiyl 

(C6H5S) radical because the experimental and theoretical work54 predicts that the 

HOMO of phenylthiyl is localized on the S atom while for phenoxy it is 

delocalized over oxygen and the aromatic ring resulting in different bonding 

effects. 

  Based on the calculations reported here, the B2A2  X2B1 transition was 

assigned as po 
 p.  This disagrees with the most recent assignments of 

p*  p.6,15  The calculations support this assignment in several ways.  First, the 

non-bonding SOMO oribital of phenyl (MO 21 in Figure 5.5) is of comparable 

energy to the SOMO of phenoxy (MO 25 in Figure 6.2) which is the p orbital 

assigned as non-bonding.  TDDFT calculations also support this assignment.  

The one electron energy of the excited state p orbitals involved in the transition 

are all stabilized with respect to the isolated carbon and oxygen energies. Figure 

6.5 shows the  electron energies for several molecular orbitals nearby the 

SOMO in the ground and excited electronic states.   
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Figure 6.5. Calculated (TDDFT/aug-cc-pVTZ)  electron energies in Hartree 
for the ground electronic state (X2B1) and second excited electronic states (B2A2) 
of phenoxy.  The orbital symmetries are labeled along with selected orbital 
numbers.  The x-axis has no physical meaning and the orbitals are only staggered 
for clarity. 
 

  Orbitals 19, 22, 23, 25, 26, and 29 are all px orbitals involved in the 

conjugated ring and oxygen atom.  Note that the orbital numbering may be 

different with the TDDFT than with ROHF.  The majority of these orbitals, 

including the 25th orbital, are stabilized upon excitation.  The Mulliken atomic 

spin density analysis of the X2B1 and B2A2 states also support the assignment.  

There is little change in spin density between the two states.  This can be 

explained by the fact that the electron transition occurs within the same spin 

system - the conjugated px orbitals on the ring.  This is in contrast to the A2B2 
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electronic state for which Cheng’s et al. calculations46 predict that the spin density 

is almost entirely localized on the oxygen atom.  They assign the A2B2  X2B1 

transition as p  p or p o  p.  The present study supports the p o  p 

assignment since the B2A2  X2B1 transition involves an electron promotion to 

the same SOMO which they assign as por po.   MO 25 also closely resembles the 

highest energy doubly occupied molecular orbital of the phenyl radical, which has 

been assigned as a p bonding orbital.  The final support for the assignment is that 

the newly doubly occupied p orbital shows a significant decrease for the C3C4C5 

and C6C1C2 angles indicative of the bonding character for this orbital.  It is this 

geometry change which accounts for the strong progression in our experimental 

spectra. The antibonding contribution at the CO region shows no change in the 

CO bond length.   

  The accuracy of the calculations reported here is supported by the 

agreement of the calculated spectrum with our experimental measurements.  The 

516 cm-1 progression was assigned to a totally symmetric (in-plane) CC-

stretching/bending     mode which results in a large change in the C3C4C5 and 

C6C1C2 angles.  This stretch reflects the geometric change resulting from the B2A2 

 X2B1 electronic transition.  This gives a favorable Franck-Condon effect 

resulting in a large amplitude progression for this fundamental stretch mode.   

  The significant 70 cm-1 FWHM broadening is attributed to lifetime 

broadening due to fast nonradiative decay from the B2A2 electronic state.  This 
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correlates to an excited state lifetime of 76 fs.  The calculated transition oscillator 

strength (f = 0.0054) corresponds to a radiative lifetime of 1.1 s.  The 

fluorescence quantum yield from this state is 7x10-8.  The lifetime broadening has 

been observed in several previous studies6,15 however the measured lifetime 

broadening in a jet expansion was two to three times narrower than previous 

reports.  The larger broadening in previous reports was likely due to matrix 

effects.  Rapid internal conversion to the A2B2 electronic state has been suggested 

as the key energy transfer process.15  However, dissociation of CO to produce 

cyclopentadienyl cannot necessarily be ignored.  The thermal decomposition of 

phenoxy to CO and cyclopentadienyl has been measured experimentally in two 

separate studies55,56 which both report an activation energy of 44 kcal/mol or 

15400 cm-1 which is below the measured origin bands for both assignments.  In 

contrast to the experimental work, computational work has consistently predicted 

a dissociation limit nearly 10 kcal/mol or 3500 cm-1 larger than the reported 

experimental values which would rule out the dissociation pathway.  The 

proposed reason for this discrepancy is that the experimental measurements do 

not represent high-pressure values and that the use of an Arrhenius expression 

will underestimate the activation energy.11,57  The B2A2  X2B1     
      

      
  

excitation does however bring the C2 and C6 atoms closer together which follows 

the proposed dissociation mechanism where the C2 and C6 atoms combine to 

form cyclopenatdiene while ejecting CO. 
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Chapter 7.  The Phenyl Peroxy Radical 

7.1. Introduction 

  The phenyl peroxy radical (C6H5O2) is known to be an important 

intermediate in combustion chemistry and the low temperature oxidation of 

benzene1-6.  It is produced by the barrierless exothermic reaction of the phenyl 

radical with O2.  Following its production, phenyl peroxy may be stabilized by 

collisional relaxation or it may rearrange to form the 2-oxepinoxy radical7-9.  If 

there is sufficient internal energy, the latter may further decompose to CO2 and 

the cyclopentadieneyl radical.  There are several other decomposition pathways at 

higher energies, including those that lead to the formation of the phenoxy radical 

(C6H5O)7-11. Experimental studies of the C6H5+O2 reaction have been conducted 

using normal gas phase conditions2,12,13 and crossed molecular beams 

techniques4,10,11.  This work has been accompanied by a substantial computational 

modeling effort5-9,14.  

  In several experimental studies of the reaction kinetics, the absorption 

spectrum in the visible range has been used to monitor the concentration of the 

radical2,12,13.  Some of the earliest spectroscopic data for phenyl peroxy were 

obtained in the solution phase, using pulsed radiolysis to generate the radical15,16.  

A broad absorption band, with a maximum near 470 nm, was reported. Yu and 

Lin13 then observed an absorption feature in a gas phase experiment that was 

attributed to phenyl peroxy.  Their original intent was to study the phenyl + O2 
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reaction by means of a phenyl absorption band at 504.8 nm. Owing to the 

weakness of this transition, they used the pulsed cavity ring-down spectroscopy 

(CRDS) technique for these measurements.  A revised monitoring strategy was 

adopted when it was recognized that one of the reaction products also absorbed 

the 504.8 nm light.  A spectrum for this product, which was essentially featureless 

over the 495-531 nm range, was attributed to phenyl peroxy.  This absorption 

was used by Lin and Yu13, and subsequently by other groups studying the kinetics 

of phenyl peroxy2,12, to monitor the production and decay of the radical. There is 

good circumstantial evidence linking the broad absorption near 504 nm to phenyl 

peroxy, but the lack of structure is problematic.  First, it is difficult to know if 

phenyl peroxy is the only absorbing species, or if there are other reaction 

products that contribute.  Secondly, the lack of structure precludes a rigorous 

species assignment. 

  There have been theoretical studies of the three lowest energy electronic 

transitions of phenyl peroxy14,16,17.  Electronic structure calculations predict that 

the molecule is planar in the ground and the lower energy excited states, with Cs 

symmetry.  The lowest energy transition, A  
2
   –   

2
A" is attributed to promotion 

of an electron between orbitals that are mostly localized on the peroxy moiety14,17 

(the singly occupied molecular orbital (SOMO) of the ground state receives the 

excited electron). This transition, which typically has a very small oscillator 

strength, is found at an energy near 7500 cm-1 for a range of aromatic and 
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aliphatic peroxy radicals14,18. The next higher excited state for phenyl peroxy 

involves promotion of an electron from an orbital that is approximately p of the 

phenyl ring, to the SOMO.  As there are two ring p orbitals that are close in 

energy (related to the e1g orbitals of benzene), the second and third excited states 

(both A" symmetry) are attributed to promotions from these two orbitals (see 

Fig. 5 of ref. 14).  These transitions have larger oscillator strengths (on the order 

of 10-3 to 10-2), and are thought to be responsible for the visible and near uv 

absorption. 

  There are few spectroscopic studies reported for phenyl peroxy.  

Yamauchi et al.19 tentatively assigned the EPR spectrum and obtained a g-value 

typical of peroxy radicals (g ~ 2.014). IR absorption spectra have been reported 

for the radical isolated in solid Argon at 10 K20. In that study, seventeen 

fundamental bands were identified for the normal isotope, and three other 

isotopic variants were characterized. Density functional theory (DFT) 

calculations, at the level of UB3LYP with the Dunning cc-pVTZ basis set21, 

yielded vibrational frequencies that were in reasonably good agreement with the 

measurements.  The A  
2
   –   

2
A" transition of phenyl peroxy in the gas phase 

was examined by Just et al.17  using CRDS. Their vibrationally resolved spectrum 

showed the origin (7497 cm-1), sequence bands involving a low frequency mode 

(≈85 cm-1), the O-O stretch modes and C-O-O bending.  The intensity pattern 

was consistent with the model of a peroxy-centered excitation to the *-like 
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SOMO.  Electronic structure calculations were performed to facilitate the 

analysis of the spectrum.  Equilibrium geometries and vibrational frequencies 

were calculated for both the A   and X   states using the combination 

B3LYP/6-31+g(d).  The scaled vibrational frequencies for the excited state were 

in good agreement with the observations.   

  Gas phase CRDS data for the higher energy transition(s) have been 

recorded at room temperature, with a focus on the 18850-20200 cm-1 range2,12,13.  

These studies all report a structureless spectrum, and it is of obvious interest to 

determine the cause.  Is the lack of structure due to homogeneous line 

broadening associated with rapid internal conversion and/or isomerization, 

spectral congestion, or some combination of these causes?  Are there lower 

energy regions of the spectrum where structure can be observed?  If so, the 

analysis of this structure might be used to further explore the validity of the 

assignment to the phenyl peroxy radical.  The discovery of structured regions of 

the spectrum may also facilitate a more species specific detection of the radical in 

future kinetic studies. 

  The congestion of the phenyl peroxy spectrum may be significantly 

reduced by the application of jet-expansion cooling techniques. Miller and co-

workers have shown that cold peroxy radicals can be produced using O2 addition 

reactions in an electric discharge slit expansion22-24.  In the present study we used 

the same system as in the previous chapters to examine phenyl peroxy.  A 
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vibrationally resolved spectrum was observed in the 17500 - 19900 cm-1 range.  

The spectrum was assigned using the predictions from time-dependent density 

functional theory (TD-DFT) calculations. 

 

 7.2.  Experimental 

  The discharge-jet, cavity ring down spectrometer used for these 

measurements was described in detail Chapter 3.  The most significant difference 

for the present experiments was the use of a continuous slit expansion.  The 

pulsed valves of the earlier design were not used due to problems with the 

repeatability of the gas pulses, which resulted in non-uniform discharges, 

intermittent arching, and problems with the deposition of soot on the discharge 

electrodes.  Consequently, a continuous gas flow was used, with pulsed discharge 

production of the radicals.  

  High voltage jaws and grounding plates defined the slit discharge 

assembly. Phenolic spacers (1 mm thick) provided insulation between the 

electrically grounded aluminum mounting plate and the high voltage jaws. The 

discharge plates (80 mm in length) formed a slit with a width of 1 mm. The 

electrical discharge was operated at a voltage of -800 V with a pulse duration of 1 

ms. These conditions produced a current of approximately 65 mA through a 1k 

ballast resistor during the discharge. 
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  The phenyl peroxy radical was produced by secondary reactions in the 

discharge and post-discharge flow.  The gas mixture prior to the discharge 

consisted of bromobenzene vapor in a mixture of Ar and O2.  It is well known 

that discharge excitation of bromobenzene / Ar mixtures will produce the phenyl 

radical. Presumably, the phenyl peroxy radical was produced in the jet by the 

subsequent O2 addition reaction.  Bromobenzene vapor was entrained by 

bubbling the Ar/O2 carrier gas mixture through a liquid sample. The sample and 

gas lines were heated to 70 C to increase the partial pressure of bromobenzene. 

For a carrier gas source pressure of 1 atm (the typical operating condition for 

these experiments) we estimate that the mole fraction of bromobenzene was in 

the range 0.01-0.04. To help identify the reaction products resulting from the 

oxygen chemistry, spectra were recorded for mixtures with and without oxygen, 

but with all other conditions held as near to constant as could be achieved.  The 

mole fraction of the oxygen in the gas mixture was varied to find the optimum 

conditions for phenyl peroxy formation.  Initial experiments were performed 

with premixed Ar/O2.  However, it was found to be easier to tune the conditions 

continuously by inline mixing.  A needle valve was used to control the addition of 

O2 to Ar, prior to the mixture passing through the bromobenzene.  The liquid 

sample was replaced at regular intervals to avoid the accumulation of oxidation 

products. 
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  Two sets of cavity mirrors were used for these measurements. The 

dielectric coatings on these mirrors provided their highest reflectivities (99.995%) 

at 500 and 540 nm.  As the mirrors were separated by 1m, the maximum 

theoretical ring-down time was 66 s. Typically, empty cavity ring-down times of 

around 40 s were observed. The ring-down spectra of the discharge products 

exhibited lines from metastable excited states of Ar and the Swan bands of C2.  

These features were used to establish the absolute wavenumber calibrations.  For 

the phenyl peroxy spectrum, the best compromise between signal strength and 

cooling was obtained with the laser beam position 7 mm away from the discharge 

slit. 

  Survey scans covering about 10 nm per sweep were acquired using a laser 

step size of ~ 0.4 cm-1 while averaging 30 ring-down decay curves per point (15 

with the discharge on and 15 with the discharge off).  Pairs of scans were co-

added to improve the sensitivity and ensure reproducibility.  Shorter ranges of 

interest, such as the origin band region, were acquired using a smaller laser step 

size of ~ 0.04 cm-1 while averaging 30 ring-down time measurements per point.  

Five scans were co-added to reduce the noise.   

  

7.3.  Experimental Results  

  The experimental conditions were first optimized by observing the 

spectrum of the phenyl radical by discharging Ar/C6H5Br mixtures. Broadband 



130 
 

absorption and/or scattering losses were present across the entire range of the 

spectrum.  The ring-down time also changed with wavelength due to changes in 

mirror reflectivity.     

 

Figure 7.1. CRDS absorption spectra of the products in an expansion of electrically 

dissociated bromobenzene (a) without O2 and (b) with O2 compared to (c) a spectrum 

for phenyl peroxy predicted using molecular properties from a TDDFT/aug-cc-pVTZ 

calculation. 

  Trace a in Fig. 7.1 shows a typical spectrum for the Ar/C6H5Br mixtures.  

The bands of phenyl, C2 and the atomic lines of Ar were the dominant features.  

There was also a progression of bands with a spacing of about 235 cm-1 (marked 

with asterisks in Fig. 7.1), for which the carrier has not yet been identified.  In 

addition to the structured features, there was a continuous background that 

 a 

b 

c 
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increased approximately linearly from 8.1x10-9 m-1 at 17650 cm-1 to 3.6x10-8 m-1 at 

20000 cm-1.  This background has been subtracted from the traces a and b of 

Fig 7.1. 

  After observing the Ar/C6H5Br discharge products, O2 was added to the 

carrier flow and the concentration was increased until the phenyl radical 

absorption was below the noise level. Premixed gases with 1% and 10% O2 in Ar 

were used to test the concentration necessary to observe new features.  It was 

found that >10% O2 was needed to deplete the phenyl absorption and produce 

the new spectral features. At 10% O2 the phenyl absorption was reduced by 50%, 

but new features were not observed. However, further addition of O2, 

accomplished using inline mixing, resulted in the complete consumption of 

phenyl and the appearance of many new spectral features.  As can be seen in Fig. 

7.1b, the reaction with oxygen removed the C2 and phenyl absorption bands, but 

the unidentified features with a spacing of 235 cm-1 remained.  We have assigned 

the dominant bands in Fig. 7.1b to a single carrier, on the basis of their common 

response to changes in the oxygen content and expansion conditions. Scanning to 

energies below 17500 cm-1 revealed known bands of the phenoxy radical13, but no 

other features of the dominant new spectrum.  Hence, we assign the feature at 

17519 cm-1 as an origin band.  The band centers for the more intense new 

features of Fig. 7.1b are listed in Table 7.1. After correction for the baseline 

signal, the most intense band of the new spectrum (18463 cm-1) had an 
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Band Band Center G(v) ∆E ∆E scaled 



00 17519 0 0 0 

23
1
 17798 279 289.3 279.8 

22
1
 17920 401 432.2 417.9 

20
1
 18057 538 601.3 581.5 

23
2
 18074 555 578.6 559.5 

19
1
 18180 661 746.2 721.6 

22
1
23

1
 18196 678 721.5 697.7 

20
1
23

1
 18335 816 890.5 861.1 

23
3
 18349 830 867.8 839.2 

19
1
23

1
 18456 937 1035.4 1001.3 

22
1
23

2
 18483 964 1010.8 977.4 

19
1
22

1
 18573 1054 1178.4 1139.5 

20
2
 18596 1078 1202.5 1162.8 

20
1
23

2
 18608 1090 1179.8 1140.9 

23
4
 18633 1115 1157.1 1118.9 

19
1
20

1
 18715 1196 1347.4 1303.0 

19
1
23

2
 18730 1211 1324.7 1281.0 

22
1
23

3
 18752 1234 1300.0 1257.1 

12
1
 18762 1243 1288.7 1246.2 

19
2
 18833 1314 1492.3 1443.1 

19
1
22

1
23

1
 18848 1329 1467.6 1419.2 

20
2
23

1
 18869 1351 1491.8 1442.6 

20
1
23

3
 18883 1365 1469.1 1420.6 

19
1
23

3
 18989 1471 1614.0 1560.7 

19
1
20

1
23

1
 19004 1486 1636.7 1582.7 
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20
1
22

1
23

2
 19019 1501 1612.0 1558.8 

12
1
23

1
 19038 1520 1578.0 1525.9 

19
2
23

1
 19128 1610 1781.6 1722.8 

19
1
22

1
23

2
 19148 1629 1756.9 1698.9 

12
1
22

1
 19163 1645 1720.9 1664.1 

19
1
20

2
 19203 1684 1948.7 1884.4 

12
1
20

1
 19240 1721 1889.9 1827.6 

19
1
23

4
 19271 1752 1903.3 1840.5 

19
1
20

1
23

2
 19284 1765 1926.0 1862.4 

12
1
23

2
 19316 1797 1867.3 1805.6 

Table 7.1.  List of measured band positions and vibrational energies (G(v)) 
compared with scaled harmonic vibrational frequencies (∆E) from theoretical 
calculations (cm-1 units).  

 

absorption coefficient of =4.2x10-8 m-1.   Regular vibrational progressions were 

easily recognized in the lower energy range.  The harmonic vibrational constants 

defined by these progressions are given in Table 7.2. 

 
  

 
 

Band progression ωe 
 

 

23
ν
 278.0 ± .6 

 

 

20
ν
 539.0 ± .6 

 

 

19
ν
 657.0 ± 2.3 

 

 

22
1
 23

 ν
 278.0 ± 4.6  

 

 

20
1
 23

 ν
 275.5 ± .3 

 

 

19
1
 23

 ν
 270.5 ± 2.7 

 Table 7.2.                                           
2
A" state derived from 

the experimental data. 
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  The sharper molecular features of Fig. 7.1b exhibited widths of 

approximately 5-10 cm-1 (FWHM) in the low resolution survey scan.  To learn 

more about the rotational structure, and/or the homogeneous line broadening, 

the 17519 cm-1 band was recorded using a step size of 0.04 cm-1.  The result from 

this scan, shown in Fig. 7.2, was an unresolved contour.  However, this feature 

was not entirely without structure, and the characteristic P- and R- branch 

maxima of a parallel transition could be discerned. 

 

17510 17515 17520 17525 17530

Energy (cm
-1
)

17505 17510 17515 17520 17525 17530 17535

Energy (cm
-1
)  

 

Figure 7.2.  Rotational contour of the phenyl peroxy B 
2
   –   

2
A" origin band.  This 

figure shows two copies of the experimental data (traces with noise) accompanied by 

computer simulations.  The left-hand side shows the best fit simulation based on the 

molecular constants from the TD-DFT/aug-cc-pVDZ calculations. These were A" = 

0.172045, B" = 0.053640, C" = 0.040903, A' = 0.162784, B' = 0.055228, C' = 

0.0412371 cm
-1

, a=0.827 and b=0.371 D.  The simulation on the right used the 

constants from the TD-DFT/aug-cc-pVTZ calculations. These were A" = 0.17415, B" 

= 0.05045, C" = 0.04125, A' = 0.16449, B' = 0.05564, C' = 0.04115 cm
-1
,
 
a=0.838 

and b=0.385 D.   
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7.4. Theoretical calculations 

     Theoretical predictions of the visible band systems of phenyl peroxy were 

carried out to assist with the spectral assignment.  All calculations were 

performed using the Gaussian 09 suite of computational chemistry programs25.  

The ground state equilibrium structure and harmonic vibrational frequencies were 

calculated using the UB3LYP hybrid DFT method with Dunning's aug-cc-pVDZ 

and aug-cc-pVTZ basis sets21. Tight convergence criteria were used for the 

geometry optimizations. In agreement with earlier studies14,17, the peroxy p 

orbital was found to be prominent in the SOMO of the X 2A" ground state.  This 

orbital is shown in Fig. 7.3. Bond lengths and bond angles are listed in Table 7.3, 

while Fig. 7.4a shows the equilibrium structure from the B3LYP/ aug-cc-pVTZ 

calculation. The O=O bond length of 1.321 Å is close to known lengths for other 

peroxy radicals.  The CO bond was 1.398 Å which is comparable to the single 

bond C-O in methanol (1.427 Å). All of the CC bonds were close to 1.40 Å - 

representative of a benzene ring. The rotational constants were predicted to be 

A"=0.17415, B"=0.05045 and C"=0.04125 cm-1. Ground state vibrational 

frequencies, scaled by the recommended value of 0.96726, are listed in Table 7.4.  

These were in good agreement with the results from the matrix isolation study of 

the IR spectrum20. 
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Figure 7.3. Molecular orbitals involved in the first t                               

                                         -  -                 
2
A".  Plots were 

generated with an isodensity value of 0.02 a.u.  

 

 
Figure 7.4. Equilibrium bond lengths and bond angles for the phenyl peroxy radical 

calculated at the B3LYP/aug-cc-pVTZ level for (a) X
2
A" and (b) by TDDFT/aug-cc-

pVTZ for B
2
A". 
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     Level B3LYP TDDFT TDDFT TDDFT 
Basis Set aug-cc-pVDZ aug-cc-pVDZ aug-cc-pVDZ aug-cc-pVDZ 
Electronic 
State   2A"  2A'   2A"   2A" 
r OO 1.321 1.372 1.492 1.456 
r CO 1.403 1.382 1.340 1.340 

r C1C6 1.397 1.401 1.407 1.427 

r C6C5 1.396 1.393 1.385 1.432 

r C5C4 1.400 1.402 1.432 1.379 

r C4C3 1.401 1.397 1.383 1.412 

r C3C2 1.397 1.399 1.408 1.433 

r C2C1 1.395 1.397 1.437 1.387 

r C6H6 1.089 1.089 1.089 1.090 

r C5H5 1.090 1.090 1.091 1.090 

r C4H4 1.090 1.090 1.089 1.088 

r C3H3 1.090 1.090 1.090 1.091 

r C2H2 1.087 1.088 1.084 1.086 

a O8O7C1 115.3 114.2 107.2 110.5 

a O7C1C2 123.1 122.9 122.9 125.2 

a C2C1C6 122.6 122.0 120.2 117.6 

a C1C6C5 118.5 118.5 119.0 121.7 

a C6C5C4 120.2 120.7 121.7 120.7 

a C5C4C3 120.0 119.6 119.2 117.4 

a C4C3C2 120.8 120.9 120.7 122.8 

a C3C2C1 117.9 118.3 119.3 119.8 

a C1C6H6 119.7 119.8 119.4 118.5 

a C4C5H5 120.2 120.1 119.1 120.9 

a C1C2H2 120.0 120.5 117.8 118.7 

a C4C3H3 119.9 120.1 120.4 119.4 

a C5C4H4 120.0 120.2 119.6 121.9 
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Level B3LYP TDDFT TDDFT TDDFT 

Basis Set aug-cc-pVTZ aug-cc-pVTZ aug-cc-pVTZ aug-cc-pVTZ 

Electronic State   2A"  2A'   2A"   2A" 
r OO 1.321 1.371  1.497 1.456 

r CO 1.398 1.377 1.332 1.333 

r C1C6 1.389 1.393 1.402 1.418 

r C6C5 1.388 1.385 1.375 1.426 

r C5C4 1.391 1.394 1.424 1.370 

r C4C3 1.393 1.389 1.376 1.403 

r C3C2 1.388 1.391 1.398 1.427 

r C2C1 1.387 1.390 1.429 1.379 

r C6H6 1.081 1.080 1.080 1.081 

r C5H5 1.081 1.081 1.081 1.081 

r C4H4 1.081 1.081 1.080 1.079 

r C3H3 1.081 1.081 1.081 1.082 

r C2H2 1.078 1.079 1.074 1.077 

a O8O7C1 115.5 114.5 107.4 110.8 

a O7C1C2 123.1 122.9 123.1 125.3 

a C2C1C6 122.4 121.8 120.0 117.3 

a C1C6C5 118.6 118.6 119.1 121.9 

a C6C5C4 120.1 120.7 121.6 120.7 

a C5C4C3 120.0 119.6 119.3 117.3 

a C4C3C2 120.7 120.8 120.7 122.8 

a C3C2C1 118.1 118.4 119.4 120.0 

a C1C6H6 119.6 119.7 119.2 118.4 

a C4C5H5 120.2 120.1 119.1 120.9 

a C1C2H2 120.0 120.4 117.8 118.6 

a C4C3H3 119.9 120.1 120.4 119.5 

a C5C4H4 120.0 120.2 119.6 121.9 

Table 7.3. Complete list of bond lengths and bond angles for the phenyl peroxy 

radical calculated at the B3LYP/aug-cc-pVDZ level (first table) a            -  -

                          
2
A", and by TD-DFT for the excited electronic states.  
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  Excited state properties were predicted using time-dependent density 

functional theory (TD-DFT) with the basis sets noted above.  The calculations 

considered eight excited states and were separately optimized for the first, second 

and third excited states.  Equilibrium structures and vibrational frequencies were 

obtained. The bond lengths and bond angles for the A 
2
A', B 

2
A", and C  

2
A" states 

are given in Table 7.3. Fig. 7.4b shows the equilibrium structure for the second 

excited state (B 
2
A"). At the ground state equilibrium geometry the calculations 

yielded vertical transition energies of 9345 cm-1 A 
2
   –   

2
A", 22696 cm-1 

B 
2
   -   

2
A" and 24917 cm-1 C  

2
A" –   

2
A".  The oscillator strengths were <10-4, 

0.059 and 0.022, respectively. These transitions involve the promotion of an 

electron from molecular orbitals 26, 27, or 28 (c.f., Fig. 7.3) to the SOMO.  

Orbital 27 has been described as being antibonding along the R-O bond, and 

nonbonding between the oxygen atoms. Orbitals 26 and 28 resemble the two e1g 

degenerate HOMO's of benzene.  

  Scaled vibrational frequencies for the B 
2
A" state are listed in Table 7.4, 

while the frequencies for the A 
2
A' and C 

2
A"  states are given in Table 7.5. Note 

that the mode labels for the excited states are given as linear combinations of the 

ground state normal modes with coefficients corresponding to the leading 

squared elements of the Duschinsky matrix ( )26. 

  The vibrationally-resolved electronic spectra for the first three electronic 

transitions of phenyl peroxy were predicted using the Franck-Condon 

J ik

2
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approximation, as implemented in Gaussian 09.  This model considers transitions 

arising from only the zero-point level of the ground state.  The scaled vibrational 

frequencies were used.  The calculated oscillator strengths and adiabatic transition 

energies (Te and T0) are given in Table 7.6. 

 X 
2
A"  B 

2
A" 

mode sym  exp.  mode assignment sym  exp 

1 a' 3120 3119   a' 3157  

2 a' 3096 3189   a' 3101  

3 a' 3088 3089   a' 3095  

4 a' 3078 3071   a' 3080  

5 a' 3069    a' 3072  

6 a' 1586   … a' 1623  

7 a' 1566    a' 1480  

8 a' 1461 1481   a' 1448  

9 a' 1447 1464   a' 1396  

10 a' 1303 1313   a' 1333  

11 a' 1300    a' 1274  

12 a' 1161    a' 1246 1243 

13 a' 1143 1123   a' 1150  

14 a' 1131    a' 1104  

15 a' 1088    a' 1038  

16 a' 1060 1123   a' 976  

17 a' 986 1019   a' 962  

18 a' 820    a' 794  

19 a' 750 793   a' 721 661 

20 a' 606 615   a' 581 538 

21 a' 600 607   a' 493  

22 a' 432    a' 418 401 

23 a' 257    a' 280 279 

24 a" 1005    a" 963  
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25 a" 981    a" 959  

26 a" 962 905   a" 871  

27 a" 906    a" 806  

28 a" 780 752   a" 736  

29 a" 673 679   a" 672  

30 a" 479 481   a" 461  

31 a" 407    a" 390  

32 a" 228    a" 173  

33 a" 88    a" 111  

 

Table 7.4.  Calculated and scaled normal mode frequencies (cm
-1
) for the phenyl 

peroxy radical in the X 
2
A" and B 

2
A" electronic states compared with experimental 

vibrational intervals.  The ground state experimental values were reported by 

Mardyukov and Sander
20

. The calculations are for the aug-cc-pVTZ basis set. 

 

 
                                 2A'       

 


mode assignment sym  exp. 

 

 
 a' 3206 

  


 a' 3202 

  

 
 a' 3195 

  


 a' 3181 

  

 
 a' 3173 

  


… a' 1631 

  

 
 a' 1621 

  


 a' 1513 

  

 
 a' 1493 

  


 a' 1356 

  

 
 a' 1334 900 

 


 a' 1209 

  

 
 a' 1182 944 

 


 a' 1171 

  

 
 a' 1101 

  


 a' 1046 

  

 
 a' 1033 

  


 a' 1012 
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 a' 797 

  


 a' 627 

  

 
 a' 563 

  


 a' 432 

  

 
 a' 229 213 

 


 a" 1004 

  

 
 a" 982 

  


 a" 905 

  

 
 a" 831 

  


 a" 766 

  

 
 a" 698 

  


 a" 508 

  

 
 a" 418 

  


 a" 226 

  

 
 a" 97 53 

 

      

 
               2A"              

 


mode assignment sym  exp. 

 
 

 a' 3147 N/A 
 


 a' 3117 

  
 

 a' 3096 
  

 
 a' 3084 

  


 a' 3077 
  

 
 a' 3013 

  
 

… a' 1616 
  


… a' 1509 

  
 

… a' 1389 
  

 
 a' 1354 

  


 a' 1317 
  

 
 a' 1291 

  
 

 a' 1168 
  


 a' 1152 

  
 

 a' 1031 
  

 
 a' 980 

  


 a' 964 
  

 
 a' 956 

  
 

 a' 812 
  



143 
 


 a' 574 

  
 

 a' 449 
  

 
 a' 405 

  


 a' 262 
  

 
 a" 949 

  
 

 a" 875 
  


 a" 859 

  
 

 a" 854 
  

 
 a" 709 

  


 a" 633 
  

 
 a" 429 

  
 

 a" 332 
  


 a" 170 

  
 

 a" 65 
  

      
Table 7.5.                                                                  
           -       -  -              

2
A' an    

2
A" electronic states compared with 

experimental term values, G(')        
2
A' experimental values were reported by Just 

et al.
 
(Chem. Phys. Lett. 2006, 417, 378-82). 

 

 

  

Transition   

Oscillator 

Strength 

(f)* 

Vertical 

Excitation 

Energy 

(cm
-1

)* 

TD-DFT  

Te (cm
-1

)* 

TD-DFT  

T00 (cm
-1

)* 

exp.**            

T00 

(cm
-1
) 

A 2A'- X 2A" 0.0/0.0 9314/9345 8900/8938 8743/8787 

 

7497 

B 2A"- X 2A" 0.0561/0.0587 22486/22696 17572/17580 17204/17222 17518 

C 2A"- X 2A" 0.0228/0.0220 24614/24917 20516/20686 21056/21189 

 

Table 7.6.  Oscillator strength (f), vertical excitation energy, adiabatic excitation 

energy (Te), and electronic transition origin (T00) for the first three electronic 

transition of phenyl peroxy calculated using TD-DFT with the aug-cc-pVDZ and aug-

cc-pVTZ basis sets.   

 

* Calculated values listed using basis sets aug-cc-pVDZ/aug-cc-pVTZ 

**Experimental values are listed for comparison (T00 for  
2
A'-   

2
A" taken from Ref. 

17). 
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7.5. Discussion 

  The calculated spectrum for the A 
2
A' – X  

2
A" transition is compared with 

the experimental data of Just et al.17 in Fig. 7.5.  For this exercise the origin band 

was shifted down by 1290 cm-1 to match the experiment.  With this correction, 

the vibronic intensity pattern is in moderately good agreement with the data for 

transitions from the zero-point level.  

 
Figure 7.5. Calculated (TD-DFT/aug-cc-pVTZ) vibrationally-resolved electronic 

spectrum for the A
2
A'-X

2
A" transition of phenyl peroxy (solid trace) compared to the 

experimental (dashed) line positions and estimated relative intensities from Reference 

17.  The break is where experimental data was not available. 

 

  As expected14,17, significant geometry changes for the A  
2
A' – X  

2
A" 

transition were localized at the peroxy group. There was an increase in the O-O 

bond length and slight decreases in the C-O bond length and O-O-C bond angle.  
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These same geometric changes were also predicted for the B 
2
A" – X  

2
A" 

transition, but to a larger extent (c.f., Fig. 7.4).  In addition, there were significant 

changes in the carbon ring.  The ring geometry in the excited state resembled a 

quinone while the ground electronic state resembled benzene.  The largest change 

in bond angles for this transition were the eight degree decrease of the O8-O7-C1 

bond angle, the two degree decrease of the C2-C1-C6 angle, and the two degree 

decrease of the C1-C2-H2 angle.  In the ground state the atoms O8-O7-C1-C2-H2 

were arranged with angles resembling a six-member ring.  The geometry of these 

atoms in the B  2A" state resembled a five-member ring.  This is explained by the 

interaction between O8 and C2 indicated by the SOMO, which becomes stronger 

when the orbital is doubly occupied in the excited state. 

  The calculated vibronic structure for the B 
2
A" – X 

2
A" transition is 

shown as trace c in Fig. 7.1.  For comparison with the experimental data, the 

origin of the calculated spectrum has been shifted up by 296 cm-1.  The level of 

agreement between the new spectrum and the simulation strongly supports the 

assignment to phenyl peroxy.  Excited state vibrational intervals from the 

spectrum are compared with calculated frequencies in Table 7.4.  As Guassian 09 

uses harmonic frequencies, it is no surprise to find that the level of agreement 

decreases with increasing vibrational excitation.  All of the optically active 

vibrational modes are of a' symmetry.  The two most intense progressions are 

associated with vibrational modes 23 and 19.  These can be approximately 
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described as the C-O-O bend and the O-O stretch. Progressions with weaker 

intensities were associated with modes 22, 20, and 12. The displacement vectors 

for these Franck-Condon favored modes are shown in Fig. 7.6.  All have 

significant displacements relating to O-O stretching or in-plane bending within 

the O8-O7-C1-C2-H2 group.   

 

Figure 7.6. Excited state normal modes responsible for the observed progressions in 

the   
2
A"-  

2
A" vibronic spectrum of phenyl peroxy.  The experimental term values 

are compared with the harmonic vibrational frequencies calculated by TD-DFT/aug-

cc-pVTZ. 
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  Similar geometric changes were predicted for the C 
2
A" – X  

2
A" transition. 

Again there was an increase in the O-O bond length, and decreases in the CO 

bond length, O-O-C angle, C2-C1-C6 angle (c.f., Table 7.3).  Theoretical 

simulation of the C  
2
A" – X 

2
A" transition produces a prominent origin band at 

21056 cm-1, followed by progressions of the O-O stretch and O-O-C bend. In 

contrast to the behavior of the B 
2
A" – X  

2
A" transition, the vibronic intensity 

envelope decreases for bands above the origin (see Fig. 7.7 below).  

 

Figure 7.7. Calculated              -                                      
2
A"-  

2
A" 

      
2
A"-  

2
A" transitions of phenyl peroxy (with aug-cc-pVTZ basis set) compared 

to the experimental results.   
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   The TD-DFT calculations favored assignment of the dominant spectral 

features of Fig. 7.1b to the B 
2
A" – X  

2
A" transition of phenyl peroxy. As a further 

test of the correspondence between the observed and calculated results, the 

predicted molecular constants were used to simulate the rotational contour of the 

origin band. The program PGOPHER27 was used to simulate and fit the contour.  

In this process the centrifugal distortion and spin-rotation constants were set to 

zero.  The rotational constants and transition moment projections were fixed.  

For comparison with the experimental contour, the band origin, rotational 

temperature and Lorentzian linewidth were treated as variable parameters. The 

results from both the double-zeta and triple-zeta basis sets were used. The 

smooth curves in Fig. 7.2 show the best fit contours, and the molecular constants 

are given in the figure caption. Note that the fit for the DZ constants is better 

than that for TZ, mostly due to the relative changes in the rotational constants on 

excitation (more influential than the slight difference in the transition moment 

projections).  The analysis based on the DZ rotational constants yielded a band 

origin of 17519 cm-1, a rotational temperature of 34 K and a homogeneous 

linewidth of 2.2 cm-1.  The last parameter shows that the resolution of the 

contour was limited by lifetime broadening.   

  Rotational contour modeling was also carried out using the molecular 

constants for the C 
2
A" – X 

2
A" transition, which included transition dipole 

moment projections of a=0.513 and b=0.460 D.  This ratio of projections 
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consistently produced contours where the relative intensities of the P- and R-

branch were reversed relative to the experimental spectrum. 

  The assignment of Fig. 7.1b provided by the theoretical model indicated 

that the spectrum is dominated by transitions from the zero-point level.  In 

contrast, the room temperature spectrum of the A 
2
A' – X  

2
A" transition reported 

by Just et al.17 included hot bands, resulting in repeated patterns of sequence 

bands where successive members were separated by just 30 cm-1.  These were 

attributed to population of a ground state vibrational mode (v33) that had a 

frequency of about 85 cm-1.  For the present measurements, if the vibrational 

temperature for the low frequency modes was close to the rotational temperature, 

the lowest energy vibrationally excited state would have a fractional population of 

just 3%.  Hence, the absence of obvious hot bands was reasonable. 

  If it is accepted that the broad absorption feature previously reported2,12,13 

in the 18850-20200 cm-1 range does belong to phenyl peroxy, then the results 

from this study may be used to account for the lack of structure.  This energy 

region of Fig. 7.1b is quite congested, despite the simplification resulting from jet 

cooling.  The features appear to be broader at these energies, occurring in clumps 

that are suggestive of the mixing of bright and dark states.  For the room 

temperature spectrum we anticipate a considerable increase in congestion 

resulting from hot band transitions. Typically, the rates of non-radiative decay 

processes increase with vibronic excitation, so the homogeneous linewidths will 
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be in excess of 2 cm-1. Add to this the broadening of the rotational contours 

produced by the greater range of rotational levels populated, and it is quite 

plausible that the combined effect will be a nearly continuous spectrum. 

  There are no reports of room temperature gas phase CRDS 

measurements for phenyl peroxy in the region 17500 - 18100 cm-1.  In future 

experiments it will be of interest to see if vibrationally resolved data can be 

obtained for the lower energy bands.  If so, this will provide a more species 

specific method for observing phenyl peroxy in kinetic studies.  The conventional 

wisdom is that phenyl peroxy would be a poor candidate for detection by laser 

induced fluorescence, and this is confirmed for the  B 
2
A" – X  

2
A" transition.  The 

linewidth of the origin band indicates a non-radiative decay rate of 4x1011 s-1, 

which would result in a fluorescence quantum yield on the order of 3x10-5. 
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S e c t i o n  2  

CHLORINE AZIDE – ELECTRON ATTACHMENT AND REACTIONS 
WITH IONS AT THE AIR FORCE RESEARCH LABORATORY 

 

Chapter 8. Electron Attachment to Chlorine Azide
 
8.1. Introduction 

  Since its first synthesis in 1908,1 there have been relatively few studies 

addressing the structure and chemistry of ClN3 and none regarding electron 

attachment.  Frierson et al. 2 attributes the reluctance to study the azide to “the 

extremely explosive character of the compound, which in undiluted condition 

usually detonates violently whatever the temperature, without apparent 

provocation.”  It is precisely the energy content that makes azides interesting and 

potentially useful.  Furthermore, molecules such as ClN3 may be stepping stones 

toward the synthesis of higher-order azides.3,4 

  Despite the risk associated with studying the compound, there have been 

several studies concerning the explosive decomposition and other chemical 

reactions involving ClN3.
2,5 Spectroscopic studies have refuted the 

originally6 supposed cyclic N3 ligand and confirmed a slightly bent N3 structure.7  

More recent work has been focused on the photodissociation dynamics8-11 

of ClN3 and in particular, the question of the existence of a cyclic N3 photolysis 

product.3 
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  ClN3 has been of interest in lasing media for a high power all gas iodine 

laser.12-14 An all gas laser would be more versatile and robust than the chemical 

oxygen iodine laser (COIL).15   The COIL operates by O2(a 
1Δg) pumping ground 

state I(2P3/2) to the I(2P1/2) level so that a population inversion exists and a 1315 

nm stimulated radiation results.  ClN(a1Δ), which can be generated efficiently 

from gas phase reactions, can replace isovalent O2(a 
1Δg) in the lasing scheme. 

This replacement would eliminate the need for the inconvenient liquid precursors 

which are used for O2(a 
1Δg) production.  The photolysis of ClN3 is an 

established source of ClN(a 1Δ), and this method of generation was used in the 

first demonstration of a ClN(a 1Δ)/I transfer laser.12  The performance of the 

ClN(a 1Δ) pumped iodine laser can be optimized by developing our 

understanding of the chemical mechanisms and kinetics involved in the lasing 

media.  As the chemistry of the photolysis-driven laser system is simpler than that 

of the chemically driven version, it is the preferred prototype for detailed 

investigations.  Understanding the chemistry of the ClN precursor ClN3, 

including its reaction with free electrons, is an essential first step in the process of 

analyzing and optimizing the performance of the photolysis laser. 
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Exothermic channels for electron attachment to ClN3 are: 

(8.1)  e− + ClN3  ClN3
− + 2.27 eV 

(8.2a)  e− + ClN3  Cl− + N3(linear) + 1.76 eV 

(8.2b) e− + ClN3  Cl− + N + N2 + 1.55 eV 

(8.2c) e− + ClN3  Cl− + N3(cyclic) + 0.45 eV 

(8.3) e− + ClN3  ClN− + N2 + 1.34 eV 

(8.4) e− + ClN3  N3
− + Cl + 0.88 eV 

  An attachment reaction yielding ClN2
− (which consists 

of N2 electrostatically coupled to Cl− with a bond energy of 0.06 eV) is technically 

exothermic, but is not shown above because this channel will surely show up in 

the experiment in the form given by Eq. 8.2b. Reaction 8.2 is interesting because 

the exothermicity is sufficiently large that the neutral product could include the 

high-energy form of N3 (possibly cyclic N3) which has been calculated to lie 

1.31 eV above the linear, ground state of N3.
4,16  The energies given in 

Eqs. 8.1 - 8.4 are those calculated using the G4 compound method17 at 0 K, 

carried out using the Gaussian-09W program,18  with the exception of the 1.31 eV 

energy difference between linear and cyclic N3.
4,16  The G4 prescription, which 

includes empirical corrections based on accurate experimental energies, 

approximates a coupled cluster calculation with a large basis set.  Neutral and 

anion geometries were optimized at the B3LYP/6–31G(2df) level of theory19-23 
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and zero-point energies calculated from scaled harmonic frequencies.17  Reaction 

enthalpies calculated at 298 K are greater than the 0 K values by less than 35 

meV, including the enthalpy of the electron.  Neutral products were not detected 

in the present work. 

 

8.2. Experimental 

 The electron attachment rate constant of ClN3 was measured with a 

flowing afterglow Langmuir probe (FALP) at the Air Force Research Laboratory 

(AFRL).  The reaction products were observed by mass spectrometry 

immediately following the reaction flow tube.  The FALP at AFRL is well 

established and has been described in previous literature.24,25  The experiment is 

described here with significant experimental parameters. 

 The experimental setup is shown in Figure 8.1.  ClN3 in He was added 

halfway along the length of the flow tube through four glass inlet needles evenly 

spaced within the tube.  Upstream of the ClN3 inlet, a fast flow of He gas was 

passed through a 10 - 20 W microwave discharge cavity in 2.5 cm glass tubing.  

The resulting afterglow was carried into a 7.3 cm (ID) glass flow tube.  A small 

amount of Ar (~2%) was added downstream from the cavity to obtain a 

thermalized electron-He+, Ar+ plasma as a source with 95% of the cations being 

Ar+.  The discharge produced electron densities in the range of 108-109 cm-3 

which is small enough to minimize electron-ion recombination.  A moveable 
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Figure 8.1. Experimental setup. Chlorine azide was produced in the packed bed 

reactor (left).  The absorption from ClN3 was measured with the UV spectrometer.  

The ClN3 was then sent to the FALP apparatus.  Product ions were detected with a 

mass spectrometer. 

Langmuir probe26 was used to monitor the electron density from 10 cm upstream 

of the ClN3 inlet to 40 cm downstream.  The current through the Lanmuir 

probe’s 25 m diameter, 51mm long tungsten wire was measured as a function of 

applied voltage.   

 

  

 Prior to the electron-attachment measurements, the flow velocity was 

measured by pulsing the discharge and measuring the time it took for the 

perturbation to travel a known distance down the flow tube.  Flow velocities near 

104 cm/s were typical with a flow tube pressure of 1 Torr.   

 The ClN3 inlet was added at 60 sccm which provided sufficient reactant 

concentration (>1010 molecules/cm-3) to ensure pseudo-first order kinetics.  

Electron densities along the flow tube axis were first obtained in absence of ClN3 
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to obtain the ambipolar diffusion rate D and then with ClN3 added.  The 

concentration of ClN3 was adjusted so that the electron density decay was mostly 

due to electron attachment.  The electron density data as a function of time ne(t) 

were fit to solutions of the rate equations describing attachment and diffusion 

downstream of the reactant inlet (t = 0)24,27 

 ne(t) = a(0)[a exp(-at) – D exp(-Dt)]/(a-D)                   (8.5) 

to obtain the apparent rate constant ka' = a / [ClN3].  This required an accurate 

measurement of [ClN3] which is described below. 

 The ClN3 production apparatus has been used previously by Henshaw28 

et al. and the Heaven group.  ClN3 was synthesized by passing 1% Cl2 (Sigma-

Aldrich Inc. St Louis MO, USA) in He (Middlesex Gasses & Technologies, Inc. 

Everett MA) through a 50 cm3 tubular glass reaction chamber packed full with 

NaN3 laced glass wool.  The reactor was prepared by sprinkling 5 g of NaN3 

(99.99+% Sigma-Aldrich Inc. St Louis MO, USA) uniformly on both sides of a 

0.5 cm x 5 cm x 20 cm bed of glass wool, spraying with 2 mL of distilled H2O 

(Market Basket Inc.), rolling tight and stuffing the glass wool cylinder into the 

reaction chamber which was cooled to 0 C.  The ClN3 product was then passed 

through 50 mL of Drierite (W.A. Hammond Drierite Co. Ltd.) to remove 

evaporated H2O.   
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Figure 8.2. An example of a UV absorption spectrum of ClN3 (solid line) juxtaposed 

with the cross section data from Henshaw et al. (Ref. 28) plotted as absorbance using 
the same path length (7 cm) and pressure (26.5 Torr) as in the present experiment. The 
difference in the peak heights at 205 nm implies that the sample used was 54.8% ClN3 

(the remainder being unreacted Cl2). 

 Absorption measurements through a 7.0 cm Pyrex cell containing the 

flowing product were made using a Perkin–Elmer Lambda 10 UV–Vis 

spectrometer.  A UV spectrum from 190-300 nm confirmed the presence of 

ClN3 by comparing the absorption data with previously reported spectra28.  The 

absorbance spectrum is shown in Figure 8.2 (solid line) along with the ClN3 

spectrum reported by Henshaw et al. (dashed line). 
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 Throughout the experiments the concentration of ClN3 was monitored 

by measuring the absorption at max = 204.5 nm and using the Beer-Lambert law 

with (max = 5.8x10-18 cm2)28 to calculate the absolute concentration.   Reaction 

yields varied from 50% to 100%.   

 Since the attachment rate constant for Cl2 is much smaller than for ClN3, 

ka' for the ClN3/Cl2 mixture consisting of a fraction f of ClN3 is given by 

 ka' = f ka + (1 – f ) kCl2                              (8.6) 

where kCl2 is the known attachment rate constant for Cl2 (1.65x10
-9

 cm
3
 s

-1
 at 

298 K and 2.20x10
-9

 cm
3
 s

-1
 at 400 K)29 and ka is the electron attachment rate 

constant for ClN3.  For the measurements reported here: f=0.548, ka = 1.83ka' – 

1.36x10
-9

 cm
3
 s

-1 
(at 298 K) or ka = 1.83ka' – 1.82x10

-9
 cm

3
 s

-1 
(at 400 K).  FALP 

experiments were not carried out at temperatures higher than 400 K because of 

possible thermal decomposition. 

   

8.3. Results and Discussion 

  Attachment data obtained at 298 K are shown in Figure 8.3.  The 

diffusion rate (352 s-1 ) was obtained in absence of reactant.  The attachment data 

were fit assuming that the reactant (7.52x1010 cm-3) was entirely ClN3, giving an 
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Figure 8.3. Electron density data obtained for electron attachment to ClN3 in 

3.25x1016 cm-3 He (2% Ar) carrier gas. 

apparent attachment rate constant of ka' = 2.0x10
-8

 cm
3
 s

-1
.  Correction for 

incomplete conversion of Cl2 to ClN3 in the synthesis yields ka = 3.5x10
-8

 cm
3
 s

-1
.   

 

   

  Rate constants for electron attachment to ClN3 were measured at 298 and 

400 K. At 298 K, the apparent rate constants ka' were measured to be 2.03 and 

2.00×10−8 cm3 s−1. Taking the average value and correcting for the fractions 

of ClN3 and Cl2 in the reactant gives ka(ClN3) = 3.5×10−8 cm3 s−1, estimated 

accurate to ±35%. At 400 K, the raw measurements were 2.60 and 2.53×10−8 
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cm3 s−1. Taking the average value and correcting for the fractions 

of ClN3 and Cl2 in the reactant gives ka(ClN3) = 4.5×10−8 cm3 s−1, estimated 

accurate to ±35%.  An Arrhenius plot of these data showed an activation energy 

of 24±10 meV where the uncertainty was based on 10% relative error between 

the 298 and 400 K points. The collisional rate constant was 2.93×10−7 

cm3 s−1 according to the formula of Dashevskaya et al.,30 implying that the 

attachment occurs upon every eight collisions on average at 298 K.  The 

measured activation energy was not sufficiently accurate for an Arrhenius 

extrapolation to infinite temperature to obtain an experimental estimate of the 

collisional rate constant for ClN3. Arrhenius behavior in dissociative electron 

attachment has been studied theoretically by Fabrikant and Hotop.31 Arrhenius 

behavior extrapolating to collisional rate constants has been noted for 

halogenated methanes32 and halogenated hydrocarbons.33  However, many 

exceptions to such regular behavior have been noted.34,35 

  The most exothermic dissociative attachment channel, yielding Cl− ion 

product, was the dominant reaction channel observed in the present experiments 

at 298 and 400 K.  Minor anion species in the mass spectra will be discussed 

below. Observation of the parent anion as a direct product of attachment was 

deemed unlikely at the outset because small molecules tend not to possess soft 

vibrational modes needed to trap the incoming electron via intramolecular 

vibrational redistribution. It is energetically possible for the Cl− channel to be 
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accompanied by cyclic N3 but we have no diagnostic on the neutral products of 

attachment.  If the neutral product was cyclic N3 [Eq. (8.2c)] that channel 

becomes the least exothermic one (0.51 eV exothermic).  If the N3 product was 

in fact N+N2 [Eq. (8.2b)] the exothermicity would be reduced only slightly to 

1.55 eV. 

  Aside from Cl−, weak anion signals of N3
−, ClN−, Cl2

−, and (ClN3)Cl− 

were found as shown in Figure 8.4.  Impurities (e.g., HN3) and secondary ion-

molecule reactions [being obvious in the cases of (ClN3)Cl− and Cl2
−] may be the 

source of these peaks since the largest of these weak signals (ClN−) was only 

0.6% of the Cl−intensity.  Therefore, the intensities can be viewed as upper limits 

to the minor channels, i.e., ClN− and N3
− are less than 0.6% and 0.25% of the 

products of electron attachment at 298 K.  According to the formulas given 

earlier to account for the presence of Cl2 in the reactant, 4% of the Cl− ion signal 

is due to electron attachment to Cl2. Normally, the reactant concentration could 

be varied to pin down the source of the minor ion signals but doing so was too 

difficult with the ClN3 reactant. 



163 
 

 
Figure 8.4. Electron attachment anion spectra at 298 K and 400 K.  The Cl− peak 
(>99% of the total ion signal) is off scale to allow the minor peaks to be seen.  The small 

mass peak to the right of N3
− is NO2

−, a common impurity in afterglows.  Another small 

peak clearly observed at 400 K was assigned to ClO−. 

 

  At 400 K, the anion mass spectrum was much simpler.  Looking only at 

the 298 K spectrum, it was tempting to believe that ClN− may have been a 

product of attachment to ClN3 since this is the second most exothermic channel.  

However, its almost complete absence at 400 K makes it likely that it is due to an 

impurity related to the several variables in the ClN3 synthesis. The channel 

yielding the N3
−+Cl product [Eq. (8.4)] differs only in the location of the charge 

from the main Cl−+N3 channel [Eq. (8.2)].  The large Cl− to N3
− ratio is a result 

of the large difference in electron affinities of Cl and N3. The large ratio may give 

an indication that N3 is formed [Eq. (8.2)] in the linear configuration since the 

exothermicity would otherwise favor the N3
− and ClN− channels [Eqs. (8.3,8.4)]. 



164 
 

  Positive-ion mass spectra were monitored to determine if the Drierite was 

sufficiently removing H2O from the reactant flow. The dominant cation in the 

upstream afterglow was Ar+ with some He+. Other positive ions in the mass 

spectra were produced from reaction of Ar+ with Cl2, ClN3, and H2O flowing 

from the ClN3 synthesis vessel. One example will suffice (Figure. 8.5). In this 

case, the H2O
+ and ClN+ signals were each 30%–40% of the Ar+ intensity. Note 

that the mass spectrum was obtained after a 4.5 ms reaction time while the 

electron attachment data (Figure. 8.3) were obtained over the first 0.7 ms. Thus, 

the ion products from reaction with Ar+ are ∼ 15 times weaker in the electron 

attachment reaction zone so that electron-ion recombination accounts for 

little ( ≤ 1%) of the electron density decay. 

 
Figure 8.5.  Positive ion spectrum obtained at 400 K from reaction of Ar+ (~5% 

He+) with the Cl2, ClN3, and H2O flowing from the ClN3 synthesis vessel, after 

4.5 ms reaction time.   
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8.4. Conclusions 

A FALP apparatus was used to study electron attachment to chlorine 

azide, ClN3, at 298 and 400 K in a He buffer gas at a concentration of 

3.2 × 1016 cm-3.  Only Cl− ion product is attributed to the attachment reaction at 

these temperatures.  Electron attachment rates were measured to be 3.5 × 10-8 

and 4.5 × 10-8 cm3 s-1 at 298 K and 400 K, respectively, with an estimated 35% 

accuracy.  An Arrhenius plot of these data, with an estimated 10% relative 

uncertainty, yields an activation energy for the attachment reaction of 24 ± 10 

meV. 
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Chapter 9. Reactions of Positive and Negative Ions with ClN3 at 
300K
 
 
9.1. Introduction 

  This chapter reports the second part of the reactivity studies of chlorine 

azide conducted at the Air Force Research Laboratory.  The applications of ClN3, 

as mentioned in section 8.1, were the motivation for the ClN3 reactivity studies.  

Despite its various applications, no studies of the reactivity of ClN3 with ions 

have been reported.  However, the ionization potential of ClN3 has been 

determined by photoionization.  Quinto-Hernandez et al. reported the adiabatic 

ionization energy of 961 ± 2 kJ/mol (9.97 ± 0.02 eV) for ClN3.
1  A detailed study 

of the ClN3 + eˉ reaction was presented in Chapter 8.   

  This chapter reports the reactivity of ClN3 with 17 negative ions and 18 

positive ions at 300K.  A wide variety of ion reactants was chosen so that reaction 

trends and thermochemistry could be determined.  A major goal of the study was 

to determine upper and lower limits for the electron affinity, proton affinity, and 

ionization energy.  Since unreacted Cl2 was present in the system, it was also 

necessary to study the reactivity of the ions with Cl2.  G3 and G3B3 calculations 

were completed to complement the experimental results.   
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9.2.  Experimental 

 Ion chemistry with ClN3 was studied using the well established selected 

ion flow tube (SIFT)2 at the Air Force Research Laboratory (AFRL).  This 

experiment as shown in Figure 9.1 is analogous to the FALP experiment 

(Figure 8.1) however the reactant with ClN3 was a selected ion as opposed to an 

electron.  A specific ion was produced by flowing a precursor (~10 % in a noble 

gas) into the source inlet across an ion source composed of a tungsten filament.  

Mass selection of the specific ion was possible with a quadrupole placed upstream 

from the reaction drift tube.  After ion selection the ions were injected into the 

flow tube via a venturi inlet using a He buffer gas.   

 

Figure 9.1.  Schematic diagram of the selected ion flow tube (SIFT) with the 

inline synthesis of ClN3. 
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The ClN3 in He was injected halfway along the middle of the flow tube, 59.0 cm 

upstream from the sampling orifice.  The depletion of the reactant ion and 

products of the reaction were monitored by quadrupole mass spectrometry at 

various rates of natural reactant flow.   

 The ClN3 was produced in-line with the flow tube and the concentration 

was monitored by UV absorption, as described in Section 8.2, to ensure that the 

neutral concentration was much larger than the ion concentration.  In this way 

pseudo-first-order kinetics was assumed and the rate constants were determined 

from the slope of the log of reactant ion concentration vs. neutral product 

concentration.  The neutral product concentration was varied by adjusting the 

neutral reagent flow rate.  A second quadrupole mass spectrometer was used to 

identify ion products.  Branching ratios were determined by plotting product 

fractions as a function of [ClN3] and extrapolating to zero thereby eliminating 

effects from secondary chemistry.  Typical errors in rate constant measurements 

were 20% for the SIFT however the additional error from the absolute 

concentration measurement of ClN3 by absorption increases the total error to 

nearly 50%.   

 Reactions yields for ClN3 production ranged from 40-100% with typical 

yields > 80%.  Unreacted Cl2 and H2O reactants were inevitably introduced into 

the flow tube.  To account for this complication the reaction rate constants and 
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branching ratios were also measured for the reaction of Cl2 and H2O with various 

ions. 

 The following precursors were used to create the reactant ions listed 

below.  For negative ions: O2 for O2ˉ and Oˉ; CO2 for CO3ˉ; N2O4 for NO2ˉ and 

NO3ˉ; Cl2 for Cl2ˉ and Clˉ; SF6 for SF6ˉ, SF5ˉ, and Fˉ; H2O for OHˉ; CH3CN for 

CNˉ; CBrF3 for Brˉ; C2H5I for Iˉ; and CH3OH for CH3Oˉ.  NH2ˉ was produced 

by allowing Oˉ to react with NH3.  For positive ions: O2 for O2
+ and O+; H2O for 

H3O
+; NO2 for NO2

+; CH3OH for CH3OH2
+ and CH3

+; CO for C+ and CO+; Ar 

for Ar+; N2 for N2
+ and N+; SF6 for SF5

+ and SF3
+; SO2 (with or without H2O) for 

HSO2
+ and SO+; and CS2 for CS2

+.     

 Electronic structure calculations were carried out using the Gaussion 03 

program package3.  Optimized geometries and energies for molecules and 

transition states were calculated at the B3LYP/6-311+G(d) level for reaction 

coordinate diagrams.  Calculations to determine the ionization energy, proton 

affinity, and electron affinity were carried out using G3 theory4.   

 

9.3. Results: ClN3 + Negative Ions 

  An example of a typical semilograthmic plot of reactant and product ion 

counts vs. [ClN3] is shown in Figure 9.2.  This example shows the decay of Fˉ 

due to its reaction with ClN3.  Also shown is the increase of Clˉ and N3ˉ product 

as [ClN3] increases.  N3ˉ decreased at larger densities because it also reacted with 
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ClN3.  The percent decay of the primary reactant ion varied between 20 – 80% 

depending on the reactant.  The semilogarithmic decays were observed to be 

linear for every observed reaction as expected for pseudo-first-order reactions.    

 

Figure 9.2. Semilogarithmic plot of fluoride ion reacting with chlorine azide.  
The line through the Fˉ data is a least-squares fit. 
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9.3.1. Negative Ions + Cl2 

  Reaction rate constants, reaction efficiencies (Eff  = measured rate 

constant / collision rate constant), reaction enthalpies (Hrxn), and product ion 

branching ratios were measured for the reaction of various ions with Cl2 and 

listed in Table 9.1.  The electron binding energies (eBE) were taken from the 

NIST Chemistry Webbook5.  As mentioned above, these measurements were 

necessary to account for unreacted Cl2 which introduced competing reactions 

with the ion reactant in the ion + ClN3 studies.   

  A reaction was observed with all but one ion (SF5ˉ).  Clˉ and Cl2ˉ were 

often the main ion products.  Clˉ was a product in all but one of the reactions.  

However, the Clˉ product was not useful to account for the Cl2 background in 

ClN3 experiments because Clˉ was a possible ion product in ion + ClN3 

reactions.  Cl2ˉ, which was a product in many of the reactions in Table 9.1 was 

more useful since it could not be a product of any of the ion + ClN3 reactions. 

  O2ˉ, Oˉ, NO2ˉ, SF6ˉ, OHˉ, NH2ˉ, and CH3Oˉ all have electron binding 

energies that are lower than Cl2 (2.4 eV).  As a result, Cl2ˉ was an ion product of 

their reaction with Cl2.  For these ions, the measured rate constants and 

branching fractions were used to subtract the unreacted Cl2 contribution in the 

ClN3 reactions.       
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Reaction 
eBE 
(eV) 

Rate 
Constant Eff 

Ionic 
Products 

Hypothesized 
Neutral 

Products 
Branching 

Ratio Hrxn 

O2
-
 + Cl2

 
0.448 11.8 1.10 Cl

-
 ClO2 0.67 -80 

    Cl2
-
 O2 0.33 -188 

        

O
-
 + Cl2

 
1.461112 17.3 1.24 Cl

-
 ClO 0.06 -234 

    ClO
-
 Cl 0.11 -95 

    Cl2
-
 O 0.83 -91 

        

NO2
-
 + Cl2 2.273 7.87 0.83 Cl

-
 NO2Cl 0.09 7 

    Cl2
-
 NO2 0.91 -15 

        

SF6
-
 + Cl2

 
1.2 0.945 0.13 Cl2

-
 SF6 1 -132 

        

SF5
-
 + Cl2 3.8  0.00 N/R    

        

F
-
 + Cl2

 
3.4012 7.87 0.61 Cl

-
 FCl  -43 

        

OH
-
 + Cl2 1.8277 12.7 0.91 Cl

-
 HClO 0.18 -163 

    ClO
-
 HCl 0.03 -61 

    Cl2
-
 OH 0.79 -54 

        

CN
-
 + Cl2 3.862 0.126 0.01 Cl

-
 ClCN  -162 

        

NH2
-
 + Cl2 0.771 1.34 0.10 Cl

-
 NH2Cl 0.14    

    Cl2
-
 NH2 0.86 -152 

        

N3
-
 + Cl2 2.68 0.0346 0.00 Cl

-
 ClN3 1 -250 

        

Br
-
 + Cl2 3.363538 0.268 0.03 Cl

-
 BrCl 1 -14 

        

I
-
 + Cl2 3.059036 0.496 0.07 Cl

-
 ICl 1 -365 

        

CH3O
-
 + Cl2 1.572 0.945 0.09 Cl

-
 CH2O + HCl 0.59 -296 

    Cl2
-
 CH3O 0.41 -76 

        

        

Table 9.1.  Reaction rate constant (10-10 cm3 molecule-1 s-1), product ion 
branching ratios, and reaction enthalpies (kJ mol-1) of negative ions with Cl2  
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  The remaining ions (besides SF5ˉ which did not react) produced 

exclusively Clˉ as an ion product.  The lack of Cl2ˉ in these reactions did not 

allow for a direct correction for the unreacted Cl2.  However a reaction that did 

form Cl2ˉ was run immediately before or after the ClN3 study so that the 

necessary corrections could be made.  The Cl2ˉ count was never larger than 10% 

of the major product and the corrections mainly affected the branching ratio for 

the minor channels.   

 

9.3.2. Negative Ions + ClN3 

  Reaction rate constants, reaction efficiencies, reaction enthalpies (Hrxn), 

and product ion branching ratios were measured for the reaction of various ions 

with ClN3 and are listed in Table 9.2.  The reaction rate for 17Clˉ was corrected 

for the natural abundance of 35Clˉ in ClN3.  Asterisks mark the Hrxn values 

which were estimated from electronic structure calculations.  Reactions with Oˉ, 

O2ˉ, NO2ˉ, OHˉ, and CH3Oˉ produced trace amounts of Cl2ˉ as a result of Cl2 

contamination and the rate constants and branching ratios were corrected 

accordingly.   
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Reaction EA (eV) 
Rate 

Constant Eff 
Ionic 

Products 

Hypothesized 
Neutral 

Products 
Branching 

Ratio Hrxn  

O2
-
 + ClN3 0.448 11.4 0.88 Cl

-
 N3 + O2 0.80 -110 

     N2 + NO2  -534 

    N3
-
 Cl + O2 0.09 -20 

    ClO2
-
 N3 0.01 +92 

    ClN3
-
 O2 0.11 -170* 

        

O
-
 + ClN3 1.461112 16.4 0.96 Cl

-
 N3 + O 0.65 -12 

     N2 + NO  -628 

    N3
-
 ClO 0.11 -191 

    ClO
-
  0.09 -152 

    ClN3
-
  0.15 -80* 

        

CO3
-
 + ClN3 3.26 NR 0.00     

        

NO2
-
 + ClN3 2.273 10.4 0.90 Cl

-
 2 NO + O2 0.31 -46 

    N3
-
 NO2Cl 0.06 +10 

    ClN3
-
 NO2 0.63 +9 

        

NO3
-
 + ClN3 3.937 NR 0.00     

        
37

Cl
-
 + 

35
ClN3 3.6144 3.1 0.25 

35
Cl

-
 

37
ClN3 1.0 0 

        

SF6
-
 + ClN3 1.20 2.42 0.28 FN3

-
 SF5Cl 0.34 +175 

    SF5
-
 ClF + N3 0.66 +72 

        

SF5
-
 + ClN3 3.8 0.390 0.04 FN3

-
 SF4Cl 0.66 +366 

    SF4N3
-
 FCl 0.34 +119 

        

F
-
 + ClN3 3.4012 8.98 0.57 Cl

-
 FN3 0.64 -63* 

    N3
-
 FCl 0.36 -62* 

        

OH
-
 + ClN3 1.8277 13.0 0.80 Cl

-
 N2 + HNO 0.67 -372 

    ClO
-
 HN3  0.12 -69 

    ClN3
-
 OH 0.12 -36* 

     Cl
-
(ClN3)  0.09  

        

CN
-
 + ClN3 3.862 9.30 0.66 Cl

-
 N2 + CNN 0.41 -67 
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    N3
-
 ClCN 0.59 -120 

        

NH2
-
 + ClN3 0.771 1.72 0.10 Cl

-
 2 N2 + H2 1.0 -721 

     N3 + NH2  -74 
        

N3
-
 + ClN3 2.68 0.0969 0.01 Cl

-
 3 N2 1.0 -808 

        

Br
-
 + ClN3 3.363538 0.0824 0.01 Cl

-
 BrN3 1.0 +3* 

        

I
-
 + ClN3 3.059036 0.574 0.06 Cl

-
 IN3 0.83 -13* 

    N3
-
 ICl 0.17 (+21) -59*  

        

CH3O
-
 + ClN3 1.572 1.64 0.12 Cl

-
 CH3O + N3 0.75 -67 

     
N2 + NO + 

CH3  -255 

    N3
-
 CH3OCl 0.15 -187 

    ClO
-
 CH3N3 0.10 -67 

        

Cl2
-
 + ClN3  2.61 0.26 Cl3- N3 1.0 -362 

 
Table 9.2. Reaction rate constant (10-10 cm3 molecule-1 s-1), product ion branching 
ratios, and reaction enthalpies (kJ mol-1) of negative ions with ClN3.  
 

  Reactions of ClN3 with O2ˉ, Oˉ, NO2ˉ, Fˉ, CNˉ produced both Clˉ and 

N3ˉ with efficiencies > 50%.  Iˉ and CH3ˉ reacted to form the same product ions 

but with only 12 and 6% efficiencies respectively.  In general, the relative 

exothermicities of the two channels were reflected in the branching ratios.  Clˉ 

and N3ˉ account for at least 75% of the total product ions in these reactions with 

Clˉ dominating in most cases.   

  Charge transfer dominated in the reaction with NO2ˉ and was also an 

observed mechanism in reactions with O2ˉ, Oˉ, and OHˉ.  Particular attention 
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was paid to the production of the ClN3ˉ product.  This product was of interest to 

bracket the electron affinity of ClN3.  The ClN3ˉ product was produced for 

reactions where the electron affinity of the ion reactant was smaller than that of 

ClN3.  If the electron affinity of the ion reactant was larger than that of ClN3, the 

ClN3ˉ product would not be observed.  Based on the observed results listed in 

Table 9.2 the electron affinity of ClN3 must lie between that of NO2 and N3, 

estimating EA = 2.48 ± 0.2 eV.   

  Isotope exchange of Cl was studied by injecting 37Clˉ to react with ClN3.  

Exchange was found to occur in ~ 25% of collisions.  The natural abundance of 

35Cl in the ClN3 reactant was accounted for.  N3ˉ, Brˉ, and Iˉ produced 

exclusively Clˉ but at low efficiency.  Reactions of SF6ˉ and SF5ˉ were interesting 

as they produced exotic and unexpected ions (FN3ˉ and SF4N3ˉ). The oxygen-

containing ion reactants all reacted with ClN3 to produce minor oxygen-

containing products.    

   

9.4. Discussion: ClN3 + Negative Ions 

  One of the goals of the present study was to determine the electron 

affinity of ClN3.  G3B3 calculations were completed and predicted the electron 

affinity to be 2.32 ± 0.1 eV.  G3B3 is a variant of the G3 theory in which 
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structures and zero point vibrational energies were calculated at the 

B3LYP/6-31G(d) level of theory instead of MP2/6-31G(d).6-8  The experimental 

value of EA = 2.48 ± 0.2 eV is in good agreement with the calculated value.  

There is a possibility that ClN3ˉ was created in an exothermic reaction and 

dissociated.  However complete dissociation was unlikely.  Partial dissociation 

would result in an underestimation of ClN3ˉ and an overestimation of Clˉ 

branching fractions.     

  The reaction rate constants and branching ratios for Cl2 with O2ˉ, Oˉ, 

NO2ˉ, SF6ˉ, and Fˉ have been reported previously and are within the error bars 

of our measured values.9-12  Reaction mechanisms were inferred from previous 

experimental studies and computational efforts. 

  The reaction coordinate for the reaction of Fˉ with ClN3 has been 

reported.13  The computational results showed that Clˉ was produced in the 

reaction via a nearly barrierless syn attack on the terminal N of ClN3.  A distinct 

barrier was calculated for the attack of Fˉ on the chlorine atom resulting in the 

formation of ClF and N3ˉ.  All of the reactions in this study were expected to 

occur in a similar manner.   

  The results from this study offer some clues to the mechanistic details.  

For the isotope exchange reaction, if a long-lived complex was made for every 

collision, and efficiency of 50% would be expected.  The lower efficiency in this 
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study (25%) implies that either the complex was not formed efficiently or that 

there was a barrier to the product formation.  The low efficiency of the Brˉ and Iˉ 

reactions to produce Clˉ was due to the low exothermicities.  The N3ˉ reaction 

was probably slow because the formation of four products (3 N2 + Clˉ) is 

generally not efficient.    

  The reactions of ClN3 with SF6ˉ and SF5ˉ produced never before 

observed product ions, FN3ˉ and SF4N3ˉ.  FN3ˉ was formed in both reactions 

likely through a syn attack on the terminal nitrogen and elimination of SFx-1Cl.  

The production of SF4N3ˉ and SF5ˉ likely occurs through the same mechanism.   

  Computational work was completed to address the mechanisms of the 

oxygen-containing reactions.13  The transfer of the chlorine atom to Oˉ was 

believed to occur as a barrierless process.  From there, ClOˉ may dissociate or 

electron back transfer would produce ClO and N3ˉ.  However, in this study Clˉ 

was the major product.  Further computational work predicted that ClOˉ further 

reacts with N3.  In this case the oxygen attacks the terminal nitrogen, resulting in 

the formation of Clˉ and NNNO, which is unstable and decomposes to form N2 

and NO.   
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9.5. Results: ClN3 + Positive Ions 

  As with the reactions of ClN3 with negative ions, the reaction of positive 

ions with Cl2 were also examined to account for unreacted Cl2 from the ClN3 

synthesis.  Computational work was completed to complement the experimental 

results.   

  Reactions of Cl2 with O2
+, H3O

+, Ar+, C+, CO+, N+, N2
+, SF5

+, and SF3
+ 

were observed.  Reactions with contaminant H2O were observed with O2
+, 

CH3OH2
+, C+, and O+.  Reactant rate constants and branching ratios for the 

reactions with these ions with ClN3 were corrected.  Semi-logarithmic decays 

were observed in all cases.  Decay of the primary ion was ~20% for the slowest 

reactions and ~80% for faster reactions.   

  The reactivity of ClN3 with 18 positive ions was investigated, allowing for 

general reaction trends and thermochemistry to be determined.  The rate 

constants, ion products with branching ratios, and efficiencies for these reactions 

are listed in Tables 9.3 and 9.4.  Accurate branching ratios could not be 

determined for some reactions due to the effects from ClN3 reactant impurities.  

In those cases only major products are identified and rate constants are reported 

as upper limits.     

  Of particular interest were reactions that allowed for the ionization 

potential and proton affinity of ClN3 to be determined.  The reactions that were  
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 Reaction Ionization 
energy (eV)* 

Rate constant 
(10-10 cm3 s-1) 

Eff Ionic 
products 

Branching 
ratio 

Ar+ + ClN3 15.76 <20 <1 NCl+  
    Cl+  
    N3

+ Major 
N2

+ + ClN3 15.58 <20 <1 NCl+ Major 
    Cl+  
    ClN2

+  
N+ + ClN3 14.53 17 0.9 NCl+ 0.7 
    N3+ 0.2 
    Cl+ 0.1 
    ClN2

+ Trace 
CO+ + ClN3 14 <10 <0.8 Cl+  
    N3

+  
    CCl+ Major 
    ClN2

+  
O+ + ClN3 13.6 <40 <1 N3

+  
    NCl+ Major 
SO2

+ + ClN3 12.35 5.6 0.5 SOCl+ Trace 
    NCl+ 0.8 
    Cl+ 0.2 
O2

+ + ClN3 12.07 15 1 NCl+  
C+ + ClN3 11.2 <20 <1 NCl+ Major 
SO+ + ClN3 10.29 8.1 0.6 SOCl+ 0.2 
    SON3

+ 0.2 
    SONCl+ 0.3 
    SN+ 0.2 
    ClN2

+ Trace 
    NCl+ 0.1 
CS2

+ + ClN3 10.073 6.8 0.6 CSCl+ 0.3 
    CS2N

+ 0.7 
CH3

+ + ClN3 9.84 27 1 CNH2
+ 0.9 

    HN3
+ 0.1 

SF5
+ + ClN3 9.6 0.13 0.01 NCl+ Major 

    SF5ClN+  
NO2

+ + ClN3 9.586 N/R <0.001   
NO+ + ClN3 9.264 N/R <0.001   
SF3

+ + ClN3 8.18 0.001 0.001 SF2Cl+  

Table 9.3. Reaction rate constants, reaction efficiencies (Eff), and product ion 
branching distributions measured at 300 K for reactions used to determine the 

ionization energy of ClN3. 

* The ionization energy listed is the ionization energy for the neutral of the corresponding ion reactant. 
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Reaction 
Proton binding 

energy (kJ mol-1) 
Rate constant 
(10-10 cm3 s-1) Eff 

Ionic 
products 

Branching 
ratio 

CH3OH2
+ + ClN3 754 0.21 0.01 HN3

+  

H3O
+ + ClN3 691 1.3 0.08 NCl+ 0.5 

    HN3
+ 0.5 

HSO2
+ + ClN3 672 4.2 0.35 HClN3

+ 0.1 

    NCl+ 0.8 

    Cl+ 0.1 

Table 9.4. Reaction rate constants, reaction efficiencies (Eff), and product ion 
branching distributions measured at 300 K for reactions used to determine the 

electron affinity of ClN3. 

 

used to bracket the ionization potential are listed in Table 9.3 along with the 

ionization energy for the corresponding neutral of the reactant ion.  A charge-

exchange reaction would imply that the ionization energy of ClN3 must be lower 

than the listed ionization energy.  Unfortunately, ClN3
+ was not observed as a 

product of any reaction so an upper limit to the ionization energy could not be 

determined.  This is consistent with a previously reported observation14 that ClN3 

dissociates upon ionization.  NO+ and NO2
+ were found not to react with ClN3 

signifying that the IE of ClN3 is greater than the IE of either NO or NO2.   The 

IE is therefore > 930 kJ mol−1(>9.6 eV).  

  The reactions that were used to bracket the proton affinity of ClN3 are 

listed in Table 9.4 along with the proton binding energy for the corresponding 

ion.  Proton transfer occurred if the proton affinity of ClN3 was greater than the 

proton binding energy of the ion. Rapid, moderately efficient (35%), non-
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dissociative proton transfer was observed in the reaction with HSO2
+, indicating 

the PA(ClN3) > 672 kJ mol−1.  HClN3
+ was not observed in reactions of 

ClN3 with H3O
+ or CH3OH2

+ but the proton transfer dissociation transfer 

product, HN3
+ was observed.  This product was present at a low but significant 

efficiency (8%) for the reaction with H3O
+.  Although HN3

+ was observed in the 

reaction with CH3OH2
+ the efficiency was too low (1%) to be sure it is an 

exothermic reaction.  The proton affinity of ClN3 was then bracketed between 

the proton binding energies of CH3OH2
+ and HSO2

+ at 713 ± 41 kJ mol−1. 

  The high energy content of ClN3 makes a wide variety of ion products 

accessible.  Reactions were more efficient if the corresponding neutral of the 

reactant ion had a large ionization energy.  Many different ion products were 

observed and often a single reaction would result in several products.  ClN+, Cl+, 

N3
+, and ClN2

+ were common ion products.  The dissociative charge-transfer 

product NCl+ was produced in fourteen of the sixteen cations that did react.  Cl+ 

and N3
+ were products of reactions with listed ionization energies greater than 

12.2 eV.  Few oxygen containing ion products were observed yet sulfur 

containing ion products were produced efficiently.    
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9.6. Discussion: ClN3 + Positive Ions 

  The lack of ClN3
+ and the observation of both NCl+ and Cl+ dissociative 

products confirmed that ClN3
+ is weakly bound and dissociates easily upon 

ionization of ClN3.
14  The bracketing study to determine the ionization energy 

gave an upper limit of 9.2 eV which is consistent with a previous estimate of 

9.97 eV.1  

  G3 calculations gave three stable structures of HClN3
+.15  The proton 

could have attached to Cl (PA = 587 kJ mol−1), the N closest to the chlorine atom 

(PA = 637 kJ mol−1), or the N furthest from the Cl atom (PA = 703 kJ mol−1), 

but not to the central N.  The experimentally bracketed PA of 713 ± 41 kJ mol−1 

suggested that the proton attached to the terminal N.  Note that the proton 

transfer reaction observed with HSO2
+ requireed the PA to be > 672 kJ mol−1.   

  Only generalizations were able to be made about reaction trends due to 

complications from competing reactions of the reactant ion with Cl2 and H2O 

from the ClN3 reactor.  A wide variety of product ions were observed but the 

dissociative products Cl+ and NCl+ were often abundant.  Incorporation of 

oxygen into the product ions was not as prevalent when compared to negative 

ion reactions.  In contrast, reactions with isovalent sulfur-containing ions, with 

the exception of HSO2
+, formed product ions containing sulfur.  These sulfur 

containing product ions also incorporate either chlorine or nitrogen. If the 
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production mechanism for these ions involves direct attachment, then the ions 

interact with neutral ClN3 at several sites.  G3 computations of the neutral species 

predict the Mulliken charges on the chlorine atom and the first and third nitrogen 

atoms to be negative, giving at least two likely places of attack for the positive 

ion. 
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S e c t i o n  3  

ROVIBRATIONAL ENERGY TRANSFER IN ACETYLENE 
 

Chapter 10. Rotational and Vibrational Energy Transfer From 
the First Overtone Stretch (10100)00 of Acetylene
 
10.1. Introduction 

Acetylene has recently been demonstrated as medium for a potential high 

quality, scalable, molecular gas phase laser near 3 m.1  Acetylene is an ideal 

candidate for this type of laser because it is pumped using 1.5 m radiation from 

readily available diode and fiber laser systems.  It is anticipated that multiple lower 

quality fiber lasers would be coupled to pump the acetylene molecular laser 

producing a high powered, high quality beam with high efficiency.   

The vibrational modes, energies, and symmetries of acetylene in the X+
g 

state are shown in the first column of Table 10.1.  In this section, as with 

convention, the vibrational state of interest is labeled (1,2,3,4
l4,5

l5)l where n 

represents the vibrational modes in Table 10.1, l4 and l5 are the vibrational angular 

momentum quantum numbers for the doubly degenerate 4 and 5 modes, and l 

is the total vibrational angular momentum quantum number (l4+l5).  l may be 

omitted when its value is zero.  For the acetylene laser demonstration1, the 

(10100) vibrational level was populated by pumping with an optical parametric 
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oscillator (OPO) laser at 1.5 m.  Lasing was observed near 3 m indicating a 

loss of a single C-H stretch.   

 
Table 10.1.  The vibrational modes, energies, and symmetries of 

acetylene in the X+
g and A1Au electronic states.  Data were acquired 

from References 2-5. 
 

Acetylene has been thoroughly studied because it is easily obtainable, 

exists as a gas at room temperature, and is a relatively simple molecule with rich 

rovibrational energy levels.  Among the thousands of publications involving 

spectroscopy and energy transfer in acetylene, only the few pertaining to this 

study will be listed here.  A more detailed review of the spectroscopy and 

energetics of acetylene has been published by Orr6.  Watson2 et al. and Herman5 

et al. have published detailed data on the ground electronic state of acetylene as 

listed in Table 10.1.  These modes can be observed by IR (u symmetry modes) 
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and Raman (g symmetry modes) spectroscopy or by double resonance techniques.  

g-symmetry modes near (10100) have also been observed using IR by absorption 

from the thermally populated low lying 5 level.7  Overtone and combination 

bands have been observed above 15000 cm-1 where acetylene is dissociated to 

vinylidene (H2C=C:).8  At high energies, spectra become congested and 

rovibrational eigenstates are perturbed by anharmonic mixing, l-resonance effects, 

and Coriolis coupling.9  At this point the normal-mode description is no longer 

valid and the eigenstates must be described by polyad models.    

Acetylene was the first molecule to show a large change in geometry 

upon excitation to a higher electronic state.6  Acetylene is linear in its ground state 

but trans-bent planar in its first excited A1Au state.  The symmetry is changed 

from     in the ground state to     in the A1Au state.  The vibrational modes, 

energies, and symmetries of acetylene in the A1Au state are shown in the second 

column of Table 10.1.  The change in electronic symmetry from g to u allows 

direct absorption or laser induced fluorescence (LIF) measurements from the 

ground vibrational level in X+
g to levels in A1Au with g vibrational 

symmetry.2,4,10,11  The u-symmetry levels in A1Au have been observed by double 

resonance techniques.3,12 

Double resonance spectroscopy (described below) has also been used to 

study collision-induced rotational and vibrational energy transfer in acetylene and 

is reviewed by Orr.6  Several rotational energy transfer (RET) studies have 



192 
 

quantified the state-to-state rotational energy transfer kinetics within various 

vibrational levels in acetylene.13-18  Vibrational energy transfer (VET) studies 

identified vibrational levels populated by transfer from the pumped intermediate 

rovibrational level and the kinetics of this transfer was investigated.19-24  More 

specifically related to this work, the kinetics studies by Tobiason and Crim 

measured the rate constants of the total population removal from various J states 

in the (10100) vibrational manifold of the ground electronic state.25  Although the 

total removal kinetics from this state have been studied, the state-to-state RET 

and vibrational relaxation pathways from have not been addressed.  

In this study time resolved double resonance (IR pump, UV probe) 

spectroscopy was used to study the collision-induced energy transfers from the 

vibrational manifold responsible for the previously mentioned lasing in acetylene.  

After pumping a specific rotational state in (10100), nearby rovibrational states 

that were populated by rotational and vibrational energy transfer were identified.  

Furthermore, we measured energy transfer rate constants for the identified 

transitions. 
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10.2. Experimental 

10.2.1. Double Resonance Spectroscopy 

 

Figure 10.1. Eigenstates involved in IR-UV double resonance experiment 
includes the initially populated ground state (bottom), intermediate pumped 
state (next higher), collisionally transferred state (next higher), and 
electronically excited state (highest). 

  Figure 10.1 shows the rovibronic states involved in the double resonance 

experiment.  The color groups the vibrational manifold and each horizontal line  

represents a specific rovibrational state.  The bottom three vibrational manifolds 

are in the X+
g electronic state and the green level (top) represents a vibrational 

manifold in the A1Au electronic state.  First, population was transferred (by IR 

radiation in this experiment) from a specific ground rovibrational state (J") to a 

single rovibrational state in the intermediate vibrational level (J), referred to as 
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pumping.  After some time, or immediately after pumping, an intermediate state 

population was observed by laser induced fluorescence, referred to as probing 

(JJ’). 

 There were three typical types of experiments that were done with this 

scheme involving three variable parameters: the pump wavelength, the probe 

wavelength, and the time delay between the pump and probe.  In the case of a 

variable time delay, both the pump and probe energies were set in resonance with 

specific rovibrational transitions.  After some time delay to allow for energy 

transfer, the probe beam was used to observe either the same or a nearby 

rovibrational state by LIF.  Kinetic information was measured for energy transfer 

processes by recording the time delay vs. LIF intensity.   

 The second type of experiment was the pump wavelength scan.  In this 

experiment the pump-probe time delay was fixed, the probe wavelength was 

fixed to induce fluorescence from a specific intermediate rovibrational state, and 

the pump wavelength was scanned while observing the LIF.  If the pump-probe 

delay was zero, fluorescence was observed only when the pump wavelength was 

in resonance with the states being probed.  If there was some time delay between 

the pump and probe lasers to allow for RET or VET, then fluorescence was 

observed when the pump wavelength was in resonance with the states involved in 

this energy transfer.  The fluorescence intensity was proportional to the 

population in the probed state.   
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 The third type of experiment was the probe wavelength scan.  In this 

experiment the pump-probe time delay was fixed, the pump wavelength was 

fixed to populate a specific intermediate rovibrational state, and the probe 

wavelength was scanned while observing the LIF.  If the pump-probe delay was 

zero, fluorescence was observed only when the probe wavelength was in 

resonance with an allowed transition from the pumped intermediate state.  As the 

delay was increased, peaks arose that corresponded to the states being populated 

by collisional energy transfer while the peaks assigned to the initially populated 

state decreased.   

 In general, the time delay scan gave the best kinetic information.  The 

pump wavelength scan was used to identify which states had energy transfer 

pathways to the probed state.  The probe wavelength scan was used to identify 

energy transfer pathways from the pumped state. 

 

10.2.2. Experimental Setup 

  The experimental setup is illustrated in Figure 10.2.  A small vacuum 

chamber was evacuated to 1 mTorr using a standard mechanical pump with a dry  

ice trap to keep pump oil vapors from diffusing into the chamber.  Extended 

from the sides of the chamber were two 0.45 m copper tubes with 1.5 inch 

diameters.  Quartz windows were attached at the ends of the tubes.  Within the 

tubes were bellows constructed of black painted washers with diameters 
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converging to about 1.0 cm openings designed to reduce light scatter within the 

chamber.  Acetylene flowed from the ends of the extensions to the center of the 

chamber at 1 mL/s.  This was slow enough for laminar flow and negligible 

convection effects.  The pressure was kept constant near 100 mTorr by two flow 

control valves.  The pressure was measured using a Baratron pressure gauge 

(MKS Model 622A11TAE). 

 

 

Figure 10.2. Experimental setup for IR pump, UV probe double resonance 
spectroscopy.   
 

 An optical parametric osciallator / optical parametric amplifier 

(OPO/OPA) (LaserVision) laser pumped by a Nd:YAG laser at 1.064 m 

provided the pump beam near 1.5 m.  The probe beam was produced by an 

excimer pumped dye laser (Lambda Physik) frequency doubled to 250 nm.  The 

OPO/OPA produced up to 8 mJ/pulse with a 10 ns pulse duration and 1.3 cm-1 

bandwidth (FWHM).  The UV laser had approximately a 10 ns pulse duration 

and varied from 20 – 200 J/pulse.  The pulse length of the lasers were short 
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relative to the timescale of the energy transfer (hundreds of nanoseconds).  Both 

the IR and UV lasers were focused to the center of the chamber, through the 

quartz windows, so that the IR laser at 0.5 mm was 5/8 the size of the UV laser.  

This insured that after hundreds of nanoseconds very few pumped molecules 

could diffuse outside the UV beam path.  The pump and probe beams entered 

the chamber from opposite ends and the laser power of both lasers were 

monitored using a photodiode or a photo multiplier tube (PMT).  If the laser 

power changed more than 10% during a single experiment the data was 

discarded.   The pump-probe time delay was set using a delay generator (SRS, 

DG 535), which was controlled using a Lab View program. 

 The LIF was detected by a PMT through the wall of the chamber which 

was composed of a silica window.  The PMT was mounted perpendicular to the 

pump-probe beams and was located behind filters and optics used to focus the 

beam intersection into the PMT.  The optics and filters reduced background 

scattered light and increased the sensitivity at least tenfold.  The signal from the 

PMT was integrated with a boxcar and stored on a computer using the Labview 

program.  In some cases the integration began 30-50 ns after the peak 

fluorescence to reduce the scatter contribution.   
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10.3. Results and Anaylsis 

10.3.1. Absorption Spectrum of Acetylene 

The pump laser was calibrated based on X+
g (00000) (10100) 

absorption.  Figure 10.3 shows the absorption spectrum.  Acetylene contains two 

hydrogen atoms with nuclear spin-1/2 (fermions), and carbon has zero spin.  

Molecules in even J" states have symmetric rotational wavefunctions and those in 

odd J" states have antisymmetric rotational wavefunctions.  To satisfy the Pauli 

principle, the nuclear spin functions must have opposite symmetry (the electronic 

and vibrational wavefunctions are symmetric upon exchange of the hydrogens).   

The symmetrized forms of the nuclear wavefunctions include three symmetric 

and one antisymmetric form.  Therefore, the degeneracy of odd J" and even J" 

states of acetylene are 3 and 1 respectively as observed in the absorption 

spectrum.  

 

Figure 10.3. Absorption spectrum of the X+
g (00000)(10100) transition of 

acetylene by IR absorption.  Experimental data is plotted above to be compared 
with the PGOPHER simulation below. 
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10.3.2. Probe Scan Results and Analysis 

 As explained in the experimental section, the probe scan was used to 

identify energy transfer pathways from the pumped state (10100).  Once the pump 

laser was set in resonance with a vibrational transition, i.e. one of the peaks in 

Figure 10.3, the probe laser was scanned and LIF was observed using the 

A(001010)-X(10100) band and recorded as a function of probe laser wavelength.  

This experiment was repeated for various delay times between the pump and 

probe lasers.   

 Figure 10.4 compares UV probe scans at 15 ns delay and 220 ns delay 

after pumping to J = 6, 8, 10, 12, or 14.  The bottom spectrum is a calculated 

spectrum using constants provided by Tobbiason14 et al. and simulated using 

PGOPHER software.  The simulation predicts what would be observed if all of 

the even J states were pumped simultaneously.  In the short time delay 

experimental spectra (top five), peaks were observed only for transitions from the 

initially pumped state.  After 220 ns (bottom five spectra), rotational energy 

transfer occurred and peaks appeared for transitions from neighboring J states.  

After correcting for laser power, the intensity of the peak was directly 

proportional to the population in that particular intermediate state.  Collisional 

energy transfer was faster to closely lying J states than to J states further in energy.  

This energy transfer will be quantified later. 
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Figure 10.4. Probe wavelength scans of the (10100) vibrational level 15 ns and 
220 ns after pumping J=6,8,10,12 or 14. The top spectra are the experimental 
spectra while the bottom simulation gives a reference for peak positions. 
 
 Another important artifact in these spectra was the presence of “quasi-

quasi-continuous” absorption along the entire spectrum which was not assigned 

necessarily to the (10100) state.  These convoluted peaks could not be assigned 

due to the congestion of the spectra.   

 There was evidence that VET occurred and these peaks may be due to 

fluorescence that originated from rotational levels in a different vibrational 
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manifold nearby the intermediate pumped level.  High intensity fluorescence was 

detected in shorter wavelength UV probe scans.  Figure 10.5 shows the probe 

scan spectrum acquired to the blue of our initially pumped state.  The large peaks 

stick out above the lower intensity background fluorescence. 

 

Figure 10.5.  UV scan about 50 cm-1 to the blue of the (10100) manifold with 
200 ns delay and pumping the (10100) J=8 state. The top is the experimental 
spectrum and the bottom is a PGOPHER simulation of the two assigned 
transitions.   

 After a tedious search through possible transitions, the spectrum was 

assigned to two nearby vibrational manifolds with transitions 

X+
g (00200)  A1Au (101000) and X+

g (11020)  A1Au (101000). The two 

band heads are labeled in Figure 10.5.  The two intermediate states are mixed to 

form a diad composed of the symmetric and antisymmetric linear combinations 
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of the 00200 and 11020 normal modes.  These states lie about 41 and 53 cm-1 

below the initially pumped (10100) state. Below the spectrum is a simulation 

based on molecular constants from Herman et al. and Merer et al.4,5  It turns out 

that this simulation is composed of odd J levels.  So by pumping to even J and 

observing odd J VET it is necessary to go from u to g vibrational symmetry to 

conserve nuclear spin symmetry.  If odd J were pumped an entirely different 

spectrum was observed and could be assigned according to opposite symmetry.  

A quantitative analysis of this VET was not possible because Franck-Condon 

factors were not know for these states and could not be measured easily because 

the states are symmetry forbidden for IR absorption.   

10.3.3. Pump Scan Results and Analysis 

 The pump scan was used to identify energy transfer pathways from the 

pumped state of interest.  Pump scan experiments were completed at various 

time delays for (10100) J = 0, 2, 4, 6, 8, 10, 12, and 14.  Figure 10.6 shows an 

example of a typical results from these experiments.  The UV laser was set to 

induce fluorescence from the (10100) J = 8 level.  The IR pump laser was then 

scanned to acquire a spectrum which identified the intermediate states that are 

connected (directly or by energy transfer) to the probed intermediate state.  

Experiments with various time delays were completed as shown in Figure 10.6.  

A simulated IR absorption spectrum is plotted below the experimental data for 

assignment.  At very short delay (50 ns), only the J = 8 peaks was observed.  
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These largest peaks indicate the total population present shortly after excitation 

of the (10100) J=8 intermediate level by pumping R(7) or P(9).    Energy transfer 

from other nearby J states was observed at longer delays.  After correcting for 

laser power, the intensity of the peak for neighboring J states corresponds to the 

energy transfer kinetics. Quantitative measurements will be discussed in more 

detail later.  

 

 

Figure 10.6. Pump wavelength scan of the (10100) vibrational level 50, 100, 200, 
and 300 ns prior to probing the J=8 level.  The y-axis is LIF intensity and the x-
axis is the pump wavelength 
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 The pump scan was also beneficial for detecting coincidental resonance.  

In some cases, such as an R-branch bandhead or P/Q branch overlap (see 

simulation in Figure 10.4), the UV probe may have been set at a wavelength that 

would produce LIF from more than one intermediate J state.  Setting the probe 

laser and scanning the IR pump laser, at very short delay, helped to identify 

exactly what intermediate state were observed.  This care was necessary for all 

double-resonance measurements. 

 Finally, the pump scan experiment was used for detecting VET.  As 

observed with the probe scan experiment, VET was observed between the 

(00200/11020) diad and the (10100) initially pumped state.  The diad has g 

symmetry so it cannot be populated from the g ground state because the 

transition is symmetry forbidden.  However, because the probe scan experiment 

allowed the assignment of the double resonance (00200/11020) spectrum we 

could set the UV probe laser at resonance with the X+
g (11020) – A1Au (101000) 

transition and scan the pump laser allowing for VET to occur prior to detection.  

Figure 10.7 is an example of this experiment with a 70 ns delay between the 

pump and probe laser while detecting J=5 of the (11020) manifold.  The 

population has a nearly Boltzmann distribution which indicates a small J 

dependence on the VET.  However, the deviation from the Boltzmann 

distribution is apparent in the taller P(6) and R(4) lines indicating slight 
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conservation of J in VET.   A quantitative analysis of these energy transfer 

processes will be discussed in a later section. 

 

Figure 10.7.  Pump scan near (10100) region while observing the (11020) J=5 
state by UV-LIF with a 70 ns delay between the pump and probe laser. 
 
 

10.3.4. Time Delay Scan Results and Analysis 

The third type of experiment, the time delay scan, more accurately 

measured the kinetics of the energy transfer processes described above.  This 

experiment was carried out in two different ways. Figure 10.8 gives the results of 

the following experiments: 

1. Total removal rate kinetic measurements were made by pumping and 

probing the same rovibrational level and varying the time delay between 

the pump and probe.   
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2. RET kinetic measurements were made by pumping a single (10100) 

rovibrational level and probing a different nearby (10100) rovibrational 

level using the A(001010)-X(10100) band. 

 In the total removal measurements (Figure 10.8, J=0) the sharp rise 

shows the initial LIF produced when the pump and probe laser fire 

simultaneously.  The rise time of the initial peak was < 20 ns.  After initial 

excitation, the population decreases exponentially.  A secondary rise from 

background fluorescence was also observed making the trace a summation of the 

fluorescence from the two processes.  Not all vibrational manifolds exhibited this 

phenomenon.  For example, the (01120) J=0 state showed no background 

contribution. 

 The RET traces were also complicated by the background fluorescence.  

Figure 10.8 shows the RET traces for various even J states after pumping J=0 

(10100).  In most cases the background fluorescence accounted for the majority 

of the signal in the trace.  Fortunately, the RET was faster than the rise of the 

background and therefore the beginning of the trace had a significant portion due 

to RET and the two processes were separated mathematically.  The results from 

these experiments shows the RET was more efficient for smaller J. 
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Figure 10.8.  Time delay scans pumping various J states in the (10100) manifold 
while observing the (10100) J=0 state.  The data is accompanied by a fit for the 
LIF from RET as well as background fluorescence. 
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10.3.5. Quantitative Analysis of Energy Transfer  

 Total removal rate constants were measured for J = 0, 2, 4, 6, 8, 10, 12 in 

the X+

g (10100) vibronic state and they are listed in Table 10.2.  They were on 

the order of 10-9 cm3/s and did not vary with respect to J except for J=0 which 

was almost 50% faster.  Origin was used to fit the data using a least squares fitting 

procedure with the formula: 

                                                       (10.1) 

where      was the LIF intensity at time t, A was the weighting coefficient for the 

exponential decay of LIF due to excitation from the probed (10100) rovibrational 

state with a decay constatant   , and B was the weighting coefficient for the 

exponential rise and decay of LIF due to background with rise and decay 

constants   and   .  Figure 10.8 gives an example of the data collected with the 

best fits.  The total removal rate constant is therefore related to the rate    by  

      
  

 
                                (10.2) 

where P is the experimental pressure of acetylene at the point of measurement.  

      then represents the total removal of population from the pumped 

rovibrational state by all removal processes.   
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Rotational 
state Ji 

Rate Constant 
 (present study) 

Rate Constant 
(Utz et al.)24 

Pressure 
broadening24,26 


if

fik , (PEGL) 

0 18.0±0.79   16.9 

2 12.8±0.96   12.9 

4 12.6±0.45   12.0 

6 12.8±1.15  10.4 11.3 

8 12.3±0.71 9.2 ± 1.3 9.5 ± 0.4 10.6 

10 12.3±1.37 8.5 ± 1.3 9.9 ± 0.4 9.9 

12 12.7±1.02 9.0 ± 0.7 9.8 ± 0.4 9.2 

14  9.5 ± 1.2 9.2 ± 0.6  

16  8.8 ± 1.6 9.5 ± 0.4  

18  7.1 ± 1.1 7.5 ± 0.6  

20  8.5 ± 1.5 6.8 ± 1.2  

22  6.9 ± 1.3 7.4 ± 1.2  

Table 10.2. Total removal rate constants for some rotational J states in C2H2 

X+
g (10100) in units of 10-10 cm3s-1.  The measurements at T= 295K are given in 

the 2nd column. Given in the 3rd column are rate constants measured by Utz et 
al.24 using IR-UV double resonance technique. The 4th column lists rates deduced 
by Utz et al.24 from pressure broadening data.26 Also listed in the last column are 
values deduced from our state-to-state RET rate measurements and rebuilt from 
PEGL fitting reflecting the RET contribution to the total removal rate.  
  

 The state-to-state rotational energy transfer constants     were 

determined for the X+
g (10100) vibronic state where   and  are the rotational 

quantum numbers for the initial and final states involved in the RET.  As 

explained previously, the state to state rate transfer can be described as a function 

of the intensities of the lines in the pump scan experiment.  More specifically, for 
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first order kinetics and assuming single collision conditions existed, the state-to-

state rate constants      can be extracted using the relationship: 

         
 

  
 
     

     
  

  

  
                                 (10.3) 

 In the pump scan experiment at time t, N is the number density 

(pressure),       is the intensity of the peak attributed to RET, and       is the 

peak intensity of the initially pumped state at time zero.  
  

  
 normalizes the peak 

intensities to their room temperature Boltzmann population. 

 This procedure for determining     from the experimental data is 

demonstrated here by an example.  In this example the state-to-state RET 

constants        are desired.  These constants represent the kinetics of RET 

from J=2,4,6,8… to J=0 in the X+
g (10100) state.  First a pump scan experiment 

was completed with a delay of 100 ns, observing the J=0 rovibrational state by 

UV-LIF.  From the results (analogous to Figure 10.6) it was tempting to measure 

the intensity of each peak    compared with       and use equation 10.3 to solve 

for    .  

 However examination of the time scan data (Figure 10.8) indicated that 

the intensity of the peaks in the pump scan experiment was not completely from 

RET.   Figure 10.8 shows examples where a large portion of the intensity is due 

to background.  The time scan data was then fit to the following equation: 
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                                                    (10.4) 

 

where      is the LIF intensity at time  , and A is the weighting coefficient for 

the exponential rise and decay of LIF due to background with rise and decay 

constants    and   .  B is the weighting coefficient for the exponential rise and 

decay of LIF due to RET where    is the Ji  Jf transfer rate and    is the total 

removal rate of Jf.  .  This method determined what fraction of the LIF was 

attributed to the background at any time.  The background portion could then be 

subtracted out leaving only LIF from RET.  The remaining LIF intensity was 

then used in equation 10.3 to solve for    .  Table 10.3 lists the measured rate 

constants with standard errors for various RET measurements.  The rates were 

on the order of 10-11 - 10-10 cm3/s.   
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0 0 
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2.6 
1.4(0.5) 

1.6 
1.0(0.7) 

0.9 
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0.5 

 
16.5(1.9) 

16.9 
 

2 
1.4(0.2) 

1.4 
0 

5.5(0.8) 
4.9 

2.3(0.6) 
2.9 

1.6(0.7) 
1.7 

1.5(0.5) 
1.0 

0.7(0.4) 
0.5 

12.8(1.4) 
12.9 

4 
0.6(0.1) 

0.51 
3.3(0.5) 

2.9 
0 

 
3.93 
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6 
0.22(0.08) 

0.24 
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3.1 
0 

 
3.3 

 
1.7 

 
0.9 

 
11.3 

8 
0.13(0.05) 

0.14 
0.66 (0.31 ) 
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3.0 
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10.6 
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0.06 (0.01) 
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2.7 
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9.19 

PEGL Fitting parameters : K0= 11.831.58 (10-10cm3s-1 )                           

 

Table 10.3. State-to-state RET rate constants ki,,f in units of 10-10cm3s-1. The top 
values in each row are the directly measured rate constants as described in the 
paper. The numbers in parenthesis are standard deviations for the measurements. 
The lower values in each row are rate constants rebuilt from the parameters used 
to fit the PEGL to the experimental data. The PEGL fitting parameters are listed 
in the bottom row. The last column lists the summation of the PEGL predicted 
rates in each row. 
 

10.3.6. Scaling Law 

 The number of RET rate constants determined in this study were not 

sufficient to describe all of the processes that would be of importance for 

relaxation to a thermal distribution at room temperature.  Consequently, the 

measured rate constants were fit to empirical fitting laws to extrapolate values for 



213 
 

to complete the rate constant matrices.  There are several scaling laws which 

attempt to model collisional RET kinetics based on the energy spacing of the 

states involved in the transfer.  Many of these models were developed from 

experimental data in diatomic molecules and have been applied to polyatomic 

molecules.25,27-30  The power exponential gap law (PEGL) was chosen to fit our 

data because it was a better fit to our experimental data than other scaling laws.  It 

was likely a better fit because it has a larger number of variable parameters than 

the other models.  The PEGL has the following form: 

        
       

  
 
 

         
       

    
                        (10.5) 

 
 

where         is the energy difference between the RET states,    is the 

molecular rotational constant for vibrational state  ,      is the Boltzmann 

energy at temperature T, and      and   are fitting parameters.  This method 

was used for exothermic transfer.  The principle of detailed balance was utilized 

to determine endothermic transfer rate constants: 

         
     

     
      

     

    
                                 (10.6) 

 
The experimental data was fit using equation 10.5 to obtain fitting 

parameters      and  .  These parameters were then used, along with equation 

10.6, to calculate values for each RET rate constant matrix element, i.e. the state-

to-state RET rate constants.  The interpolated and extrapolated values are 

included below the experimental values in Table 10.3.  
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10.3.7. Vibrational Energy Transfer 

The only conclusive VET pathways observed was (10100)  

(00200/11020).  The background fluorescence may have been attributed to other 

VET pathways but this was not conclusive as the absorption was too congested 

to be assigned.  As stated previously, a quantitative analysis of this transfer was 

not possible.  However, an upper limit was applied to the VET by considering 

RET.  The last column of Table 10.2 lists the summation of RET constants for 

each J state.  This accounts for approximately 90% of the total removal rate from 

each state.  Therefore, the upper limit of VET was 10%.   

 
10.4. Discussion and Conclusions 
 

Experiments were conducted pumping from odd J" because the 3:1 

population ratio gave greater sensitivity.  The same experiments could be 

conducted for even J".  For the probe scan experiments we observed K≠±1 

transitions along with the stronger K=0 transitions.  This is a result of axis 

switching which relaxes the K=±1 selection rule and has been observed 

previously for acetylene.25   

The “quasi-continuous” background in these experiments (see Figure 

10.4) caused considerable difficulty and added many assumptions to our analysis.  

The background was termed “quasi- continuous” because of the label that Payne 

et al.31 termed their similar observation during double resonance studies of the 
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X+
g (10300) state of acetylene.  The background they observed was considerably 

more continuous absorption than the spiky background in Figure 10.4.  This can 

be explained by the higher density of states in the (10300) region which leads to 

more possible low intensity fluorescence transitions related to VET.   

The possibility that the background was a result of energy transfer to 

nearby vibrational states (as theorized by Payne et al.) may be strengthened due to 

the fact that we were able to assign an intense feature within the background to 

VET (see Figure 10.5).  The assignment of the intense band involved the 

transition to the A1Au (101000) state has been shown to have a large transition 

strength.2  This might explain why this particular band towers above others and is 

not necessarily related to a larger population in that state.  Furthermore, in low 

energy vibrational manifolds (01000) the continuous background has not been 

observed in double resonance studies.16  Assignments of the background might 

be possible with a higher resolution pump source.   

  The IR scans, in combination with the time delay scans to remove 

background effects, gave reasonable state-to-state RET constants.  The constants 

are similar in value to other rates obtained for other vibrational states.14-18,23  The 

measured total removal rates were slightly faster than those obtained by Utz24 et 

al.  This is due to the care that was taken in removing the background 

contribution.  When the decays were fit without removing the background values 

were obtained that were the same as theirs.  In fact the removal of the 
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background increased our values by 40%.  Utz et al. did not observe the 

background rise probably because they had less sensitivity and it may have been 

hidden in the noise. 

The study concluded that the transfer occurred could be accurately 

modeled by the exponential or power gap scaling laws.  Also, the RET accounted 

for about 90% of the total removal.  As the density of vibrational states increases, 

thermodynamics predicts that VET might also increase.  This was true to some 

extent as (00300) had 30% VET23, (10100) had 10% VET, and (01000) had 0% 

VET16.  But in addition, energy transfer was also dependent on state mixing and 

preference to transfer within nearby levels with the same diad or polyad20.  In our 

case, the VET observed was within the same polyad [2 10 0]. 

Further research from the Heaven group32 found that transfer from 

(10100) into (110111-1) accounted for 3% of total removal owing to its small 

energy difference.  Other transitions involved small percentages (< 0.5%) into 

(020311-1) and (0112000).  Due to the forbidden symmetry, it was not possible to 

conclude the portion of transfer to (00200)/(11020).  The results from this work 

were recently used in models for developing hollow-core optical fiber gas lasers.33  
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