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Abstract 
Essays on Social, Healthcare, and Digital Operations     

By Hao Ding  
 

This dissertation includes three essays, each focusing on an 

important element of my research. The first essay explores a 

long-standing societal issue, gender inequality. In particular, 

the essay addresses how working from home during the 

COVID pandemic lockdown impacted the productivity of 

male and female academic researchers differently. The 

second essay focuses on healthcare operations. In particular, 

we develop a new framework to study state- and time-

dependent service processes in healthcare. The third essay is 

on platform and digital operations. We study how business 

buyers in the Business-to-Business (B2B) leverage online 

reviews strategically on B2B trading platforms.  
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Problem definition: We study the disproportionate impact of the lockdown as a result of the COVID-

19 outbreak on female and male academics’ research productivity in social science. Academic/practical

Relevance: The lockdown has caused substantial disruptions to academic activities, requiring people to work

from home. How this disruption affects productivity and the related gender equity is an important operations

and societal question. Methodology: We collect data from the largest open-access preprint repository for

social science on 41,858 research preprints in 18 disciplines produced by 76,832 authors across 25 countries

over a span of two years. We use a difference-in-differences approach leveraging the exogenous pandemic

shock. Results: Our results indicate that, in the 10 weeks after the lockdown in the United States, although

total research productivity increased by 35 percent, female academics’ productivity dropped by 13.2 percent

relative to that of male academics. We also show that this intensified productivity gap is more pronounced

for assistant professors and for academics in top-ranked universities and is found in six other countries.

Managerial implications: Our work points out the fairness issue in productivity caused by the lockdown,

a finding that universities will find helpful when evaluating faculty productivity. It also helps organizations

realize the potential unintended consequences that can arise from telecommuting.

Key words : Gender inequality, research productivity, telecommuting, COVID-19

1. Introduction

The Coronavirus 2019 (COVID-19) pandemic has significantly changed the way people live and

work. Many people have been forced to work from home through telecommuting, potentially affect-

ing their productivity. We study how this pandemic shock affected academics’ research productivity

using data from the world’s largest open-access repository for social science—the Social Science

Research Network (SSRN).1 We provide evidence that, as a result of the lockdown in the United

States, female researchers’ productivity dropped significantly relative to that of male researchers.

1 Source: https://en.wikipedia.org/wiki/Social_Science_Research_Network, accessed June 2020.
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In response to the pandemic, the US and many other countries required their citizens to stay

at home. As a result of the lockdown, many people have had to perform work duties at home

along with household duties. Most countries have also closed schools and daycare centers, massively

increasing childcare needs. With the childcare provided by grandparents and friends limited due

to the social distancing protocol, parents must care for their children themselves. In addition,

restaurants have been either closed or do not allow dine-ins, which has increased the need for food

preparation at home. Given that women, on average, carry out disproportionately more childcare,

domestic labor, and household responsibilities (Bianchi et al. 2012), they are likely to be more

affected than men by the lockdown.

The lockdown has also disrupted how academics carry out their activities. Many countries have

closed their universities, so faculty have to teach and conduct research from home. A researcher’s

productivity is jointly determined by his or her available time for research and research efficiency

(KC 2019). First, given the unequal distribution of domestic duties, the pandemic is more likely

to burden female researchers with more home-related tasks, leaving them less time to dedicate to

research. Second, scientific research generally requires a quiet and interruption-free environment.

As a result of the pandemic, female researchers are more likely to multitask between research and

home-related tasks and thus to have lower efficiency in conducting research. Together, these factors

suggest that female academics’ productivity is likely to be disproportionately affected compared

with that of male academics.

Anecdotal evidence provides mixed support for this prediction (Dolan and Lawless 2020). A

recent survey involving 4,500 principal investigators reported significant and heterogeneous declines

in the time they spend on research (Myers et al. 2020). Several journal editors have noticed that,

while there was a 20–30-percent increase in submissions after the pandemic started, most was

from male academics (Beck 2020). Amano-Patiño et al. (2020) find a particularly large number

of senior male economists, rather than mid-career economists, exploring research questions arising

from the COVID-19 shock. Others have seen no change or have been receiving comparatively

more submissions from women since the lockdown (Kitchener 2020). Overall, there is a dearth of

systematic evidence on whether and to what extent the shock has affected gender inequality in

academia. We provide such systematic evidence, showing an unequal impact on productivity for

female and male researchers.

It is an important operations and societal question to understand the change in productivity

and the related gender equity caused by the reorganization of work and care at home. In this

paper, we use a large dataset on female and male academics’ production of new research papers to

systematically study whether COVID-19 and the subsequent lockdown have had a disproportionate
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effect on female academics’ productivity. We also identify the academic ranks, universities, and

countries in which this inequality is intensified.

We collect data on all research papers uploaded to SSRN in 18 disciplines from December 2018

to May 2019 and from December 2019 to May 2020. We extract information on paper titles and

the authors’ names, affiliations, and addresses, which we use to identify the authors’ countries and

academic ranks, and the ranking of their institutions. We also use their names and faculty webpages

to identify their gender. In particular, we use a large database to predict authors’ gender. For author

names with a prediction confidence level lower than 80 percent, we use Amazon Mechanical Turk

to identify gender manually. The final dataset includes 41,858 papers written by 76,832 authors

from 25 countries. Our main analysis focuses on US academics; we then perform the same analysis

for other countries.

We use a difference-in-differences (DID) approach to estimate the effect. We compute the number

of papers produced by female and male academics in each week, then compare the variations in the

productivity gap between genders before and after the start of the lockdown and show that the gap

increased after the start of the lockdown. We also validate that female and male authors’ preprint

volumes followed the same parallel time trend before the lockdown and that there was no significant

change in the research productivity gap in 2019 during the same time of year. Taken together, these

results suggest that the intensified disparity has primarily been driven by the pandemic shock.

We find that during the 10 weeks since the lockdown began in the US, female academics’ research

productivity dropped by 13.2 percent compared to that of male academics. The effect persists

when we vary the time window since the pandemic outbreak. Our findings show that when female

and male academics face a reorganization of care and work time, women become significantly less

productive by producing fewer papers. We also find that the quality of their uploaded papers,

measured by the download and view rates, does not change. Finally, we find that the effect is more

pronounced among assistant professors and among researchers in top-ranked research universities

and that it exists in six other countries.

While gender inequality has been long documented for academics in terms of tenure evaluation

(Antecol et al. 2018), coauthoring choices (Sarsons 2017), and number of citations (Ghiasi et al.

2015), the COVID-19 pandemic brings this issue to the forefront. Our study is among the first

to rigorously quantify such inequality in research productivity as a result of the pandemic and

our results highlight that this disruption has exacerbated gender inequality in the academic world.

Because all academics participate together in open competition for promotions and positions, these

short-term changes in productivity will affect their long-term career outcomes (Minello 2020). Thus,

institutions should take this inequality into consideration when evaluating faculty members.
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Our paper contributes to the literature on productivity, a central topic in operations manage-

ment. Previous studies have examined key determinants of workers’ productivity, such as workers’

capacity (Tan and Netessine 2014, KC 2019), multitasking (KC 2014, Bray et al. 2016, KC 2020),

peer effects (Song et al. 2018, Tan and Netessine 2019), and task sequences (Ibanez et al. 2018). We

contribute to the literature by showing that the disruption due to the pandemic has significantly

enlarged the productivity gap between female and male researchers, highlighting fairness as an

important factor in performance evaluation.

Our work also sheds light on the fairness issues that could arise from telecommuting, an opera-

tions choice faced by companies. Since working from home can provide a flexible work schedule for

employees and reduce office-related costs for companies, an increasing number of companies are

choosing this operating model. Between 2005 and 2015, the number of US employees who chose to

telecommute increased by 115% (Abrams 2019). By 2019, about 16% of the total workforce in the

US was working remotely full time or part time (U.S. Bureau of Labor Statistics 2019). During

the pandemic, telecommuting is a constraint rather than a choice; many companies were forced to

allow telecommuting. But going forward, an increasing number of companies may choose to offer

this operating model to provide flexible work schedule to employees and reduce office-related costs.

For example, Twitter and Facebook have already announced that their employees could work from

home permanently (McLean 2020) and JP Morgan planned to expand its telecommuting program

(Kelly 2020). Despite the growing popularity of telecommuting, scholars and practitioners still lack

a comprehensive understanding of the managerial and societal impact of this operational choice

(Nicklin et al. 2016). We contribute to the literature by pointing out the productivity inequality

caused by the lockdown and telecommuting, which might lead to a longer-term unemployment risk

for women, an unintended consequence that companies and society should take into account when

making their operational choices or designing policies for performance evaluation. Our findings

help institutions and firms understand the potential implications in designing and implementing

telecommuting.

2. Literature Review

Our work is closely related to three streams of literature: productivity, social operations, and

telecommuting.

2.1. Productivity

According to the productivity literature (KC and Terwiesch 2009, Tan and Netessine 2014), work-

ing in different environments causes significant changes in operational factors that drive worker’s

productivity. In our context, due to the pandemic, researchers have to change to working from
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home, potentially affecting several drivers of productivity identified by research, such as multitask-

ing, workload, task sequence, and peer effects.

Multitasking is particularly relevant to our research context. When working from home during the

pandemic, researchers may need to allocate their limited cognitive capacity across home-related and

work-related tasks, thus dealing with more distractions arising from multitasking. Prior studies have

shown mixed effects of multitasking on workers’ productivity, such as an increased service speed

with a lower service quality for restaurant waiters (Tan and Netessine 2014) and a slower processing

for bank associates (Staats and Gino 2012). The productivity losses could be greater for jobs

requiring greater cognitive capacity. For example, in the judiciary system, reducing multitasking

has been shown to help judges focus on the most recent cases, reduce the switching costs between

cases, and increase the case completion rate (Bray et al. 2016). In healthcare, excessive multitasking

and frequent interruptions in the work flow have been shown to undermine the productivity of

discharging (KC 2014), processing (Berry Jaeker and Tucker 2017), and medication delivery (Batt

and Terwiesch 2017).

Workload, task sequences, and peer effects are examples of other operations drivers in researchers’

productivity during the pandemic. Workers have been shown to adjust their productivity based on

their workload, slowing down when facing more workload and speeding up when facing less because

they internalize the congestion cost (KC and Terwiesch 2009, Tan and Netessine 2014). However,

the extra workload could make workers fatigued, which could reduce productivity (Salvendy 2012,

KC 2019). Technology—such as tabletop technology in restaurants—has been shown to improve

workers’ productivity by reducing their non-value-added tasks, enabling them to focus on more

important tasks (Tan and Netessine 2020). The literature has also identified workers’ choice of

task sequence as a productivity factor (Staats and Gino 2012, Ibanez et al. 2018). Workers tend to

deviate to suboptimal task sequences when facing a higher workload or when fatigued (KC et al.

2020). Another driver of workers’ productivity is peer effects—workers adapt their own productivity

to that of their peers’ (Schultz et al. 1998). For example, having a particularly capable worker on

a shift could motivate slower workers to speed up but could also discourage good performers as it

becomes more difficult for them to outperform their peers and reach their goals (Tan and Netessine

2019). Displaying peers’ productivity publicly has been shown to improve productivity (Song et al.

2018).

2.2. Social Operations

This paper sheds light on a key social issue—fairness and equity—in research productivity, adding

to the growing literature on the social impact of operational choices. Several recent influential

papers by Tang and Zhou (2012), Lee and Tang (2018), and Dai et al. (2020) encourage OM
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researchers to work on socially responsible topics that are important to corporations and to society

at large. Papers have examined the use of review information to reduce racial discrimination arising

in the sharing economy (Cui et al. 2020, Mejia and Parker 2020) and the gender inequality driven by

specific compensation schemes (Pierce et al. 2020). The literature on gender bias has shown evidence

that female researchers and students tend to be discredited when they are evaluated alongside

equally competent male candidates (Moss-Racusin et al. 2012, Sarsons 2017), that women are more

likely to be assigned more service-oriented and less desirable tasks (Guarino and Borden 2017)

with fewer promotion opportunities (Babcock et al. 2017), and that women are often responsible

for more housework and childcare (Schiebinger and Gilmartin 2010, Misra et al. 2012).

In our context, when working from home, the unequal distribution of housework means that

women are more likely to deal with non-work-related tasks during the lockdown and lose productiv-

ity. A recent survey involving 4,500 principal investigators shows that female scientists self-reported

a sharper reduction in research time during the lockdown, primarily due to childcare needs (Myers

et al. 2020). We contribute to the literature by providing evidence that the lockdown affects produc-

tivity and exacerbates gender inequity in the workplace, potentially leading to a long-term career

risk for women, an unintended consequence that organizations should consider when designing

their operations models and performance evaluation policies.

2.3. Telecommuting

Our work is also related to the emerging literature on organizations’ telecommuting choices. Tran-

sitioning from traditional in-office work to telecommuting might affect workers’ behavior and pro-

ductivity through team-work and peer effects. For example, Dutcher and Saral (2012) observe that

workers do not indulge in free-riding behavior when a team is made up of in-office workers and

telecommuters, and Bloom et al. (2015) demonstrates that telecommuting can improve productiv-

ity when it is carried out in a quiet environment. Our work adds to this stream of literature by

demonstrating an unexpected social issue of fairness arising from this operating model.

3. Theory Development

A researcher’s productivity can be measured as the product of the amount of time he or she

can dedicate to research, Time Available for Research, and how efficiently he or she conducts

research, Research Efficiency. This definition is consistent with the key insights from the literature

that productivity is determined by two elements: (1) the capacity constraint due to physical or

cognitive limitations and (2) efficiency variations with changes in operations factors in the working

environment (KC 2019).

For many researchers, the outbreak of COVID-19 has affected their productivity both in terms of

time available for research and research efficiency. In response to the pandemic, most countries have
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closed schools and daycare centers and required that their citizens to be quarantined at home. As

a result, researchers from more than 1,100 colleges and universities had to carry out both work and

household duties at home (National Conference of State Legislatures 2020). We next illustrate how

the disruptions change researchers’ time available for research and research efficiency separately.

We then argue how these changes might be unequal among female and male researchers.

The pandemic changes researchers’ working environment, resulting in a need to reallocate their

time across research, work-related tasks (such as commuting, social interaction, and service to

the academic community), and home-related tasks (such as childcare and house chores). Certain

tasks have an in-person nature, such as commuting to the office, serving administrative duties, and

interacting socially with colleagues. These tasks are significantly reduced during the lockdown and

the time savings could be substantial; for example, workers in the US on average spend an hour

commuting each work day (United States Census Bureau 2018). During the pandemic, researchers

could use this additional capacity for research. At the same time, they might have to allocate more

time to home-related tasks. Even without the pandemic, working from home constantly exposes

researchers to the home environment and home duties. During the lockdown, to make matters

worse, many services and amenities such as schools, day-care centers, hospitals, and restaurants

have either been closed or operating at a lower capacity. Researchers might need to allocate extra

time to domestic duties. For example, childcare could be particularly time-demanding since parents

have diminished access to their regular childcare support network, such as professional caregivers,

relatives, and friends. Consequently, researchers who are responsible for more house works and

childcare are more likely to allocate additional time to domestic duties. In conclusion, a researcher

could have either more or less time available due to the pandemic, which depends on the new

allocation of home responsibilities.

Besides the time available for research, the pandemic affects drivers of research efficiency, such

as multitasking, task sequence, fatigue, and peer effects. Conducting scientific work often requires

hours of interruption-free environment. When working from home, although researchers are not dis-

tracted by activities like commuting, administrative duties, and social interactions with colleagues,

they are likely to be distracted by childcare and housework, resulting in excessive multitasking.

Multitasking means that workers have to allocate their limited cognitive capacity across multiple

tasks. The setup cost associated with switching between tasks and the difficulty of focusing on

and organizing relevant information hinder efficiency (KC 2014). Multitasking has also been shown

to induce stress and frustration (Mark et al. 2008), make people more easily distracted (Levitin

2014), and exhaust their cognitive capacity (KC 2014). Home duties and urgency often require

researchers’ immediate attention, forcing them to deviate from their optimal task sequences, which

would in turn reduce their research efficiency. Researchers may also encounter a heavier workload
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from increased housework and thus experience fatigue, which could also reduce efficiency. Last but

not least, working from home makes it difficult to observe one’s colleagues’ productivity and to

discuss research topics with their peers, both of which reduce the positive influence of peers in

motivating researchers, inspiring research ideas, and improving efficiency (Song et al. 2018, Tan

and Netessine 2019). In conclusion, a researcher’s research efficiency could go up and down due to

the pandemic, depending on the level of impact they get from multitasking, fatigue, altered task

sequence, and altered peer effects.

We next demonstrate how the changes in research time and efficiency can be different for women

and men. Women are on average, disproportionately burdened with childcare and household respon-

sibilities (Bianchi et al. 2012). In the US, they are shown to spend almost twice as much time as

men on housework and childcare in the US (Bianchi et al. 2012). Moreover, there are 8.5 million

more single mothers than single fathers (Alon et al. 2020). Even in the gender-egalitarian countries

of northern Europe, women are responsible for almost two-thirds of the unpaid work (European

Commission 2016). Among heterosexual couples with female breadwinners, women still do most of

the care work (Chesley and Flood 2017). The same pattern exists in academia (Schiebinger and

Gilmartin 2010, Andersen et al. 2020). Female professors are shown to spend more time doing

housework and carework than male professors across various ranks; for example, 34.1 hours per

week versus 27.6 hours for lecturers, 29.6 hours per week versus 25.1 hours for assistant professors,

and 37.7 hours per week versus 24.5 hours for associate professors (Misra et al. 2012).

The lockdown has caused a surge in domestic duties. The unequal distribution of domestic duties

means that the pandemic might further enlarge the gap between women and men’s domestic work-

load and thus might affect female and male researchers’ productivity unequally. First, in terms

of time available for research, female researchers are likely to reallocate more time to domestic

duties due to the pandemic than male researchers do, leaving them with less capacity for research.

Second, in terms of efficiency, female researchers are more likely to be disrupted by multitask-

ing between research and home-related tasks and consequently deviate from their optimal task

sequences. Taken these factors together, female researchers tend to suffer more from a reduced

amount of time available for research and diminished efficiency compared to male researchers, which

suggests a disadvantage in women’s productivity during the pandemic. We therefore hypothesize

that, during the pandemic, female researchers are more likely to be disproportionately affected in

their productivity compared with male researchers.

4. Data and Summary Statistics

We collect data from the Social Science Research Network (SSRN), a repository of preprints with

the objective of rapidly disseminating scholarly research in social science. We gather data on all
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social science preprints submitted from December 2018 to May 2019 and from December 2019

to May 2020. We extract information on paper titles and the authors’ names, affiliations, and

addresses. We use the authors’ addresses to identify their countries. The COVID-19 outbreak began

at different times in different countries, so we collect each country’s lockdown start date from news

sources and a United Nations report.2 We drop authors without addresses or with addresses in

more than one country because we cannot determine when these authors were affected by the

lockdown. We also drop countries with fewer than 800 submissions during our study period. The

final data set consists of a total of 41,858 papers in 18 disciplines produced by 76,832 authors from

25 countries.

To identify the authors’ genders, we first use a database called Genderize,3 which predicts gender

based on first name and provides a confidence level. About 78 percent of the authors’ genders

were identified with confidence levels over 80 percent. For the remaining authors, we use Amazon

Mechanical Turk to manually search for their professional webpages based on names and affiliations

and then infer their genders from their profile photos. Our dataset contains 21,733 female academics

and 55,099 male academics.

We aggregate the number of new preprints at the weekly level. We then count the number of

papers uploaded by each author in each week. To measure the effective productivity for preprints

with multiple authors, when a preprint has n authors,4 each author gets a publication count of

1/n.5 Finally, we aggregate the effective number of papers to the gender level: in each week, we

count the total number of papers produced by male and female authors separately in each social

science discipline.

Figure 1 plots the time trend of preprints in aggregation from December 3, 2019 to May 19,

2020 in the US. The vertical line represents the week of March 11, 2020, on which nationwide

lockdown measures began in the US.6 We can observe that male academics, on average, have

submitted more preprints than female academics, and that female and male academics’ research

productivity evolved in parallel before the lockdown. After the lockdown started, however, male

academics significantly boosted their productivity, whereas female academics’ productivity did not

change much, indicating an increased productivity gap.

2 Source: https://en.unesco.org/covid19/educationresponse, accessed June 2020.

3 Source: https://genderize.io/, accessed June 2020.

4 Note that in many social science disciplines, author names are listed in alphabetical order.

5 Note that the validity of this measure relies on the assumption that female and male researchers’ relative con-
tributions to the paper do not change significantly after the lockdown. If female researchers have decreased their
contributions to the teamwork since the lockdown, this measure would underestimate gender inequality during the
pandemic. In Section 7.4, we study all-male and all-female preprints as an alternative measure, which minimizes
potential work shifting across genders.

6 Most universities were closed in the week of March 11, 2020. Source: https://gist.github.com/jessejanderson

/09155afe313914498a32baa477584fae?from=singlemessage&isappinstalled=0, accessed June 2020.

https://en.unesco.org/covid19/educationresponse
https://genderize.io/
https://gist.github.com/jessejanderson/09155afe313914498a32baa477584fae?from=singlemessage&isappinstalled=0
https://gist.github.com/jessejanderson/09155afe313914498a32baa477584fae?from=singlemessage&isappinstalled=0
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Figure 1 Time Trends of US Preprints from December 2019 to May 2020

This graph plots the time trend of the number of preprints for female and male academics. The vertical line represents the
start of the lockdown due to COVID-19 in the US.

To ensure that our results are not driven by seasonality, we plot the time trend of preprints

during the same time window in 2019 in Appendix Figure A.1. We observe a similar pattern before

the week of March 11, 2019, but there is no significant change in the productivity gap after that

week.

We use authors’ professional information to identify academic ranks (e.g., PhD student or assis-

tant, associate or full professor). Specifically, we ask workers on Amazon Mechanical Turk to find

each researcher’s curriculum vitae or professional webpage. To study how the pandemic affects

researchers with different academic ranks, we categorize researchers into students (which includes

PhD and postdoctoral students), assistant professors, associate professors, and full professors,

each accounting for 20.3 percent, 16.1 percent, 19.7 percent, and 44.0 percent of the population,

respectively. Next, we use authors’ affiliations to classify the ranking of their universities. To ascer-

tain whether the productivity gap is intensified or weakened across top-ranked and lower-ranked

research universities, we collect social science research rankings from three sources: QS University

Ranking,7 Times Higher Education,8 and Academic Ranking of World University.9 We then use

these data to rank US universities in order to study the heterogeneous effects across university

rankings.

7 Source: https://www.topuniversities.com/university-rankings/university-subject-rankings/2020/soci

al-sciences-management, accessed June 2020.

8 Source: https://www.timeshighereducation.com/world-university-rankings/2020/subject-ranking/socia

l-sciences#!/page/0/length/25/sort_by/rank/sort_order/asc/cols/stats, accessed June 2020.

9 Source: http://www.shanghairanking.com/FieldSOC2016.html, accessed June 2020.

https://www.topuniversities.com/university-rankings/university-subject-rankings/2020/social-sciences-management
https://www.topuniversities.com/university-rankings/university-subject-rankings/2020/social-sciences-management
https://www.timeshighereducation.com/world-university-rankings/2020/subject-ranking/social-sciences#!/page/0/length/25/sort_by/rank/sort_order/asc/cols/stats
https://www.timeshighereducation.com/world-university-rankings/2020/subject-ranking/social-sciences#!/page/0/length/25/sort_by/rank/sort_order/asc/cols/stats
http://www.shanghairanking.com/FieldSOC2016.html
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Table 1 reports the summary statistics for the weekly number of preprints by gender and disci-

pline from December 3, 2019 to May 19, 2020, spanning 24 weeks, as well as split-sample statistics

prior to or after the lockdown. This sample includes 9,943 preprints produced by 15,494 authors in

the US and 21,065 preprints produced by 37,997 authors across all countries. The average number

of submissions per week is 444.6 in the US and 877.7 across all 25 countries. Notably, while research

productivity in the US increased by 35 percent after the lockdown, male authors seem to be the

main contributors to this increase.

About 78 percent of the preprints fall under multiple disciplines.10 Note that when computing

the total preprints, we count the paper only once when aggregating across disciplines to avoid

multiple counting. When computing the number of preprints in each discipline, we separately count

all of the papers classified under each one. We observe substantial variations across disciplines.

Among the 18 disciplines, Political Science, Economics, and Law received the most submissions,

whereas Geography, Criminal Justice and Education the fewest. While there was a large increase in

productivity in several disciplines, such as Economics, Political Science, Finance, Health Economics,

and Sustainability, after the COVID-19 outbreak, other disciplines showed no obvious increase.

A few disciplines, such as Anthropology, Cognitive, and Information Systems, even experienced a

decline.

5. Identification

Our identification exploits the lockdown in response to the COVID-19 outbreak as an exogenous

shock that has caused substantial disruption to academic activities, requiring academics to teach,

conduct research, and carry out household duties at home. The validity of our approach depends on

the assumption that the shock is exogenous with respect to the researchers’ anticipated responses.

If a particular gender group of researchers anticipated and strategically prepared for the shock by

accelerating the completion of their research papers, this could confound the treatment effect. In

reality, this possibility is unlikely because of the rapid development of the situation. COVID-19 was

regarded as a low risk and not a threat to the US in late January (Moreno 2020), and no significant

actions had been taken other than travel warnings issued until late February (Franck 2020). It

quickly turned into a global pandemic after the declaration of the World Health Organization on

March 11, 2020, followed by the nationwide shelter-in-place orders within a week.11

We adopt the difference-in-differences (DID) methodology, a common approach used to evaluate

people’s or organizations’ responses to natural shocks (e.g., Seamans and Zhu 2013, Calvo et al.

10 Authors self-classify their own preprints into disciplines when they upload their papers. SSRN reviews and approves
these classifications.

11 Source: https://www.cdc.gov/nchs/data/icd/Announcement-New-ICD-code-for-coronavirus-3-18-2020.pd

f, accessed June 2020.

https://www.cdc.gov/nchs/data/icd/Announcement-New-ICD-code-for-coronavirus-3-18-2020.pdf
https://www.cdc.gov/nchs/data/icd/Announcement-New-ICD-code-for-coronavirus-3-18-2020.pdf
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Table 1 Summary Statistics

All observations Before lockdown After lockdown

Level Weekly No. of Preprints Mean Std. dev Max Min Total Mean Std. dev Mean Std. dev

All
Disciplines
(US only)

All 444.6 109.4 617 224 9,934 378.8 88.0 511.4 86.0
Female authors 111.3 30.8 186 47 2,493 103.4 36.2 119.3 21.4
Male authors 333.3 85.3 480 161 7,441 275.4 55.4 392.1 68.6

By
Discipline
(US only)

Accounting 19.5 7.2 40 9 468 17.9 6.3 21.8 8.2
Anthropology 85.0 21.5 141 63 2,040 93.9 24.0 72.5 6.9
Cognitive 11.3 9.2 31 1 271 14.1 11.1 7.4 3.2
Corporate 14.1 6.5 27 3 339 12.2 6.5 16.8 5.8
Criminal 15.4 6.7 27 4 370 12.8 6.7 19.1 4.9
Economics 133.2 54.2 237 37 3,197 106.6 39.1 170.5 51.6
Education 17.9 7.0 36 7 429 16.9 7.4 19.2 6.7
Entrepreneurship 9.9 5.3 22 2 238 10.2 4.9 9.5 5.9
Finance 91.7 34.5 139 25 2,201 78.5 35.5 110.2 24.0
Geography 8.2 3.3 17 3 196 7.5 2.7 9.1 4.0
Health Economics 8.4 10.1 47 0 202 3.0 2.1 16.0 12.1
Information Systems 15.6 7.3 39 7 374 17.4 8.6 13.1 4.2
Law 98.5 24.3 142 44 2,365 94.1 26.7 104.7 20.1
Management 33.4 11.4 56 12 802 33.4 13.3 33.4 8.6
Organization 20.5 11.5 44 3 491 16.9 10.2 25.5 11.7
Political Science 167.9 50.5 255 85 4,030 142.1 39.0 204.1 42.8
Sustainability 22.8 11.9 66 8 546 18.1 5.9 29.3 15.1
Women/Gender 18.0 4.7 28 10 431 17.2 4.4 19.0 5.2

All
countries

All 877.7 199.3 1,175 487 21,065 779.1 177.5 1015.8 140.4
Female authors 246.5 53.9 347 165 5,916 231.0 57.0 268.2 42.9
Male authors 631.2 152.0 866 322 15,149 548.1 124.4 747.6 104.3

The table summarizes the weekly number of papers from December 2019 to May 2020. The sample includes 15,494 authors from
the United States and 37,997 authors across all countries. There are 9,934 preprints produced by US authors, 2,493 of which
are produced by 3,877 female researchers and 7,441 by 11,617 male researchers. We gather the country-specific lockdown time
to split our sample to before and after the lockdown for each country.

0). We perform the DID analysis using outcome variables on two levels: the number of preprints

in each discipline and the number of preprints aggregated across all disciplines.12

We compare the productivity gap between female and male researchers before and after the

pandemic outbreak using the following model specification with discipline-level panel data:

log(Preprintsigt) = c+Femaleg +βFemaleg ×Lockdownt + γt + δi + ϵigt, (1)

where i denotes discipline, g denotes the gender group, t denotes the week, log(Preprintsigt)

represents the logged number of preprints uploaded for discipline i for gender g during week t, γt is

the time fixed effect, δi is the discipline fixed effect that captures the time-invariant characteristics

of discipline i, and ϵigt is the error term. The time fixed effect γt includes weekly time dummies

that control for time trends. The dummy variable Femaleg equals 1 if gender g is female, and 0

otherwise. The dummy variable Lockdownt equals 1 if week t occurs after the lockdown measure

was adopted (that is, the week of March 11, 2020), and 0 otherwise. Its main effect is absorbed by

the time fixed effects. The coefficient β estimates the effect of the lockdown on female academics’

research productivity relative to male academics’ productivity.

12 We also perform a DID analysis with the country-level panel data. For this, we assign a lockdown dummy to each
country and combine data across countries to form a country-level panel. This analysis yields consistent results.
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We also use aggregate-level data to estimate the effect with the following DID specification:

log(Preprintsgt) = c+Femaleg +βFemaleg ×Lockdownt + γt + ϵgt, (2)

where g denotes the gender group, t denotes the week, log(Preprintsgt) represents the logged

number of preprints uploaded for gender g during week t, and ϵt is the error term. As before, we

include the time fixed effect γt.

6. Empirical Results

In this section, we report the effect of the COVID-19 outbreak on research productivity. We first

show the average effect of the pandemic on gender inequality. We then show the heterogeneous

effects across academic disciplines, faculty ranks, university rankings, and countries.

6.1. Main Results

Table 2 reports the estimates with the discipline fixed effect using Equation (1). Table 3 reports

the estimated effect of the pandemic shock on research productivity at the aggregate level using

Equation (2). In each analysis, we use 14 weeks before the lockdown as the pre-treatment period

and 6 to 10 weeks after the lockdown as the post-treatment periods. The analyses yield consistent

results. First, in line with our summary statistics, the results show that fewer preprints are produced

by female academics than by male academics in general. Second, since the lockdown began, there

has been a significant reduction in female academics’ productivity relative to that of their male

colleagues, indicating an exacerbated productivity gap in gender. The coefficient of the interaction

term in Column (5) suggests a 13.2-percent reduction in females’ productivity over the 10-week

period after the lockdown relative to the males’.13

Table 2 Impact of Lockdown on Gender Inequality with the Discipline Fixed Effect

Dependent variable: No. of Preprints (in logarithm) by discipline

6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

Variables (1) (2) (3) (4) (5)

Female −0.791*** −0.791*** −0.791*** −0.791*** −0.791***

(0.042) (0.042) (0.042) (0.042) (0.042)

Female×Lockdown −0.140* −0.148** −0.162** −0.157** −0.142**

(0.076) (0.072) (0.068) (0.065) (0.063)

Discipline fixed effects Yes Yes Yes Yes Yes

Time fixed effects Yes Yes Yes Yes Yes

Observations 720 756 792 828 864

R2 0.837 0.836 0.839 0.841 0.841

This table reports the estimated coefficients and robust standard errors (in parentheses) in Equation (1)
with the discipline fixed effect. The coefficients for 6, 7, 8, 9, and 10 weeks since the lockdown are presented
in Columns (1)–(5), respectively. Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

13 Because the outcome variable is logged, the percentage change in the outcome variable is computed as ecoefficient−1.
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Table 3 Impact of Lockdown on Gender Inequality in Aggregation

Dependent variable: No. of Preprints (in logarithm) in aggregation

6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

Variables (1) (2) (3) (4) (5)

Female −1.013*** −1.013*** −1.013*** −1.013*** −1.013***

(0.054) (0.054) (0.053) (0.053) (0.053)

Female×Lockdown −0.197** −0.199*** −0.173** −0.159** −0.150**

(0.068) (0.064) (0.067) (0.066) (0.064)

Time fixed effects Yes Yes Yes Yes Yes

Observations 40 42 44 46 48

R2 0.981 0.982 0.982 0.982 0.983

This table reports the estimated coefficients and robust standard errors (in parentheses) in Equation (2)
at the aggregation level. The coefficients for 6, 7, 8, 9, and 10 weeks since the lockdown are presented in
Columns (1)–(5), respectively. Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

6.2. Heterogeneous Effects

In this section, we study the heterogeneous effects across faculty ranks, university rankings, disci-

plines, and countries.

6.2.1. Effects across academic rank. We study how the pandemic affects researchers with

different academic ranks (such as PhD student, or assistant, associate or full professor). Because

assistant professors often face more pressure than senior professors to publish papers in order to get

tenure, they are more motivated to devote as much time as possible to research. They are also at a

stage at which many have young children. As a result, the pandemic’s effect on the productivity gap

is likely to be more pronounced for this group. We repeat the DID analysis for each academic rank

and report results based on Equations (1) and (2) in Table 4 and Table A.3, respectively. The two

tables show consistent results. Table 4 shows that female assistant professors experienced the most

significant drop in research productivity (compared to male junior faculty) since the lockdown.

Table 4 Impact of Lockdown on Gender Inequality by Academic Ranks

Dependent variable: No. of Preprints (in logarithm) by Academic Ranks

6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

Academic rank (1) (2) (3) (4) (5)

Student −0.002 −0.016 −0.014 −0.038 −0.071

Assistant professor −0.529*** −0.419*** −0.448*** −0.419*** −0.441***

Associate professor 0.038 −0.026 0.004 −0.044 −0.034

Full professor −0.181 −0.163 −0.063 −0.044 −0.064

Observations 720 756 792 828 864

This table reports the estimated coefficients based on Equation (1) with the discipline fixed effect for
academics within each rank. The coefficients for 6, 7, 8, 9, and 10 weeks since the lockdown are presented
in Columns (1)–(5), respectively. Time and discipline fixed effects at the weekly level are included in
each regression. Standard errors and estimates of other variables are omitted for brevity. Significance
at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

6.2.2. Effects across university ranking. Table 5 replicates the DID analysis using Equa-

tion (1) for a subset of academics based on the rankings of their universities.14 Due to our focus on

14 For authors affiliated with more than one academic institutions, we use the highest-ranked institution.
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social science, we use the 2020 QS World University Ranking for social sciences and management

for the main analysis. We separately analyze academics in universities ranked in the top 10, 20,...,

and 100. The results show that the COVID-19 effect is more pronounced in top-tier universities and

that this effect in general decreases and becomes less significant as we include more lower-ranked

universities. We find similar results when using the two other rankings, as shown in Appendix

Table A.1.

Table 5 Impact of Lockdown on Gender Inequality by University Ranking

Dependent variable: No. of Preprints (in logarithm) by discipline

Universities 6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

by QS Ranking (1) (2) (3) (4) (5)

Top 10 −0.169** −0.199*** −0.158** −0.153** −0.165**

Top 20 −0.181** −0.215*** −0.183** −0.179*** −0.183***

Top 30 −0.189** −0.210** −0.167** −0.168** −0.170**

Top 40 −0.218*** −0.238*** −0.200*** −0.191*** −0.194***

Top 50 −0.197** −0.214*** −0.180*** −0.179*** −0.182***

Top 60 −0.138* −0.163* −0.145* −0.143** −0.155**

Top 70 −0.142* −0.155* −0.132* −0.122* −0.127*

Top 80 −0.139* −0.149** −0.130* −0.123* −0.126*

Top 90 −0.118 −0.124* −0.101 −0.097 −0.097

Top 100 −0.100 −0.102 −0.083 −0.082 −0.090

Observations 720 756 792 828 864

This table reports the estimated coefficients based on Equation (2) at the aggregate level for
universities within each rank group. The coefficients for 6, 7, 8, 9, and 10 weeks since the
lockdown are presented in Columns (1)–(5), respectively. Time fixed effects at the weekly level
are included in each regression. Standard errors and estimates of other variables are omitted for
brevity. Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

As junior faculty, researchers in higher-ranked universities often face more pressure to publish

papers in order to get tenure and therefore devote more time to research. The constraint caused

by the pandemic therefore has a bigger impact on researchers from top-tier universities, resulting

in a greater gender inequality among them.

6.2.3. Effects across countries. Finally, we examine how the estimated gender inequality

varies across countries by replicating the analysis for academics in each country. Figure 2 illustrates

the impact on the productivity gap graphically by plotting the estimates of the interacted term

with 90-percent and 95-percent confidence intervals; a negative value represents a drop in female

academics’ research productivity relative to that of male academics. We can observe that most

countries—21 out of 25 countries—have experienced a decline in female researchers’ productivity.

In addition to the US, six countries have shown statistically significant declines: Japan, China,

Australia, Italy, the Netherlands, and the United Kingdom. Note that because SSRN is primarily

used by US researchers, its preprints for other countries might be limited, which might weaken our

ability to detect changes.
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Figure 2 Impact of Lockdown on Gender Inequality across Countries

This graph plots the estimates of the interacted term with 90-percent and 95-percent confidence intervals in each country. The
negative values represent female academics’ research productivity drop relative to that of male academics.

7. Robustness Checks

In this section, we report the results of several robustness tests. Specifically, we check the parallel

trends assumption and conduct falsification tests to ensure that our estimated effects are not

idiosyncratic. We also test gender inequality in research quality, examine the co-authorship issue,

and rule out the data censoring concern.

7.1. Parallel trends

The key identification assumption for the DID estimation is the parallel trends assumption; namely,

that before the COVID-19 shock, female and male researchers’ productivity would follow the same

time trend. In Appendix Figure A.1, which presents the time trends of preprints in 2019, visual

inspection shows the two genders’ parallel evolution before the shock. We then test this assumption

by performing an analysis similar to that of Seamans and Zhu (2013) and Calvo et al. (0), in
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which we expand Equation (1) to estimate the treatment effect week by week before the shock.

Specifically, we replace Lockdownt in Equation (2) with the dummy variable Timetτ , where τ ∈

{−14,−13, ...,−2,−1,0} and Timetτ = 1 if τ = t and 0 otherwise, indicating the relative τth week

of the outbreak,

log(Preprintigt) = c+Femaleg +
−1∑

τ=−14

Timetτ +
−1∑

τ=−14

βτFemaleg ×Timetτ + δi + ϵigt. (3)

The benchmark group is the week of the pandemic outbreak. The coefficients β−14 to β−1 identify

any week-by-week pre-treatment difference between the female and male researchers, which we

expect to be insignificant. We then repeat the same analysis with our aggregate-level data.

Appendix Table A.2 presents the estimation results. They show no pre-treatment differences in

the research productivity trends of female and male academics, which supports the parallel trends

assumption.

7.2. Falsification test

To show that our estimate effects are not an artifact of seasonality, we test whether such a decline

in female productivity also occurred in 2019. Appendix Table A.5 reports the summary statistics

in 2019. We repeat the same analysis specified in Equation (2) using data in 2019 for the same

time window used in 2020. If our results simply capture seasonality, we would be able to find

significant effects in 2019. Appendix Table A.6 reports the falsification test results. The placebo-

treated average treatment effects are insignificant, implying that women’s productivity did not

decline significantly in the previous year.

7.3. Research Quality

So far, we study the research quantity— using Number of Preprints as the dependent variable.

One might question whether the difference in productivity is because, since the lockdown began,

male researchers increased the volume of their production at the expense of quality. If this is true,

the relative quality of female researchers’ preprints should have increased since the lockdown. We

test this possibility using data on how many times the abstract has been viewed and the preprint

has been downloaded for each preprint, the two primary quality indicators used by SSRN to rank

preprints. Appendix Table A.7 reports the summary statistics of these two variables. We compare

the average number of abstract views per preprint and the average number of downloads per

preprint for preprints from male and female researchers prior to and after the pandemic outbreak

using the same specification as in Equation (1) with the discipline fixed effect:

log(Abstract V iewsgt or Downloadsgt) = c+Femaleg+βFemaleg×Lockdownt+γt+δi+ϵigt. (4)
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Table 6 Impact of Lockdown on Abstract Views

Dependent variable: No. of Abstract Views (in logarithm) by discipline

6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

Variables (1) (2) (3) (4) (5)

Female -0.083* −0.083* −0.083* −0.083* −0.083*

(0.047) (0.047) (0.048) (0.048) (0.049)

Female×Lockdown 0.103 0.112 0.090 0.087 0.050

(0.085) (0.079) (0.074) (0.070) (0.068)

Time fixed effects Yes Yes Yes Yes Yes

Discipline fixed effects Yes Yes Yes Yes Yes

Observations 720 756 792 828 864

R2 0.828 0.829 0.830 0.831 0.834

This table reports the estimated coefficients and robust standard errors (in parentheses) in Equation (4) using
the discipline fixed effect, with log(abstract views) as the dependent variable. The coefficients for 6, 7, 8, 9, and
10 weeks since the lockdown are presented in Columns (1)–(5), respectively. Significance at ∗p < 0.1; ∗∗p < 0.05;
∗∗∗p < 0.01.

Table 7 Impact of Lockdown on Downloads

Dependent variable: No. of Downloads (in logarithm) by discipline

6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

Variables (1) (2) (3) (4) (5)

Female -0.049 −0.049 −0.049 −0.049 −0.044

(0.042) (0.043) (0.043) (0.043) (0.067)

Female×Lockdown -0.077 −0.101 −0.111 −0.128* −0.131*

(0.085) (0.077) (0.072) (0.068 (0.065)

Time fixed effects Yes Yes Yes Yes Yes

Observations 720 756 792 828 864

R2 0.853 0.855 0.855 0.858 0.861

This table reports the estimated coefficients and robust standard errors (in parentheses) in Equation (4) using
the discipline level fixed effect, with log(downloads) as the dependent variable. The coefficients for 6, 7, 8,
9, and 10 weeks since the lockdown are presented in Columns (1)–(5), respectively. Significance at ∗p < 0.1;
∗∗p < 0.05; ∗∗∗p < 0.01.

Tables 6 and 7 report the the effect of the lockdown on the number of abstract views and

the number of downloads, respectively. In general, the average treatment effects are insignificant,

suggesting that after the lockdown, female and male researchers’ research quality did not change

significantly, and that our findings are unlikely to be driven by shifts in research quality. In addition,

column (4) and (5) of Table 7 suggest that female researchers’ research quality in terms of the

number of downloads per preprint decreased compared to male researchers’ after the lockdown.

We repeat our analysis using Equation 2 and find consistent results. The estimation results are

reported in Appendix Tables A.8 and A.9.

7.4. Coauthorship

We next study how coauthorship across genders affects our results. Recall that we measure the

effective productivity for preprints with n authors by allocating 1/n preprint to each coauthor.

That is, our measure implicitly assumes equal productivity across female and male authors. To

alleviate the concern that this assumption may not hold, we conduct a sub-sample analysis focusing

on preprints that have either all-male or all-female authors, excluding preprints that have both
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male and female authors. We repeat our DID analysis for this sub-sample using Equations (1)

and (2) to compare the productivity gap between all-male and all-female preprints.

Table 8 reports the estimation results with the discipline fixed effect using Equation (1). The

results show that the number of all-female preprints has significantly dropped since the lockdown,

compared to all-male preprints. Note that the coefficients of Female×Lockdown in Table 8 are

more significant and larger than those in Table 2, suggesting that gender inequality is more pro-

nounced when a research team has only female authors. Intuitively, an all-female research team’s

capacity is more severely constrained, resulting in a lower productivity. Table A.4 reports the

results at the aggregate-level and the results are consistent.

Table 8 Impact of Lockdown on Gender Inequality among All-male and All-female Preprints

Dependent variable: No. of Preprints (in logarithm) by discipline

6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

Variables (1) (2) (3) (4) (5)

Female −1.002*** −1.002*** −1.002*** −1.002*** −1.002***

(0.047) (0.047) (0.047) (0.047) (0.047)

Female×Lockdown −0.233*** −0.263*** −0.267*** −0.255*** −0.232***

(0.088) (0.084) (0.079) (0.076) (0.074)

Discipline fixed effects Yes Yes Yes Yes Yes

Time fixed effects Yes Yes Yes Yes Yes

Observations 720 756 792 828 864

R2 0.810 0.810 0.812 0.813 0.814

This table reports the estimated coefficients and robust standard errors (in parentheses) in Equation (1)
with the discipline level fixed effect. We restrict our sample to preprints that have either all-male authors, or
all-female authors. The coefficients for 6, 7, 8, 9, and 10 weeks since the lockdown are presented in Columns
(1)–(5), respectively. Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

7.5. Data Censoring

One might be concerned that because research takes time, many researchers only post one preprint

during our sample period. As a result, our data sample before and after the lockdown may contain

a different set of authors.

To address this concern, we perform two analyses. First, we collect additional data on US authors,

extending the time window of our main analysis to 40 weeks. By adding 16 weeks to the post-

treatment period, we capture more researchers in our sample, especially those who were not able

to post preprints within 10 weeks of the lockdown. We repeat the DID analysis and find consistent

results.

Second, we construct a balanced panel by including only authors who posted preprints before

the lockdown to compare the productivity of the same group of authors before and after the

lockdown. This approach ensures an apple-to-apple comparison and helps us rule out potential

biases introduced by different author samples in the pre-treatment and post-treatment periods.

Table 9 reports the estimated results using the balanced panel. The findings are consistent with
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our main results: within the same group of authors, female researchers’ productivity dropped

significantly after the lockdown compared to male researchers’ productivity.

Table 9 Impact of Lockdown on Gender Inequality Using the Balanced Panel

Dependent variable: No. of Preprints (in logarithm) in aggregation

6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

Variables (1) (2) (3) (4) (5)

Female −0.920*** −0.920*** −0.920*** −0.920*** −0.920***

(0.065) (0.065) (0.065) (0.065) (0.065)

Female×Lockdown −0.518*** −0.638*** −0.589*** −0.556*** −0.641***

(0.138) (0.170) (0.159) (0.148) (0.159)

Discipline fixed effects Yes Yes Yes Yes Yes

Time fixed effects Yes Yes Yes Yes Yes

Observations 40 42 44 46 48

R2 0.991 0.988 0.988 0.988 0.985

This table reports the estimated coefficients and robust standard errors (in parentheses) in Equation (2) at
the aggregate level. The coefficients for 6, 7, 8, 9, and 10 weeks since the lockdown are presented in Columns
(1)–(5), respectively. Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

8. Conclusions

Our paper adds to the long-standing literature on gender equality, an important topic in social

science. For example, the literature has shown evidence of fairness in parental leaves (Lundquist

et al. 2012) and inequality in tenure evaluation (Sarsons 2017, Antecol et al. 2018), recognition

(Ghiasi et al. 2015), and compensation (Pierce et al. 2020). Researchers have also investigated

business innovations to help empower women (Plambeck and Ramdas 2020). The COVID-19 crisis

brings to the forefront a long existing issue: the inequities faced by women who often do more

of the childcare and housework. We contribute to the literature by providing direct tests of the

impact of the pandemic shock on gender inequality in academia.

We show that in the US, since the lockdown began, women have produced 13.2–13.9-percent

fewer social science research papers than men. We also find that the effect is especially significant

for junior faculty and for researchers at top-ranked universities. Finally, we find that the increase

in productivity inequality is significant in seven countries. The results are robust when we repeat

our analysis over papers with same-gender authors, a balanced sample with the same group of

authors before and after the lockdown, and an extended data sample.

Our findings indicate that, if the lockdown is kept in place for too long, female academics

in junior positions and at top-ranked universities are likely to be significantly disadvantaged—a

fairness issue that may expose women to a higher unemployment or career risk in the future. We

hope our findings increase awareness of this issue. Actions could be taken to balance domestic

responsibilities among spouses. Recently, many universities have taken actions such as granting

tenure clock extensions to both female and male faculty. Recall that our paper finds an overall

35-percent increase in productivity and a 13-percent increase in gender gap among social science
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researchers. Therefore, our findings do not provoke a concern for overall productivity but rather

for gender inequality. As a result, universities could consider providing additional support, such as

childcare support, to female researchers whose productivity has been disproportionately affected.

Universities and letter writers should keep this inequality in mind when evaluating professors for

promotion. We also hope our work will inspire researchers to explore other forms of inequality

arising from the COVID-19 pandemic.

Our findings also suggest that telecommuting may have unintended consequences for gender

inequality. As the COVID-19 outbreak accelerates the trend toward telecommuting, institutions

and firms should take gender equality into consideration when designing and implementing telecom-

muting policies. We hope that our work could serve as a stepping stone to stimulate more research

on the synergy between operations and social issues.

Our study has a few limitations. First, since it focuses on social science disciplines, and thus the

findings may not be generalizable to other disciplines. Second, we have limited information about

the researchers in our dataset. Future research could collect additional data—such as parental

status, whether they are allocating more or less time to research than they did before the pan-

demic, whether they multitask at home, and who performs household duties—to pinpoint the exact

mechanism underlying the observed empirical patterns.
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Appendix

Figure A.1 Time Trends of US Preprints from December 2018 to May 2019

This graph plots the time trend of the number of preprints for female academics and male academics. The vertical line
represents the placebo lockdown week (the week of March 11) in 2019.
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Table A.1 Robustness to Different University Rankings

Dependent variable: No. of Preprints (in logarithm) by discipline

Universities 6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

by Times ranking (1) (2) (3) (4) (5)

Top 10 −0.209*** −0.230*** −0.198*** −0.185*** −0.181***

Top 20 −0.177** −0.222*** −0.205*** −0.204*** −0.214***

Top 30 −0.227*** −0.253*** −0.228*** −0.228*** −0.228***

Top 40 −0.157** −0.211*** −0.196*** −0.196*** −0.202***

Top 50 −0.114 −0.147** −0.130* −0.138** −0.146**

Top 60 −0.126* −0.143* −0.131* −0.137** −0.147**

Top 70 −0.142* −0.157** −0.141** −0.143** −0.143**

Top 80 −0.139* −0.154** −0.140** −0.131* −0.130**

Top 90 −0.134* −0.146** −0.137** −0.133* −0.135**

Top 100 −0.124 −0.129* −0.125* −0.118* −0.118*

Observations 720 756 792 828 864

Dependent variable: No. of preprints (in logarithm) by discipline

Universities 6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

by ARWU ranking (1) (2) (3) (4) (5)

Top 10 −0.232*** −0.255*** −0.233*** −0.214*** −0.222***

Top 20 −0.259** −0.297*** −0.271*** −0.260*** −0.256***

Top 30 −0.261*** −0.305*** −0.268*** −0.264*** −0.259***

Top 40 −0.136* −0.188** −0.171** −0.176*** −0.171***

Top 50 −0.104 −0.156** −0.132* −0.133** −0.139**

Top 60 −0.171** −0.154*** −0.154*** −0.143*** −0.114*

Top 70 −0.080 −0.125* −0.109 −0.113* −0.120*

Top 80 −0.123 −0.128* −0.117* −0.118* −0.120*

Top 90 −0.099 −0.105 −0.095 −0.093 −0.096

Top 100 −0.090 −0.094 −0.086 −0.084 −0.089

Observations 720 756 792 828 864

This table reports the estimated coefficients in Equation (2) across universities with different rank-
ings. The coefficients for 6, 7, 8, 9 and 10 weeks since the lockdown are presented in columns (1)–(5),
respectively. Time fixed effects at the weekly level are included in all regressions. Note that we
omit reporting standard errors and estimates of other variables for brevity. Significance at ∗p < 0.1;
∗∗p < 0.05; ∗∗∗p < 0.01.
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Table A.2 Parallel Trends Test

No. of Preprints (in logarithm) in aggregation No. of Preprints (in logarithm) by discipline

Variables (1) (2)

Female×T ime−14 −0.231 −0.189

(0.430) (0.352)

Female×T ime−13 −0.013 0.157

(0.430) (0.335)

Female×T ime−12 −0.377 −0.202

(0.430) (0.309)

Female×T ime−11 0.060 0.219

(0.430) (0.302)

Female×T ime−10 −0.030 −0.054

(0.430) (0.210)

Female×T ime−9 −0.028 −0.213

(0.430) (0.243)

Female×T ime−8 −0.144 −0.146

(0.430) (0.258)

Female×T ime−7 −0.101 −0.031

(0.430) (0.234)

Female×T ime−6 −0.363 −0.413**

(0.430) (0.250)

Female×T ime−5 0.355 0.314*

(0.430) (0.214)

Female×T ime−4 0.130 0.063

(0.430) (0.224)

Female×T ime−3 0.098 −0.051

(0.430) (0.218)

Female×T ime−2 0.069 0.056

(0.430) (0.239)

Female×T ime−1 0.092 0.190

(0.430) (0.219)

Observations 24 540

R2 0.894 0.808

This table reports the estimated coefficients of the parallel trends test using Equation (3). The results at the
aggregate-level and discipline-level are presented in Columns (1) and (2), respectively. Note that we omit reporting
estimates of other variables for brevity. Time fixed effects at the weekly level are included in all regressions.
Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

Table A.3 Impact of Lockdown on Gender Inequality by Academic Ranks in Aggregation

Dependent variable: No. of Preprints (in logarithm) in aggregation

Researchers 6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

by Academic Ranks (1) (2) (3) (4) (5)

Student −0.030 −0.042 −0.039 −0.061 −0.091

Assistant Prof. −0.485*** −0.384** −0.408** −0.383** −0.405**

Associate Prof. 0.046 −0.013 0.016 −0.029 −0.019

Full Prof. −0.175 −0.154 −0.055 −0.035 −0.052

Observations 40 42 44 46 48

This table reports the estimated coefficients based on Equation (2) for researchers within each rank
group. The coefficients for 6, 7, 8, 9, and 10 weeks since the lockdown are presented in columns
(1)–(5), respectively. Time fixed effects at the weekly level are included in each regression. Standard
errors and estimates of other variables are omitted for brevity. Significance at ∗p < 0.1; ∗∗p < 0.05;
∗∗∗p < 0.01.
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Table A.4 Impact of Lockdown on Gender Inequality among All Male or All Female Preprints in Aggregation

Dependent variable: No. of Preprints (in logarithm) in aggregation

6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

Variables (1) (2) (3) (4) (5)

Female −1.253*** −1.253*** −1.253*** −1.253*** −1.253***

(0.066) (0.066) (0.066) (0.066) (0.065)

Female×Lockdown −0.285** −0.297*** −0.254** −0.233** −0.220**

(0.099) (0.092) (0.096) (0.093) (0.089)

Discipline Fixed Effects Yes Yes Yes Yes Yes

Time Fixed Effects Yes Yes Yes Yes Yes

Observations 40 42 44 46 48

R2 0.978 0.979 0.978 0.978 0.979

This table reports the estimated coefficients and robust standard errors (in parentheses) in Equation (2) at the
aggregate level. We restrict our sample to those preprints that have either all-male authors, or all-female authors.
The coefficients for 6, 7, 8, 9, and 10 weeks since the lockdown are presented in columns (1)–(5), respectively.
Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

Table A.5 Summary Statistics for December 2018 - May 2019

All observations Before March 2019 After March 2019

Level Weekly No. of Preprints Mean Std. dev Max Min Total Mean Std. dev Mean Std. dev

All
Disciplines
(US only)

All 401.0 69.6 535 267 9,333 406.4 75.8 393.3 58.9

Female authors 103.0 17.2 131 62 2,413 102.1 15.1 104.4 19.7

Male authors 298.0 57.9 424 205 6,920 304.3 65.7 288.9 42.7

By
Discipline
(US only)

Accounting 21.0 6.3 34 10 505 21.9 6.6 19.9 6.2

Anthropology 76.3 19.9 115 41 1,832 69.4 20.9 86.1 14.0

Cognitive 17.0 7.7 38 7 407 20.5 7.9 12.0 3.7

Corporate 17.5 5.9 30 8 420 17.2 5.6 17.9 6.4

Criminal 16.3 5.6 32 6 390 14.9 6.4 18.2 3.8

Economics 212.0 50.9 348 133 5,089 225.7 55.7 192.9 37.9

Education 15.3 5.2 29 6 366 15.3 5.2 15.2 5.6

Entrepreneurship 16.1 5.6 28 8 387 18.7 5.3 12.5 3.6

Finance 89.7 21.3 148 66 2,153 95.0 25.2 82.3 11.8

Geography 13.6 6.3 29 5 327 11.9 4.9 16.0 7.5

Health Economics 4.3 4.2 22 0 104 3.3 1.7 5.8 6.1

Information Systems 20.2 5.8 36 10 485 22.0 6.4 17.7 3.9

Law 143.1 32.6 211 76 3,434 135.4 36.3 153.8 24.4

Management 32.4 11.8 57 8 778 34.7 11.1 29.2 12.5

Organization 24.8 7.8 43 15 594 27.2 8.4 21.3 5.7

Political Science 166.3 28.3 225 124 3,991 172.5 30.9 157.6 22.8

Sustainability 38.8 23.9 105 14 930 34.1 16.7 45.2 31.3

Women/Gender 19.4 8.4 40 4 466 20.9 9.9 17.4 5.8

The table summarizes the weekly number of papers from December 2018 to May 2019. In total, there are 9,333 preprints
produced by 14,767 US authors, 2,413 of which are produced by 3,876 female researchers and 6,920 are produced by 10,891 male
researchers. We gather the country-specific lockdown time to split our sample to before and after the lockdown for each country.
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Table A.6 Falsification Test

Dependent variable: No. of Preprints (in logarithm) in aggregation

6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

(1) (2) (3) (4) (5)

Female×Lockdown 0.042 0.061 0.088 0.080 0.057

Observations 40 42 44 46 48

R2 0.980 0.980 0.979 0.980 0.980

Dependent variable: No. of Preprints (in logarithm) by discipline

Female×Lockdown 0.092 0.094 0.103* 0.085 0.070

Observations 720 756 792 828 864

R2 0.877 0.877 0.871 0.873 0.873

This table reports the estimated coefficients of the interacted term, Female × Lockdown, in Equa-
tion (2). The coefficients for 6, 7, 8, 9 and 10 weeks since the lockdown are presented in columns
(1)–(5), respectively. Note that we omit reporting estimates of other variables for brevity. Time
fixed effects at the weekly level are included in all regressions. Significance at ∗p < 0.1; ∗∗p < 0.05;
∗∗∗p < 0.01.

Table A.7 Summary Statistics for Downloads and Abstract Views

All observations Before Lockdown After Lockdown

Level Groups Mean Std. dev Min Max Mean Std. dev Mean Std. dev

No. of
downloads per

preprint

All 40.9 18.6 13.7 84.6 54.2 14.6 26.9 10.2

Female authors 39.2 21.1 10.2 85.6 53.0 18.1 24.6 12.5

Male authors 41.7 18.6 14.9 84.2 54.8 14.6 27.8 10.7

No. of abstract
views per
preprint

All 144.5 47.6 57.67 226.1 184.0 19.4 102.7 29.2

Female authors 139.1 49.0 44.7 243.1 176.4 26.6 99.6 34.1

Male authors 146.8 48.2 62.1 232.3 187.1 19.8 104.1 28.6

The table summarizes the weekly average number of downloads and abstract views per preprint from December
2019 to May 2020. The sample includes 9,934 preprints from authors in the United States.

Table A.8 Impact of Lockdown on Abstract Views

Dependent variable: No. of Abstract Views (in logarithm) in aggregation

6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

Variables (1) (2) (3) (4) (5)

Female -0.054 −0.054 −0.054 −0.054 −0.054

(0.048) (0.048) (0.048) (0.048) (0.048)

Female×Lockdown 0.086 0.088 0.074 0.067 0.044

(0.074) (0.068) (0.065) (0.062) (0.058)

Time Fixed Effects Yes Yes Yes Yes Yes

Observations 40 42 44 46 48

R2 0.894 0.913 0.935 0.948 0.955

This table reports the estimated coefficients and robust standard errors (in parentheses) in Equation (2), with
abstract views as the dependent variable. The coefficients for 6, 7, 8, 9 and 10 weeks since the lockdown are
presented in columns (1)–(5), respectively. Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

Table A.9 Impact of Lockdown on Downloads

Dependent variable: No. of Downloads (in logarithm) in aggregation

6 weeks 7 weeks 8 weeks 9 weeks 10 weeks

Variables (1) (2) (3) (4) (5)

Female -0.044 −0.044 −0.044 −0.044 −0.044

(0.067) (0.067) (0.067) (0.067) (0.067)

Female×Lockdown -0.027 −0.057 −0.068 −0.085 −0.087

(0.175) (0.157) (0.141) (0.130) (0.120)

Time Fixed Effects Yes Yes Yes Yes Yes

Observations 40 42 44 46 48

R2 0.836 0.866 0.891 0.910 0.927

This table reports the estimated coefficients and robust standard errors (in parentheses) in Equation (2), with
downloads as the dependent variable. The coefficients for 6, 7, 8, 9 and 10 weeks since the lockdown are presented
in columns (1)–(5), respectively. Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.
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Abstract The empirical operations literature has shown that the service process of customers is

state-dependent, with a primary focus on the relationship between patient length-of-stay (LOS)

and workload in healthcare settings. However, the service process is also time-dependent because

physician workload is not a static state, but varies continuously over the course of a patient’s

stay. By recognizing that the service process is both state- and time-dependent, we argue that the

instantaneous service rate is the more natural quantity of interest in place of LOS. Conducting

analyses based on the instantaneous service rate rather than LOS allows us to potentially resolve a

longstanding question regarding the relationship between service speed and workload. Specifically,

the empirical literature has identified contradictory findings among analyses based on LOS. We

show, through the setting of an academic emergency department, that a consistent and intuitive

relationship emerges when the analysis is based on the instantaneous service rate. We also use a

naturalistic simulation to demonstrate meaningful performance gains from employing a service rate

model to set staffing, relative to staffing according to results from analyses based on LOS.
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1 Introduction

Understanding the drivers of efficiency in healthcare service processes has long been of interest

to the Operations Management (OM) community, especially the determinants of efficiency in the

Emergency Departments (ED). A key finding in the literature is that services rates are state-

dependent. In the context of healthcare, this means the productivity of individual physicians, and

therefore the service rates of individual patients, depend on the states of the physicians and the ED.

For example, workload has been shown to have a significant impact on ED service speeds, although

there is less agreement on how. Indeed, a wide spectrum of relationships have been reported that

range from slowdown as workload increases (Lucas et al., 2009; Armony et al., 2015; Batt et al.,

2017), to workload having no effect (Lucas et al., 2009; McCarthy et al., 2009), to speed up (Kc

and Terwiesch, 2009; Anderson et al., 2011), to slow down and then speed up (Batt and Terwiesch,

2014; Kuntz et al., 2015), and to still more complicated patterns (Berry Jaeker and Tucker, 2017).

These findings stand in stark contrast to theories from the neuroscience and psychology literature,

which unequivocally suggest that multitasking leads to a decrease in performance. Human brains

are not designed to handle multiple tasks simultaneously (Worringer et al., 2019). Multitasking

requires frequent switching between tasks, which reduces efficiency and performance (Pashler, 1994;

Sigman and Dehaene, 2006). It also increases the production of stress hormones such as cortisol and

adrenaline, overstimulating the brain and leading to mental fatigue, reduced focus, and impaired

cognitive abilities (Dux et al., 2006).

The complicated relationship between workload and service speed is curious for two reasons. First,

why do we observe vastly different empirical workload effects within the OM literature? Second,

theories in other fields such as psychology and neuroscience predict that a higher workload should

have a simple yet intuitive relationship with service speed—a higher workload should slow workers

down. Why do the findings in the OM literature differ from this prediction?

To explain the disparate findings in the literature, we hypothesize that a potential source comes

from the resolution of patient flow data. Previous works typically use a single snapshot of the

ward census (at patient arrival or discharge) or its average level as the measure of workload for the

patient’s entire stay. Preliminary evidence has since emerged to suggest that service speeds may

vary dynamically with the state of the system represented by variables such as workload (Armony

et al., 2015). Thus, even on the same dataset, the observed relationship between speed and workload
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at the time of arrival, may be quite different from the one between speed and workload at the time

of discharge. Second, the literature often focuses on the relationship between service speed and one

particular dimension of workload, with most work looking at the aggregate ward census (system

workload). However, other dimensions may also matter, perhaps even more so: the service speed

for a particular patient may also depend on the loads of their assigned health providers. Given that

provider workloads are correlated with the system workload, current estimates of the latter’s impact

may be confounded if the former are excluded from the analysis, with the direction of confounding

varying from one study to the next according to the case mix of provider loads.

This work attempts to improve our empirical understanding of the workload effect on speed by

analyzing patient flow through the ED at a higher resolution. In particular, we take advantage

of a novel data set from an academic ED in the United States that tracks workload in real time

from April 2017 to March 2019. Workload data sampled at this frequency have not been exploited

before in the literature, and it allows us to empirically model the service rate µ(t,Xt) for a patient

as a function of their time-varying variables Xt (e.g., workload). To take advantage of real-time

workload data, we use time-dependent survival analysis to estimate patient service rates µ(t,Xt) as

a function of the patient’s time-in-service t and the time-dependent state variable Xt. Specifically,

we first take advantage of a recent survival machine learning approach (Lee et al., 2021) to perform

an exploratory analysis on the first year of data non-parametrically. Then we confirm the findings

using parametric survival analysis, which is more established in the literature.

We build up the analysis from static workload to time-varying workload to demonstrate the im-

portance of the time-varying nature. In particular, we first follow the literature and use static

workload measures in the analysis, in which we show results similar to those shown in the liter-

ature. When using static workload, the service speed appears to have a complicated relationship

with the workload/multitasking level. Next, we analyze the same data, but by replacing static

workload measures with the actual time-varying workload measures. The results reveal a simple

and intuitive relationship that agrees with the neuroscience and psychology literature—patient ser-

vice speed is monotonically negatively associated with workload level. In addition to the theories

specifically pertaining to workload and multitasking, we also develop a simple model to demonstrate

that the average workload level could lead to misleading results. We show that with one patient,

under prevalent conditions, using average workload to estimate the probability of a patient being

discharged could lead to misleading results.
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Finally, we perform naturalistic simulations to demonstrate and prescriptive value of the state-

and time-dependent framework. In particular, we use real-world conditions to show how average

workload can lead to suboptimal staffing levels in the ED and to prescribe a usable tool for hospital

managers. To achieve this, we simulate three months of ED operations to two service rate functions:

one derived from the state-dependent model and the other from the state- and time-dependent

model, respectively. For each model, we assess the average patient service time at various physician

staffing levels. This allows us to determine the optimal staffing levels based on the economic trade-

off between increased ED revenue through faster patient service time and the cost of physician

staffing. Beyond identifying optimal staffing levels from simulations, we also extract the optimal

physician level from the OLS model. We then compare the optimal levels from each of the three

models—the state- and time-dependent, the state-dependent, and the OLS models—using out-of-

sample data. Our findings reveal that state- and time-dependent model our-performs the others,

leading to a financial advantage of $2.7MM and $3.5MM.

In conclusion, this study highlights that time-dependency, akin to state-dependency, is a first order

concern. We substantiate this claim theoretically, empirically, and prescriptively. This paper

focuses on workload, a widely examined “state” in existing literature. Through this lens, we

accomplish two main objectives: first, we illustrate the necessity of incorporating time-dependency

to model service rates accurately. Second, we provide a plausible explanation that could potentially

reconcile the mixed findings prevalent in workload-related studies. Furthermore, while our focus

is on workload and in a healthcare context, the framework we propose has broader implications.

It can be generalized to other service processes reliant on human interaction, such as those in call

centers. As high-resolution data becomes more readily available to practitioners and researchers,

the applicability and utility of our framework are likely to continue to expand.

2 Literature Review

In this section, we review the workload and multitasking literature. We first examine the OM

literature, focusing on the mixed findings within the literature and the workload measures employed.

Next, we discuss studies on workload and multitasking from neuroscience and psychology literature.

Researchers in these disciplines have explored how multitasking impacts human brain and cognitive

processing. The consensus across these studies is that multitasking tends to hinder rather than

enhance our efficiency, resulting in slower performance. This reveals a gap in the literature between
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empirical findings in operations and theoretical predictions from neuroscience and psychology.

Note that we discuss workload and multitasking literature together as they share commonalities

both in practice and in the literature. In practice, as workload in hospitals increases, physicians

find themselves caring for more patients, leading to higher degrees of multitasking (Berry Jaeker

and Tucker, 2017). In the literature, these two concepts often employ analogous measurements.

For example, at the physician level, both workload and multitasking levels are frequently gauged

by the count of patients assigned to a given physician. Furthermore, both streams of literature

focus on state-dependency in service rate, highlighting the variability of productivity, its drivers,

and their underlying mechanisms.

2.1 Workload and Multitasking in OM

This section presents the literature on the impact of workload and multitasking on service rates,

a key topic in OM research. Table 1 provides a summary of selected studies investigating the

relationship between workload and patient service rate. Although we strive for a comprehensive

review, the extensive nature of workload literature means that our coverage cannot be complete.

Table 1: Workload Literature

Paper Workload level Workload Measure Results

Workload Literature

Kc and Terwiesch (2009) bed occupancy snapshot speed-up then slow-down

Kuntz et al. (2011) bed occupancy snapshot slow-down

Anderson et al. (2011) bed occupancy daily capacity speed-up

Kc and Terwiesch (2012) bed occupancy snapshot speed-up

Tan and Netessine (2014) server workload grouped by check slow-down then speed-up

Kuntz et al. (2015) system workload daily capacity slow-down then speed-up

Armony et al. (2015) system workload daily capacity slow-down

Batt and Terwiesch (2017) system workload multiple snapshots inverted U-shape

Berry Jaeker and Tucker (2017) system workload multiple snapshots N-shape

Batt et al. (2019) physician workload hourly workload

Xu et al. (2021) banker workload multiple snapshots

This table summarizes a selection of paper on the effect of workload. Note to be consistent with the focus
of this paper, which is service speed, the results are translated into the effect of workload on service speed.

The initial assumption in the healthcare queuing literature was that service time—the time required

to care for a patient—is independent of the system’s current state, including workload (Kc and
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Terwiesch, 2009). Subsequent experimental evidence began to reveal that the processing time of

human workers might actually depend on the system’s state, including factors like inventory levels

and the pace of their coworkers (Schultz et al., 1998). Powell and Schultz (2004) further develop

models to represent this state-dependent behavior in production workers. Their models demonstrate

a significant shift in effects when considering state-dependency: longer production lines, previously

thought to slow workers down under the assumption of state-independent behavior, are shown to

actually accelerate workers’ processing rates when their state-dependent behavior is accounted for.

Empirical evidence soon highlighted workload as a crucial state of the system. The first wave

of studies presented contradictory relationships, indicating that higher workload leads to either

a speed-up or slow-down effect on service rate. One of the first empirical evidence comes from

Kc and Terwiesch (2009). Focusing on patient transport services and cardiothoracic surgery, the

authors demonstrate that increased workload could enhance processing speed at the individual

level, but this speed-up effect was found to be unsustainable. Anderson et al. (2011) examine

this phenomenon at a system level (i.e., bed utilization), and observe that higher workloads often

resulted in faster patient discharges, effectively reducing the length-of-stay (LOS). This pattern is

also observed in an Intensive Care Unit (ICU) setting (Kc and Terwiesch, 2012). But their paper

noted a downside: higher workload led to more patients returning to the ED, ultimately reducing

the overall service rate. In contrast, Kuntz et al. (2011) report that higher workload actually slows

down patient discharge, attributing this slowdown to mental fatigue and queuing for resources.

Recent research then reveals more intricate relationship between workload and service rate. Namely,

a U-shape relationship. In other words, as workload increases, patient LOS first increases due to

the congestion effects, then decreases as the workload reaches a threshold, after which the physician

may elect to discharge patients faster to free up the space (Kc, 2014). In a restaurant setting, similar

findings have shown that as servers’ workload increases, customers’ meal duration first increases

and then decreases (Tan and Netessine, 2014).

Given these diverse findings, OM scholars have been actively working to reconcile the literature.

The focus has been on explaining different findings by understanding the mechanism driving work-

load effect. For instance, Batt and Terwiesch (2017) propose that the observed instability of the

aggregate effect at the system level might be due to multiple server-level mechanisms working si-

multaneously. They argue that one should view complex systems like ED as multi-stage processes,

instead of single stage ones. Their research supports the notion of a U-shaped impact of workload
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on patient service rate. Another study by Berry Jaeker and Tucker (2017) investigates how the ef-

fect of workload changes as workload increases and approaches the system capacity. Their findings

reveal an inverted N-shape relationship, with two distinct tipping points. Initially, service rates

decrease as the workload rises, which authors attribute to congestion effects. Then, as workload in-

creases further, service rates increase temporarily as healthcare workers strive to discharge patients

more quickly, potentially by working harder or cutting corners. However, as workload approaches

maximum capacity, service rates decline again, indicating the system’s inability to compensate for

extremely high workloads.

This paper aims to bridge the gaps in the existing literature by developing a state- and time-

dependent framework to study the effect of workload in a time-dependent manner. In contrast to

the focus of Batt and Terwiesch (2017) and Berry Jaeker and Tucker (2017), our study concentrates

on the temporal aspect of workload. We acquire high-resolution data to construct time-varying

workload measures and analyze the workload effect in a time-dependent survival analysis. Our

results highlight that time-dependency is a first order concern in accurately assessing the effects of

workload, offering a new dimension to understanding the complex dynamics of such effect.

Since this paper primarily focuses on estimating service processes in a time-dependent manner, our

discussions of the literature have focused on workload measure and its impact on service speed. It

is worth noting that these studies also explore outcomes beyond service rate and investigate drivers

other than workload. For instance, the past research has examined patient outcomes in hospitals

(Kc, 2014; Kuntz et al., 2015; Berry Jaeker and Tucker, 2017), efforts to up-sell in restaurants

(Tan and Netessine, 2014), and operational error rates in banks (Xu et al., 2021), among other

factors. In terms of the independent variable, Batt et al. (2019) focus on how physician shifts

impact efficiency and quality. Thus, while the primary focus of this paper is on estimating service

processes in a time-dependent manner, the broader literature encompasses a range of outcomes and

drivers beyond just workload.

2.2 Workload and Multitasking in Psychology and Neuroscience

Multitasking has been extensively studied in the fields of psychology and neuroscience as well.

Researchers have investigated its effects on cognitive processes, attention, and performance. In this

literature, researchers use experiments to study the effect of workload and multitasking on speed and

accuracy in completing simple tasks. Most studies have shown that high workload and multitasking
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can impair performance and productivity. To explain the findings, neuro-imaging techniques such

as functional magnetic resonance imaging (fMRI) has been used to study how human brains respond

to working on multiple tasks. Neuroimaging have revealed that when individuals multitask, there is

increased activation in brain regions associated with attention, such as the prefrontal cortex (PFC).

However, this does not necessarily translate into improved performance since increasing demands

on attention and cognitive resources can lead to overall decreased performance.

Two main mechanisms have been established to explain the slowdown from multitasking. First,

the bottleneck in human information processing. As humans, we are not build to multitask. In

fact, when processing information, we can only process information sequentially and not in parallel

(Worringer et al., 2019). Numerous behavior experiments have shown that when an individual

is presented with two tasks in parallel, response to the second task becomes significantly delayed

(Pashler, 1994; Sigman and Dehaene, 2006). With modern techonology, studies have also been able

to explain the root of this bottleneck, with theories favoring the frontal areas (IFJ) (Dux et al.,

2006), parietal areas (Sigman and Dehaene, 2008), and finite neural resources as a limitation factor

(Stelzel et al., 2006).

Another key mechanism behind the slowdown from multitasking comes from task-switching, when

we alternate between two or more tasks repeatedly or in successions. Compared to performing a

single task, having to switch between two tasks significantly reduces the participants’ performance

with respect to both speed and accuracy. This slowdown is true even when participants have to

switch between two simple cognitive tasks in fixed sequence (Rogers and Monsell, 1995). Per-

formance further decreases if participants have to switch between more than two tasks and when

facing tasks in random sequences (Monsell, 2003; Kiesel et al., 2010). In addition, while the effect is

stronger when intervals between tasks are shorter, switch costs remain significant even with longer

tasks or longer intervals between tasks (Rogers and Monsell, 1995). Similar to the bottleneck effect,

researchers have also managed to explain why task-switching slows us down. In essence, switching

between two tasks requires additional cognitive resources to allow both task sets to be maintained

and worked on without interference between each other. Or, as Kc (2014) argue in their revolution-

ary paper on the effect of multitasking on patient service rate—multitasking can result in poorer

throughput due to mental strain and increased setup times when switching between patients.

In summary, the psychology and neuroscience literature has more consistent findings when it comes

to workload and multitasking. Compared to the operations literature, this stream of literature
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predicts that high workload and resulting multitasking will slow down workers. Their theory

predictions and findings based on lab environments and simple tasks are currently not in line with

empirical findings in real-world settings in the OM literature.

3 Theory

In this section, we discuss the necessity of using time-varying workload measures estimate instanta-

neous service rate from a theory perspective. First, we explore how using static workload measures

to estimate LOS may yield misleading results in general. Then, we present a stylized model that il-

lustrates the potential inaccuracies arising from the application of various static workload measures,

even in a simple setup.

3.1 General Theory

Ground truth. Let T be the service completion time for a patient. The instantaneous service

speed experienced by the patient at time t, whose current state is represented by a vector of

covariates Xt, is

µ(t,Xt). (1)

Mathematically, the service rate is equivalent to the hazard rate in survival analysis. In our context,

this is the instantaneous probability of completing service in the time interval [t, t+dt) conditional

on still being in service at t:

µ(t,Xt)dt ≈ P (T ∈ [t, t+ dt)|T ≥ t,Xt). (2)

Combining this fundamental quantity with knowledge of the evolution dynamics of Xt, we can

completely specify the data generating process for the patient’s service time. To avoid onerous

technical details, we keep things simple by treating the covariate trajectory X(·) as fixed, and let

it represent workload alone. Then from the start of treatment at t = 0, the service duration

is determined by successive coin tosses at infinitesimal increments t = 0, dt, 2dt, · · · , and service

completion occurs when the first heads is tossed. It follows from (2) that the probability of tossing
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a heads at time t is µ(t,Xt)dt, so the likelihood of observing the service complete at time T is

{1− µ(0, X0)dt} × {1− µ(dt,Xdt)dt} × · · · × µ(T,XT )

−−→
dt↓0

e−
∫ T
0 µ(t,Xt)dtµ(T,XT ),

where the limit is a product integral.

Given this setup, the impact of workload on service speed at a given point in time τ is naturally

the derivative

µ(0,1)(τ,Xτ ) :=
d

dα
µ(τ, α)

∣∣∣∣
α=Xτ

. (3)

Note that this ground truth for the workload effect (3) does not depend on the workload level at

any other point in time. As we shall see, this is not necessarily the case when it comes to the

measure of workload effect commonly used in the literature.

Existing literature. Until very recently, real-time workload data was not readily available to

researchers, so existing studies focus on time-static proxies of service speed such as LOS. Hence

existing efforts to quantify the workload effect is via its influence on the expected LOS

E
[
T |X(·)

]
=

∫ ∞

0
P(T > t|X(·))dt =

∫ ∞

0
e−

∫ t
0 µ(u,Xu)dudt.

In other words, the interest is in the change in expected LOS after perturbing the workload trajec-

tory by dX(·), i.e. X(·) 7→ X(·) + αdX(·) for α ≪ 1. This is essentially the Gateaux derivative

∂XLOS(dX) :=
d

dα
E
[
T |X(·) + αdX(·)

]∣∣∣∣
α=0

= −
∫ ∞

0

{
e−

∫ t
0 µ(u,Xu)du

∫ t

0
dXs · µ(0,1)(s,Xs)ds

}
dt.

(4)

If it is somehow possible to only increase workload at time τ without changing the workload at any

other point in time, then dXt can be represented by a Dirac delta distribution δτ (t) centred at τ ,



E2 – 11

i.e.
∫
δτ (t)f(t)dt = f(τ) for a well-behaved function f . In which case

∂XLOS(δτ ) = −
∫ ∞

0

{
e−

∫ t
0 µ(u,Xu)du

∫ t

0
δτ (s)µ

(0,1)(s,Xs)ds

}
dt

= −
∫ τ−

0

{
e−

∫ t
0 µ(u,Xu)du · 0

}
dt−

∫ ∞

τ+

{
e−

∫ t
0 µ(u,Xu)du · µ(0,1)(τ,Xτ )

}
dt

= −µ(0,1)(τ,Xτ )

∫ ∞

τ
e−

∫ t
0 µ(u,Xu)dudt︸ ︷︷ ︸
>0

,

,

so the direction is consistent with the natural measure of workload effect (3): If µ(0,1)(τ,Xτ ) < 0,

this implies that increasing workload will slow down service, hence expected LOS should increase,

i.e. ∂XLOS(δτ ) > 0. Conversely if µ(0,1)(τ,Xτ ) > 0 we would expect ∂XLOS(δτ ) < 0.

However, all existing studies are based on observational data, so it is not possible to localize the

change in workload to a single neighbourhood of time. Imagine a simple example whereby an

increase in workload at τ is correlated with a decrease in workload at τ ′ ̸= τ in the observed data.

Then the variation used to identify the workload effect at τ might resemble dXt = δτ (t) − δτ ′(t),

so by linearity

∂XLOS(dX) = −µ(0,1)(τ,Xτ )

∫ ∞

τ
e−

∫ t
0 µ(u,Xu)dudt

+ µ(0,1)(τ ′, Xτ ′)

∫ ∞

τ ′
e−

∫ t
0 µ(u,Xu)dudt.

If an increase in workload at a given point in time always slows down service (µ(0,1) < 0), but

µ(0,1)(τ ′, Xτ ′) is sufficiently more negative than µ(0,1)(τ,Xτ ) is, then the change in the expected

LOS will be negative, i.e. service speedup. Similarly, if an increase in workload actually speeds up

service (µ(0,1) > 0), it is possible for the change in the expected LOS to be positive, i.e. service

slowdown.

This simple example illustrates that the inability to time-localize the workload variation can cause

the LOS-based workload effect (4) to diverge from the ground truth (3). On the other hand, as

alluded to earlier, the ground truth measure µ(0,1)(τ,Xτ ) is unaffected by whether the variation in

workload at τ is correlated with the variation in workload at another point in time. By acknowl-

edging that the service process is time-dependent and thus focusing on the instantaneous service

rate, we can avoid issues associated with LOS-based analyses.



E2 – 12

3.2 Stylized Model

We next present a stylized discrete-time model to demonstrate that using the starting workload,

average workload, or ending workload can lead to misleading service speed relationships.

In this model, a patient commences the service at t = 0. One time unit later at t = 1, the patient

either completes the service with probability 1 − p1, or continues treatment into the next period

with probability p1. At t = 2, the patient either completes the service with probability 1 − p2, or

continues treatment into the next period with probability p2. The patient will always complete the

service and leave the hospital by t = 3. Figure 1 depicts the dynamics of this service process.

Figure 1: A stylized service process.

Note that at t ∈ {1, 2}, the discrete-time service rate µt is 1−pt. Hence if pt represents the workload

in period t, then as the workload increases, the patient will have a lower service rate and is less

likely to complete the service in that period. From the perspective of patient length-of-stay LOS,

this quantity follows the distribution

LOS =


1 w.p. 1− p1

2 w.p. p1(1− p2)

3 w.p. p1p2
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Conditional on the workloads (p1, p2) for all periods, the patient’s expected LOS is

E(LOS|p1, p2) = 1− p1 + 2p1(1− p2) + 3p1p2

= 1 + p1 + p1p2,
(5)

Hence the expected LOS is increasing in the workloads p1 and p2, i.e. higher workloads slow down

service.

Now suppose that (p1, p2) is drawn from a simple distribution parameterized by two parameters

0 ≤ v, w ≤ 1/2, and which admits just two possible outcomes:

(p1, p2) =


(1/2− v, 1/2 + w) w.p. 1/2

(1/2 + v, 1/2− w) w.p. 1/2

(6)

The expected LOS conditional on only the starting workload p1 is

E(LOS|p1) =


7/4− vw + (w − 3v)/2 if p1 = 1/2− v

7/4− vw − (w − 3v)/2 if p1 = 1/2 + v

When w − 3v > 0, the expected LOS is decreasing in (starting) workload, which misleadingly

conveys the opposite of the true relationship (5). The conditional expected LOS does not depend

on p1 at all when w−3v = 0, which is also misleading. Note that E(LOS|p1) is the true conditional

mean and not an estimated one.

The same issue occurs when the discrete-time service rate µt at t = 2 is conditioned on only the

starting workload p1:

µ2(p1) ≡ P(LOS = 2|LOS ≥ 2, p1) =


1/2− w if p1 = 1/2− v

1/2 + w if p1 = 1/2 + v

which suggests that the service speed at t = 2 increases with the starting workload.

Using the average workload p̄ can also lead to misleading relationships. Bearing in mind that p̄ = p1
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if service is completed at t = 1, and p̄ = (p1 + p2)/2 otherwise,

E(LOS|p̄) =



1 if p̄ = p̄(1) ≡ 1/2− v

5/2 + w if p̄ = p̄(2) ≡ {1− (v − w)}/2

5/2− w if p̄ = p̄(3) ≡ {1 + (v − w)}/2

1 if p̄ = p̄(4) ≡ 1/2 + v

For v − w > 0 we have p̄(1) < p̄(2) < p̄(3) < p̄(4), so the expected LOS is initially increasing in p̄,

and then decreasing: Recall that 0 ≤ w ≤ 1/2, so 1 < 5/2 +w > 5/2−w > 1. For the service rate

at t = 2 we have

µ2(p̄) ≡ P(LOS = 2|LOS ≥ 2, p̄) =


1/2− w if p̄ = {1− (v − w)}/2

1/2 + w if p̄ = {1 + (v − w)}/2

which suggests that service speed is increasing in p̄.

By now one might expect that using the ending workload pend can also lead to misleading relation-

ships, and this is indeed the case:

E(LOS|pend) =



5/2− w if pend = 1/2− w

1 if pend = 1/2− v

1 if pend = 1/2 + v

5/2 + w if pend = 1/2 + w

For w > v the expected LOS is initially decreasing in pend and then increasing, but for w < v this

relationship is reversed.1

To sum up, what we see here is that using static summaries of the inherently dynamic workload

can lead to problems even in a model as simple as this. The real service process in the ED is far

more complicated, so one would expect the real life situation to be far more prone.

1For service rates, it does not make sense to condition on pend. This is because at a given time t, knowledge of
the ending workload would require knowing when the visit will end, which requires looking into the future. For the
current service rate to depend on a quantity from the future would violate the causal arrow of time.
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4 Data

Next, we turn to real-world data to test whether estimating instantaneous service rate using time-

varying workload matters empirically. To achieve this, we acquire a high-resolution dataset from

the ED of a prominent academic hospital in the United States, covering all patient visits between

April 2017 and March 2019. This dataset provides a detailed snapshot of patient interactions,

tracking events in realtime throughout each visit. For every patient, the dataset captures the exact

moment of arrival, the initiation of treatment, their assignment to specific healthcare professionals,

and their exit from the ED.

In this section, we discuss the construction of i) Control variables; ii) Static workload variables

used in the existing literature; and iii) Time-varying workload variables used in this study.

Control variables. In our models, we incorporate a comprehensive set of control variables that

capture patient-specific, temporal, and physician shift related factors. Patient demographics and

temporal controls are implemented in all analyses. The physician shift controls are inherently

time-varying, and therefore only employed in the time-dependent survival analysis.

For patient demographics, we account for each patient’s gender, race, age, and associated clinical

information at arrival, such as the chief complaint and the Emergency Severity Index (ESI). The

ESI is a measure of the patient’s illness severity, with level 1 being the most severe and level 5 the

least. We exclude ESI level 1 cases given their critical nature and the fact that they are treated in

a specialized area. At the other end of the spectrum, we combine ESI levels 4 and 5 into a single

category as they both reflect relatively low severity.

We then introduce the temporal controls. The exact time of a patient’s arrival, including month, day

of the week (e.g., Friday), and hour (e.g., noon), which have been shown to significantly influence

patient discharge timings. The month and day of arrival are both implemented as control variables

without further modification. For the hour of patient arrival, we segment the control variables

into four categories: midnight to 11am, 11am to 2pm, 2pm to 6pm, and 6pm to midnight. The

control variables are segmented based on the feature importance from the survival machine learning

tool. Leveraging the ability of ML in determining feature importance and improve the construction

of control variables has become more popular and standard, we provide relevant details in later

sections where we discuss the survival ML tool we employ in this paper.

Finally, we also incorporate time-varying controls that measure the time into a physician’s shift
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following Batt et al. (2019), and also the time a patient has spent with their assigned physician.

To illustrate, if physician j begins her shift at noon, by 2 pm she would be two hours into her shift.

Similarly, if patient i is assigned to physician j at 1pm, by 2pm the patient would be one hour into

his treatment with the physician. The shift controls are deployed in a continuous fashion (i.e., we

do not discretize the shift controls).

Static workload measures

Most studies on the workload effect and multitasking employ linear regression models to estimate

the dependence of patient LOS on static workload measures. Given the limited availability of

real-time workload data in the past, workloads are often assessed at two pivotal moments: Upon

commencement of treatment, and at discharge. The average of these two roughly approximates the

time-weighted average workload over a patient’s stay. We align with the literature by defining the

following static workload measures for each ED visit:

• Arrival workload : The workload of the patient’s assigned physician at the time when treat-

ment commenced. This can shape treatment decisions, which can in turn influence LOS.

• Discharge workload : The workload of the patient’s assigned physician at the last timestamp

of the patient’s visit to the ED. Along with the overall ED occupancy at that time, these can

sway the decision-making process regarding discharge.

• Average workload : The average of the arrival and discharge workloads. This serves as a

summary of the overall workload pressure experienced during the visit.

Time-varying workload measures

For the time-dependent survival analysis setting, we leverage the granularity of our data to construct

realtime workload measures for individual physicians and the aggregate ward census. In essence,

the workload for physician j at time t is the number of patients assigned to j at that moment.

Then the physician workload for patient i at time t is simply the workload of the physician assigned

to patient i at that point in time. The ward census at time t is defined as the number of patients

receiving service at that time. These workload measures can change when a new patient commences

service, a patient gets discharged, or when the patient is assigned to a different physician.

Figure 2 illustrates how we construct the time-varying workload measures. Patient 1 arrives to

the ED at 12:47:45PM and begins treatment at 13:35:44PM under Physician 1. At this point,
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Patient 1’s physician workload is set as Physician 1’s workload of 7, and the ward census is 20. By

13:50:47PM, Patient 2, managed by Physician 2, gets discharged, altering Patient 1’s ward census

but not his physician workload. When Physician 1’s shift ends at 13:57:32PM, Patient 1 is handed

over to Physician 2. This changes the patient’s physician workload measure to 3, but the ward

census remains unchanged.

12:47:45PM
Patient1 arrives

at the ED

Physician1 Load:
Physician2 Load:

Ward Census:

Patient1

Physician Load:
Ward Census:

6
3
20

13:35:44PM
Patient1 commences
treatment; assigned to

Physician1

7
21

7
3
21

7
2
20

7
20

13:50:47PM
Patient2*
discharged

0
3
20

3
20

13:57:32PM
Physician1 shift ends;
Patient1 re-assigned to

Physician2

*Patient2 was assigned to Physician2

Figure 2: An Illustration of Workload Measure

5 Empirical Analysis

In this section we describe the empirical strategies used to estimate how workload affects service

speed, followed by the reporting of results. We start by replicating the approach used in the

literature: Regressing LOS onto static workload measures via ordinary least squares (OLS). We

then transition to a time-dependent survival analysis framework to account for the fact that in

reality, the workload measures as well as the service rate itself are not static, but change over

the course of a visit. Our results suggest that the instantaneous service rate depends heavily on

the dynamic workload, and therefore, modeling such idiosyncrasy can more accurately capture the

reality.

5.1 OLS Analysis

To benchmark against the empirical results from previous research, we apply the approach used

in the literature to our dataset. Specifically, we employ a linear regression model to estimate the
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impact of the static workload measures on patient LOS. We show that our results are consistent

with a subset of findings identified in the existing literature. The results also serve as a baseline for

comparison to the time-varying workload analysis in the next subsection, where the time-dynamic

nature of workload is accounted for, and where the outcome of interest is the instantaneous service

rate rather than LOS.

The OLS specification for patient i’s ED visit is:

LOSi = β0 + β1Physi + β2Phys2i + β3Wardi + β4Ward2i +X ′
iγ + ε, (7)

where LOSi is the patient’s length of stay in the ED (minutes), Physi is the workload of the

physician assigned to the patient, and Wardi is the ward census. The vector Xi represents the

patient-specific control variables described in Section 4. The quadratic workload terms serve two

purposes. First, they align with the existing literature that find a non-linear relationship between

workload and LOS, as discussed in Section 2. Second, the inclusion of quadratic effects can poten-

tially reveal an inflection point of where the physician workload level is at an optimum.

We estimate (7) separately for each of the three static workload definitions in Section 4: Arrival,

Discharge, and Average.

Results. We first present the estimation results for (7), but without including the higher order

quadratic terms in the estimation. What is reported in Table 2 largely aligns with the established

literature: All columns show that an increase in physician workload is associated with a decrease in

patient LOS (i.e. faster service speed). However, the magnitude of this effect varies substantially

across the static workload measures used, with more than a five-fold difference when the arrival

workload measure is used versus the discharge one.

Relative to the physician workload effect, the ward census effect is an order of magnitude smaller,

which also concurs with existing findings in the literature. Moreover, the effect varies all the way

from being a slow-down effect, to being insignificant, to being a speed-up effect as the type of

workload measure used is changed.

Table 3 reports the estimation results for the full model (7), including the quadratic workload

terms. The results are in line with the restricted linear model, in that a higher physician workload

continues to be associated with a speedup in service, as evidenced by the negative coefficients for

the linear workload terms. However, the inclusion of the quadratic terms now provide a more
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Table 2: Static workload effects on patient LOS (w/o quadratic workload terms)

Arrival Discharge Average

Variables (1) (2) (3)

Physician workload −0.0043*** −0.0223*** −0.0155***

(0.0005) (0.0006) (0.0006)

Ward census 0.0007 0.0040*** −0.0030***

(0.0006) (0.0004) (0.0007)

Intercept 5.611*** 5.764*** 5.816***

(0.029) (0.029) (0.024)

N 42,253 42,253 42,253

This table reports the estimated coefficients and robust standard errors (in parentheses).
Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

refined description: The physician workload effect on LOS is convex decreasing over the applicable

workload range from 1 to 15 (the observed maximum physician workload in the data). In other

words, the marginal productivity gain from increasing physician workload appears to attenuate.

Similar to the results from the restricted linear model, the ward census effect is inconclusive under

the full model (7). While the effect is insignificant for the arrival and discharge census measures,

the average census has an inverted U-shaped relationship with LOS. In other words, increasing

the average census is initially associated with a slowdown in service speed, but flips to become a

speedup past a certain point.

Table 3: Static workload effects on patient LOS (w/ quadratic workload terms)

Arrival Discharge Average

Variables (1) (2) (3)

Physician workload −0.0118*** −0.0659*** −0.0136***

(0.0013) (0.0019) (0.0024)

(Physician workload)2 0.0003*** 0.0014*** 0.0000

(0.0000) (0.0001) (0.0001)

Ward census −0.0012 0.0009 0.0458***

(0.0027) (0.0026) (0.0021)

(Ward census)2 0.0000 0.0000 −0.0020***

(0.0000) (0.0000) (0.0000)

Intercept 5.692*** 6.088*** 5.626

(0.058) (0.056) (0.030)

N 42,253 42,253 42,253

This table reports the estimated coefficients and robust standard errors (in parentheses). Signif-
icance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

5.2 Survival Analysis

The analysis in the previous subsection follows the predominant approach in the literature, where

the outcome of interest is patient LOS. However, two patients with the same LOS in the ED
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could have had experienced vastly different service histories. For example, one patient might have

commenced treatment during peak ED hours, and hence had a slow start but quick service towards

the end. The other patient might have experienced fast service in the beginning but slow service

towards the end. It is therefore more informative to estimate the service speed at every given point

in time instead of measuring overall LOS. To this end, we adopt a time-dependent survival analysis

framework to estimate the instantaneous service rate function

µ(t,Xit)

for patient i who has already spent t units of time in treatment, with associated covariates Xit at

that point in time. These covariates include the time-varying physician workload and ward census,

physician shift controls, and the time-static controls employed in the OLS analysis. It is worth

remembering here that these are covariates tied to the patient’s visit, so the patient’s physician

workload refers to the workload of the physician assigned to the patient at time t, for example.

Motivated by the findings in Brown et al. (2005) and Armony et al. (2015) that suggest a log-normal

distribution for service durations, we model the functional form of µ(t,Xit) as a log-normal hazard

function:

µ(t,Xit) = ϕ

(
log t− θ(Xit)

σ

)
/

{
σtΦ̄

(
log t− θ(Xit)

σ

)}
(8)

where ϕ(·) and Φ̄(·) are the density function and complementary CDF of the standard normal

distribution respectively. Specifying θ(Xit) linearly asX ′
itθ recovers the canonical accelerated failure

time (AFT) regression model for the log-normal family.

To provide intuition for how to interpret the coefficients θ, let us consider a time-static covariate

version of the log-normal AFT model for a single covariate x. In this case an equivalent form of

the model is

log T = θx+ ϵ, ϵ ∼ N(0, σ2) (9)

where T is the service duration. Viewed through (9), a unit increase in x prolongs the duration

by a factor of eθ, so the service speedup factor is e−θ. An implication is that a negative coefficient

implies speedup, and a positive coefficient implies slowdown. Another implication is that a linear

covariate will have a log-linear effect on the service rate µ(t,Xit).

Results. We estimate two versions of the service rate (8), with the results presented in Table 4.
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As an intermediate step between the static OLS analysis and the fully time-dependent survival

analysis, we first estimate µ(t,Xi0) as a function of the static arrival workload.2 We then perform

the fully time-dependent estimation of µ(t,Xit) as a function of the time-varying workload, to allow

the service rate to respond dynamically to changes in the workload.

For the static arrival workload, Column 1 suggests that the service rate increases with physician

workload, and decreases in the ward census. These findings are qualitatively the same as what we

discover from the OLS analysis. To interpret the log-normal coefficients, the service rate increases

by e−(−0.0205) − 1 = 2% for every unit increase in physician workload. Whereas adding one more

patient to the ward slows down the service of all patients by just 1− e−0.0016 = 0.16%.

On the other hand, the fully time-dependent analysis reverses the relationships. Column 2 indicates

that the instantaneous service rate actually decreases by 1−e−0.0167 = 1.7% for every unit increase

in the contemporaneous physician workload. For ward census, the service rate now increases by

e−(−0.0028) − 1 = 0.28% for every unit increase in ward census.

Table 4: Log-normal service rate estimation of (8)

Static workload measures Time-varying workload measures

Variables (1) (2)

Physician workload −0.0205*** 0.0167***

(0.0008) (0.0006)

Ward census 0.0016*** −0.0028***

(0.0006) (0.0006)

log σ −0.4220*** −0.4210***

(0.0064) (0.0064)

Intercept 6.6540*** 6.3640***

(0.0348) (0.0351)

All controls Yes Yes

N 2,322,705 2,322,705

This table reports the estimated coefficients and robust standard errors (in parentheses). Sig-
nificance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

The findings from the time-dependent analysis align with the theoretical expectations from the

psychology and neuroscience literature. Moreover, the static workload survival analysis suggests

that these findings are not simply an artefact of switching the estimation approach from an OLS

analysis to a survival one. The material change occurs after fully accounting for the time-dependent

nature of workload, holding constant the estimation procedure. As a robustness check to further

ensure that the results are not driven by the parametric log-normal assumption, we re-estimate

2It does not make sense to model the service rate as a function of the discharge workload, because at any given
time t before service completion, the discharge workload is unknown. Hence the service rate at t cannot possibly
depend on it. Since the average workload also depends on the discharge workload, the same reasoning applies.



E2 – 22

the service rates nonparametrically to see if the workload effects remain the same. We employ a

survival machine learning technique known as BoXHED

6 Application to ED Staffing

Recognizing that the service process is state- and time-dependent also has prescriptive implications

for managers of service systems. In this section we use a naturalistic staffing simulation to illustrate

the extent to which this refinement can improve upon service process models that only account for

state-dependency.

At a high level, we construct a simulation of an ED that is fed by the historical arrival of patients

to the study ED during April to June 2018. Three versions of the service process are estimated

from the patient visit histories from this period:

i) µLOS: In lieu of the service rate, we model the LOS of patient i’s visit using the regression

model (7). Since only the static arrival workload is known at the start of treatment, we use

this as the workload measure when simulating the LOS for a visit.

ii) µstatic: The instantaneous service rate µ(t,Xi0) based on the log-normal specification (8), but

as a function of the static arrival workload instead of the current workload.

iii) µdynamic: The fully state- and time-dependent service rate µ(t,Xit) based on (8).

Equipping the simulation with each estimated service process, we solve for the economically optimal

physician staffing level under each scenario. We then apply these staffing recommendations to the

test period from April to June 2019 in the simulation, in order to assess the hospital’s performance

gains when staffing to the fully state- and time-dependent model µdynamic relative to the other two.

6.1 Simulation Setup

We construct a virtual ED that closely mirrors our studied ED. We simulate the service time—the

duration from the start of service to patient discharge—for each patient arriving at the ED during

a three-month period. Patients arrive at this simulated ED following the pattern of their real-world

arrival between April and June 2018, which includes 10,150 patient visits in our data, with their

real-world characteristics, such as age, sex, and ESI level. We then simulate ED states and patient

service time using the service rate functions derived from the survival analysis.
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We examine two scenarios through simulations, drawing on two different service rate functions

derived from the survival analysis. Specifically, the first scenario incorporates the function based

on the time-varying workload analysis, while the second scenario uses the function derived from

the static workload analysis. In both scenarios, we utilize the same real-world ED arrival data and

patient characteristics, maintaining consistency in these variables. The only aspect we alter is the

physician staffing level, to assess its impact on patient service time.

In each simulation run, upon arrival, patients are assigned to a physician using the round-robin

process, a standard practice at the study ED (Traub et al., 2016; Hodgson and Traub, 2020). The

round-robin approach sequentially assigns patients to physicians, disregarding their current work-

load. This approach is preferred by most healthcare centers as it promotes fairness in workload

distribution and curtails potential free-riding behaviors. Once a patient has been assigned, treat-

ment commences as the physician becomes available. Each physician can attend up to 10 patients

simultaneously. If a physician has reached this capacity limit, subsequent patients must wait.

Once the treatment begins, our model continually estimates and updates the estimated service time

throughout a patient’s stay in the ED. For example, when patient X starts treatment at time t1

with physician K, we estimate the patient’s service time for the first time using the service rate

function derived from the survival analysis. At time t2, when another patient under physician K is

discharged, it changes physician K’s workload pertaining to patient X. Accordingly, we re-estimate

patient X’s service time based on the updated workload level. We continue this process, updating

the service time estimated for patient X every time there’s a change in the associated workload. This

approach accounts for two critical components of our time-varying survival analysis: the evolving

workload during a patient’s stay and the accumulated time patient X has spent in the ED up to

any given moment, t.

We initiate the simulation with three physicians. For each subsequent simulation iteration, we add

a physician to the ED’s busiest shift, which runs from 7am to 7pm. [Ruomeng: need to explain

the staffing level set for the non-busy shift.] Given that the patient arrival rate remains consistent

across different simulation runs, changes in the physician staffing level directly impact the average

workload in the ED. It’s worth noting that we begin with three physicians in the simulation as

this is the minimum number necessary to ensure all 10,150 patients are attended to within the

three-month simulation duration. Using the average estimated service time obtained from the

simulations, we can then evaluate the costs associated with each staffing level.



E2 – 24

Economic impact on the ED. To assess the economic impact of physician staffing levels, we

weigh the costs of hiring physicians against the potential revenue gains from shorter patient service

times and subsequent improved throughput in the ED.

Hiring additional physicians represents a significant expenditure for the hospital. The cost is

estimated at about $860,000 annually, based on the median yearly salary for physicians, which

stood at $229,300 in 2022 (U.S. Bureau of Labor Statistics, 2022). To cover a 12-hour shift,

it’s necessary to hire the equivalent of 2.5 Full-Time Equivalents (FTEs)—a metric representing

the workload of a full-time employee. However, the total expenditure isn’t solely salary. When

we factor in additional costs such as overhead, physician benefits, and related costs for other

resources, expenses accumulate. To accommodate these extra costs, we add a 50% increment to

the base salary. This calculation results in an expense of $229, 300× 2.5× 1.5 = $859, 875 to cover

a 12-hour shift, which we round to $860,000 for simplicity.

Despite the hiring costs, additional physicians can enhance the efficiency of the ED by reducing the

time to serve each patient. This improved efficiency can lead to significant revenue gains. As per

industry findings by Becker’s Hospital Review (2016), an ED with 30,000 yearly visits could see

an increase of roughly $1.4 million in additional revenue by reducing the average service time by

15 minutes. Corroborating these findings, a study by Pines et al. (2011) identifies similar financial

advantages, estimating benefits in the range of $2.7 to $3.6 million, or equivalently $1.8 to $2.5

million when adjusted to the size of our ED. Collectively, these insights suggest potential revenue

gains of about $2.3 million for every 15-minute reduction in average service time, based on the

dollar value for 2021. As both studies were conducted in a linear fashion, we estimate that each

minute’s reduction in service time corresponds to $153,333 in revenue gains.

6.2 Simulation Results

In this section, we begin by discussing results from the simulation. Based on the estimated service

times from the simulation, we then present their associated economic implications and identify the

optimal staffing level prescribed by each service rate function. Finally, we compare the optimal

staffing level identified by different models, including the OLS model, to quantify the economic

implications arising from different workload measures.

Patient service time We begin by examining the simulation results for patients service times, as

illustrated in Figure 3. The distinctive trends are evident, with the two different service functions
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yielding opposite outcomes. In the context of the time-varying service function, the average time

taken to serve a patient goes down as we have more physicians and less workload per doctor. On

the contrary, increasing the number of doctors leads to an increased service time for each patient,

suggesting the ED becomes less efficient. This finding is consistent with empirical observations

from the survival analysis that link higher static workloads and faster patient service times.

Economic Implications We next investigate the economic implications associated with different

physician staffing levels and workload. To reiterate, our economic analysis hinges on two key factors:

the physician staffing cost and the revenue implications as a result of the average patient service

times. Figure 4 and 3 translate the effects of physician staffing level on patient service time into

financial implications.

In the first scenario based on the time-varying service function, the trade-off between the cost of

hiring additional physicians and the revenue gains from higher ED throughput is shown in Figure 4.

Taking the cost for staffing three physicians as the benchmark, we observe a growth in revenue,

which peaks when the staffing level reaches seven physicians, and then begins to decline thereafter.

Figure 5 showcases the economic impacts based on the static service function. In this scenario,

the previously mentioned trade-off is absent. This distinction is rooted in the findings in Figure 3,

where having fewer physicians does not increase the time it takes to serve a patient; it actually

decreases it. Therefore, the maximum revenue naturally is at the lowest physician staffing level,

which is three.

In addition to determining the optimal physician staffing level from our simulation, we also compute

the optimal number using the OLS results showcased in Table 3. Following Kc (2014), we calculate

the optimal number using the coefficients of the linear workload term and the quadratic term. The

optimal number is therefore 0.0118/(0.0003 ∗ 2) = 19.67, which we round down to 19 physicians.

In our data, the upper staffing limit is around 15 during the peak shift. While we recognize 19 as

the optimal number derived from the OLS model, for practical considerations, we also regard 15

physicians as an alternative optimal level.

The optimal optimal staffing level. Finally, we compare the optimal staffing levels identified by

different models and quantify the economic implications of employing different workload measures.

To do so, we perform the same simulation, using real-world patient arrival data from the same

three months period, from April to June in 2019, during which time there were 9,123 patient visits
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Figure 3: Curve of simulated average service time per patient

Figure 4: Time-varying revenue trends Figure 5: Static revenue trends

at the study ED. In this step, we run the simulations using the time-varying service function to

estimate the patient service times at the number of physicians optimized by different models.

In particular, we quantify the differences in ED revenues based on the optimal level proposed by

three different models. Namely from the simulations using the time-varying service function, and

the ones using the static service function, and the optimal number of staff derived from the OLS

with quadratic terms. The corresponding staffing levels are 7, 3, 15, and 19 physicians, respectively.

Table 6 reports the results. Columns (1) to (4) report the simulation results of physician staffing

levels of 3, 7, 15, and 19, respectively, each corresponding to the optimal staffing level derived from

the simulation using the static service function, the time-varying service function, and obtained
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from the OLS with quadratic terms. Comparing the average service time across staffing levels, we

can see a clear trend: as the number of physicians increases, the average service time decreases.

However, in terms of the revenue, the optimal is achieved with seven physicians, which corresponds

to the optimal level from the simulation, using the time-varying service function. This makes

sense as we can see that the marginal gain in service speed diminishes as the number of physicians

increases.

Table 5: Costs savings comparison across different specifications

Prescribed by static time-varying OLS OLS

Staffing level 3 7 15 19

(1) (2) (3) (4)

Avg. service time 777 737 715 706

ED Revenue $-2,693,320 $0 $-3,506,674 $-5,566,677
Patients seen 7,094 9,123 9,123 9,123

This table reports the cost savings at the simulated ED using the out-of-sample data from April 2019 to June 2019. Average
patient service time is in minutes. ED revenue is relative to the revenue of staffing seven physicians.

Table 6: Costs savings comparison across different specifications

Prescribed by static time-varying OLS

Staffing level 3 7 15

(1) (2) (3)

Avg. service time 777 737 715

ED Revenue $-2,693,320 baseline $-3,506,674
Patients seen 7,094 9,123 9,123

This table reports the cost savings at the simulated ED using the out-of-sample data from April
2019 to June 2019. Average patient service time is in minutes. ED revenue is relative to the
revenue of staffing seven physicians.

In summary, the staffing level determined by the time-varying model notably outperforms other

models, which aligns with our expectations. When compared against the optimal level derived

from the simulation using the static service function and the two staffing levels from the OLS

model, the time-varying model’s prescribed staffing level outperforms them by $2.7MM, $3.5MM,

and $5.6MM, respectively—all of which are economically significant.

7 Discussion

huh The need for managers of service systems to account for the state-dependency of service

rates is by now well understood, thanks to the empirical evidence documented in the Operations

Management literature (Kc and Terwiesch, 2009; Batt and Terwiesch, 2017; Berry Jaeker and

Tucker, 2017). This paper is among the first to clarify why one also needs to account for the time-
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varying nature of the state variables, which turns out to be of first-order concern in the estimation

of the service rate function used for prescriptive planning. The fact that the sign of the estimated

workload effect flips when time-dependency is ignored suggests that state-dependency and time-

dependency interact, so one needs to account for both at the same time. This has important

implications for the literature, future research, and for managers.

For the workload literature, our findings indicate that time-dependency could potentially be driv-

ing the seemingly contradictory results in the existing literature. We hope this work will inspire

researchers to examine how workload affects service rate in a time-dependent way using our frame-

work or other frameworks that would allow one to model workload time-dependently. From a

theory perspective, our findings call for researchers to incorporate the time-dependency aspects of

workload into analytical models and develop tools to estimate optimal staffing levels for service

processes, such as the ED.

For the broader literature, the spirit of our approach applies to other scenarios where time-varying

data is available. Our framework offers a way for researchers to estimate the effect of an independent

variable that changes with time. In particular, for situations where the underlying distribution is

less known, BoXHED, the non-parametric machine learning tool could be used to first estimate

the distribution of service rate to determine the specification of the survival analysis. Then the

parametric analysis can be performed to obtain the magnitude (i.e., coefficients) of the effect of

interest, and validate the results with more robustness tools, such as the frailty model.

For managers, our findings highlight that service workers, such as physicians in the ED, may not be

able to accommodate high workload levels as the literature previously suggested. When planning for

future staffing levels, our results highlight the importance of reconsidering the relationship between

workload and service rate. This has important implications in staffing decisions. For example,

instead of relying on the assumption that physicians can speed-up service rates as workload increases

and the ED becomes congested, hospital managers might want to plan ahead for higher staffing

levels to ensure timely patient treatment. As demonstrated in our simulation exercise, taking the

time-dependency of workload into consideration could lead to a significant improvement in net

hospital revenue.

This paper has several limitations. Firstly, although our dataset is high-resolution and obtained

from a large hospital with a substantial number of patients annually, it is derived from a single

emergency department. While this dataset allows us to demonstrate the application of studying



E2 – 29

time-varying workload, it is important to acknowledge the need for further research using data from

multiple medical centers and departments to enhance the confidence in our findings. Secondly,

we acknowledge that healthcare, similar to many other industries, may have less flexibility in

adjusting service time per patient compared to some other sectors. Queuing theory suggests that

as customers queue for service, workers have an incentive to reduce service time per customer in

exchange for overall utility. However, in healthcare, such adjustments may be constrained. Despite

this limitation, we believe that considering the time-varying aspects could still enhance estimation

results in other service industries.
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In the digital age, buyers rely heavily on online review information. Our paper studies buyers’ strategic
behaviors when leaving reviews in a business-to-business (B2B) context. In particular, we explore whether
they are less likely to write a review when a supplier’s transaction volume increases, hoping thus to curb the
supplier’s business growth and future bargaining power. We collect the entire review and transaction histories
of 4,605 suppliers from Alibaba.com, the largest B2B global sourcing platform. Our dataset includes these
suppliers’ 62,529 reviews and 455,593 transactions, all timestamped, from February to November in 2017 and
2018. We use a generalized difference-in-differences method that leverages the natural experiment arising
from the trade war between the US and China, which caused a sudden change in US buyers’ purchasing
behaviors, leading to fluctuations in sellers’ transaction volumes. These changes served as natural shocks
to non-US buyers, because they saw an exogenous change in some sellers’ performances. We find that each
additional transaction reduces the likelihood for buyers to leave reviews for the seller by 0.9 percentage
point. We also find that the review numerical ratings did not significantly change after the shock. The
results are mostly in line with our expectations—buyers leave fewer reviews in order to control the seller’s
growth and leave more when the seller’s performance drops. We provide managerial insights on reviews on
B2B platforms. The findings suggest that buyers are motivated to manipulate, for their own advantage,
information on suppliers that is disclosed to the public on the platform. Therefore, information transparency
could be a double-edged sword: disclosing too much information about sellers, such as their transaction
histories, could induce buyers’ strategic behaviors when leaving reviews. Platform owners should be careful
in designing the level of information transparency.

Key words : Online reviews, B2B marketplace, strategic buyers

1. Introduction
Online reviews have become ubiquitous in the digital age. Buyers rely on reviews to make informed
purchasing decisions, sellers use reviews to establish trust and attract buyers, and platforms depend
on review information to match supply and demand. Researchers have therefore extensively examined
sellers’ strategic behaviors when managing their reviews; for example, anonymously manipulating
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reviews for their products (Mayzlin et al. 2014, Luca and Zervas 2016, Xu et al. 2021). Operations
researchers have studied how platforms use reviews to improve matching efficiency (Moreno and
Terwiesch 2014, Cui et al. 2020, Mejia and Parker 2021, Mejia et al. 2021). However, past studies have
rarely investigated the behaviors of the buyers who create and provide these reviews. In particular,
few studies have explored whether and how buyers leave reviews strategically, primarily because
previous studies have focused on the business-to-consumer (B2C) market, in which end consumers’
behaviors as reviewers are assumed to be less strategic.

In this paper, we focus on the business-to-business (B2B) market. The global B2B e-commerce
market is valued at over five times that of the B2C market1 and is projected to grow more quickly
than the latter (McKinsey & Company 2019). B2B buying decisions differ from those in B2C markets
in terms of customer type (retailer vs. end consumer), purchase volume (large vs. small), purchase
frequency from the same seller (high vs. low), and decision nature (planned and rational vs. impulsive
and emotional). Consequently, B2B buyers have different motivations and behaviors when managing
online reviews, making it important to study whether and how they use reviews as strategic levers.

On open platforms, buyers across the world have generated millions of online reviews—estimated
to be worth $400 billion (Weise 2017). With the rise of online B2B platforms, it becomes easier for
business buyers to access, search, and share reviews in real time. Anecdotal evidence has suggested
that reviews are especially helpful to business buyers (LinkedIn and G2 Crowd 2020, Shea 2020). In
fact, compared to consumers in the B2C market, buyers in the B2B market are more likely to seek,
trust, and base purchases on online reviews (Minsky and Quesenberry 2015). Business buyers have
long been using reviews and referrals to identify, evaluate, and choose suppliers and products (Cui
et al. 2021). Specifically, referrals—which play a role similar to that of reviews—have been shown
to initiate 84% of B2B purchasing processes and influence 90% of B2B transactions (Minsky and
Quesenberry 2016).

Reviews are critical to enhance business for sellers. They are first-hand and impartial perspectives
about the product provided by existing customers, which can complement the information provided
by the sellers themselves (Chevalier and Mayzlin 2006). Thus, reviews can help sellers establish
credibility, drive sales, and attract future buyers (Liu 2006, Duan et al. 2008, Babić Rosario et al.
2016). Reviews are also essential operations drivers for platforms. The core function of a platform
is to identify good products and match them with what customers want. When a platform hosts
millions of buyers and products, matching manually becomes impossible. Review information can
help platforms identify good sellers and products and has been used as a key component in advanced
algorithms to search, rank, and display products (McAfee and Brynjolfsson 2017). Consequently,

1 Source: https://www.statista.com/study/44442/statista-report-b2b-e-commerce/, accessed May 2022.

https://www.statista.com/study/44442/statista-report-b2b-e-commerce/
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reviews are regarded as critical resources for platforms and sellers. For example, platforms design
incentives for customers to leave reviews. Because sellers may sometimes try to manipulate their
reviews by nudging customers to leave only good ones or by creating fictitious good ones, platforms
also assemble teams to detect fake reviews and remove biases in reviews.

Scholars and policymakers have extensively investigated strategic behaviors in online reviews, but
most studies have focused on the sellers. It has been shown that manipulation of reviews by sellers is
prevalent in industries; including entertainment (Dellarocas 2006), hotels (Mayzlin et al. 2014), and
restaurants (Luca and Zervas 2016). This can introduce biases in reviews, make reviews less credible,
increase costs for sellers, and reduce consumer welfare (Mayzlin 2006). Online platforms, such as
Amazon, have taken actions to monitor and mitigate these biases by detecting and banning fabricated
reviews. Policymakers, such as the Federal Trade Commission, also recognize the tremendous value
of reviews resulting in regulations that protect customers’ right to leave true but negative reviews
and in rules that challenge fabricated reviews (Federal Trade Commission 2019).

Buyers’ strategic behaviors when leaving reviews, on the other hand, have received less attention
in the literature. It has been argued that the strongest motivation for buyers, especially B2C buyers,
to leave reviews is altruism; in particular, customers leave reviews primarily to share their purchasing
experiences, help other customers identify good products, and promote good sellers.2 However, the
growing value of reviews might motivate buyers to take advantages of them, especially business buyers
trying to maximize every bit of their profits. For example, knowing the influence of reviews on other
buyers’ purchasing decisions, business buyers might try to use this influence to indirectly affect a
seller’s sales.

In this paper, we study whether and how buyers in the B2B market change the way they leave
reviews in response to suppliers’ recent performance. Unlike consumers in the B2C market, business
buyers have more sophisticated relationships with sellers and make more calculated decisions. A
buyer in a B2B transaction receives capacity allocation and product supplies from a seller; the two
parties negotiate wholesale prices based on factors such as their relative bargaining power (Cui et al.
2021). In addition, the buyer compete with other buyers for capacity and attractive pricing from
the seller. Consequently, the buyer needs to maintain a subtle balance with its suppliers to secure
capacities, valuable resources, and favorable pricing (Kalwani and Narayandas 1995).

On the one hand, if the supplier becomes too powerful or too popular among other buyers, a given
buyer would lose its bargaining power over the pricing with that seller, or might not receive enough
supplies because of the limited capacity allocated to it. On the other hand, if the supplier does
not have enough orders to sustain a healthy business, buyers might not be able to reliably source

2 Source: https://www.spectoos.com/5-real-motivations-behind-people-write-customer-reviews/,
accessed April 2022.

https://www.spectoos.com/5-real-motivations-behind-people-write-customer-reviews/
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products from it. In other words, buyers prefer their suppliers to be reasonably healthy but not too

powerful. In practice, anecdotal evidence has shown that in the B2B world, business buyers, even

if they are happy and satisfied with a supplier, are often reluctant to spread the word about the

supplier as they may not want their competitors to know about it (Utpal M. Dholakia 2015). Online

reviews can serve as powerful tools for business buyers to maintain this subtle balance with suppliers.

When a supplier has capacity to spare, buyers can help the supplier grow by leaving positive reviews.

When the supplier grows too popular and is short of capacity, buyers can try to limit its growth—to

preserve their own bargaining power and ensure sufficient capacity—by ceasing to leave reviews.

Our empirical research context is Alibaba.com, the largest online B2B trading platform.

Alibaba.com hosts buyers from more than 190 countries and sellers primarily from mainland China.

It provides a typical e-commerce experience to customers, in which suppliers’ and products’ names,

photos, number of reviews, and review ratings, are clearly displayed to buyers. The baseline number

of reviews on the platform is relatively low, having one more review could therefore make a major

difference for a seller.

We collect a novel dataset from Alibaba.com. On each seller’s page, Alibaba publicly displays all

the reviews that the seller has ever received and all transactions that it has ever had on Alibaba.com.

We collect the content and timestamps of these reviews and transactions for 4,605 suppliers from

February to November in 2017 and 2018. The resulting dataset includes 62,529 reviews and 455,593

transactions. Each review includes, besides the review content, three numerical ratings: supplier

services, product quality, and on-time shipment. For each transaction, we collect the transaction

value and the country of origin of the buyer and of the seller.

Our identification exploits a natural experiment arising from the trade war between the US and

China. On May 29, 2018, the US government released its first official announcement of the trade

war, in which it proposed an additional 25% in tariffs on $50 billion of goods from China, as well as

possible future tariff increases on other products.3 As 97.8% of suppliers on Alibaba.com are based

in mainland China, this announcement had significant implications for US buyers, who could face

increased prices if they source most of their products from Chinese suppliers. In response, those

US buyers might strategically change their ordering behaviors on Alibaba.com. Some might order

more at the current price to hedge against the risk of price hikes, while others might stop ordering

from Alibaba altogether. As a result, sellers experienced shocks—sudden increases or decreases—in

their transaction volumes. At the same time, this announcement had little direct impact on buyers

from other countries. But while they were unlikely to change their ordering behaviors immediately,

3 Source: https://www.piie.com/blogs/trade-investment-policy-watch/trump-trade-war-china-date-guide,
accessed April 2022.

https://www.piie.com/blogs/trade-investment-policy-watch/trump-trade-war-china-date-guide
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they could observe this shock in sellers’ transaction volumes and in turn alter their own reviewing
behaviors.

We use a generalized difference-in-differences design that leverages this policy shock. In particular,
our research design uses two features of the US government’s announcement. First, it led to an
immediate change in US buyers’ purchasing behaviors and thus the sales volumes of sellers with large
bases of US buyers. It served as an exogenous shock to non-US buyers who also purchased from these
sellers, in the form of a sudden change in sellers’ transaction volumes. Second, the change in the
transaction volumes varied across sellers because they had different percentages of US customers, and
different US buyers reacted to the trade war differently. We leverage these variations in transaction
volumes across sellers to estimate the causal impact of sellers’ transaction volumes on non-US buyers’
likelihood of leaving reviews (i.e., whether a buyer chooses to leave a review after a transaction).

Our results suggest that buyers are less likely to leave reviews when a seller has a higher number
of transactions. Specifically, having an additional transaction in a month reduces the likelihood of
buyers leaving reviews for the seller by 0.9 percentage point. Yet, we also find that the review ratings
do not significantly change after the shock. This suggests that when a seller’s business is getting
stronger, buyers are less likely to leave reviews but they will not leave negative reviews to badmouth
the seller. These results are in line with our expectations—buyers leave fewer reviews to control the
growth of a seller and leave more reviews when the seller’s performance drops.

We conduct several robustness checks to validate our results. First, we include the supplier-specific
time trend to provide support for the parallel trends. Second, we run a placebo test to ensure that our
results are not idiosyncratic. The results show no significant effect of using the same time window in
2017. Third, we show evidence that helps rule out potential alternative explanations of our findings.
Fourth, we use the transaction value as an alternative dependent variable to ensure that our results
are consistent when we measure sales differently.

Feedback and reputation systems are central to the operations of online marketplaces (Tadelis
2016). It is thus critical to design incentives to encourage feedback from customers (Chen et al.
2020). To the best of our knowledge, we are the first to provide empirical evidence that buyers may
strategically choose to not leave reviews in some circumstances in order to benefit themselves. Plat-
forms need to take this into consideration when designing their review systems. For example, reviews
can be manipulated by buyers and thus should be integrated carefully into the search algorithms.
Furthermore, our work points out that information transparency can be a double-edged sword for
online platforms (Zhu 2004, Cui et al. 2020, Mejia and Parker 2021) in that B2B buyers can exploit
suppliers’ transparent transaction histories for their own benefit. In our context, information trans-
parency in the form of sellers’ transaction histories could potentially hurt both those sellers and the
platforms when buyers strategically choose to not leave reviews for good products and sellers.
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2. Literature Review
Our work contributes to the empirical literature on online reviews and platform management. We also
relate these two multidisciplinary streams of literature to a central topic in operations management—
capacity management.

2.1. Online Reviews

First, our work builds on and contributes to the multidisciplinary online review literature across
the fields of operations management, marketing, and information systems. Mounting research has
established that both the review volume (Liu 2006, Duan et al. 2008) and review ratings (Chevalier
and Mayzlin 2006, Anderson and Magruder 2012) have significant impacts on products’ and ser-
vices’ future sales. In a meta-analysis across 96 studies, 40 platforms, and 26 product categories,
Babić Rosario et al. (2016) conclude that review volume is more strongly related to sales than the
rating is, both in terms of magnitude and significance. Furthermore, the literature has studied various
moderating factors of reviews’ impacts, such as the variance of the review rating (Sun 2012), the
reviewer’s identity (Forman et al. 2008), and product characteristics (Zhu and Zhang 2010).

In the operations management literature, scholars primarily focus on whether and how firms lever-
age online reviews to improve their operations. Most of the literature focuses on examining reviews
from the perspectives of platforms and sellers. For example, online reviews have been shown to
attenuate racial discrimination on sharing economy platforms (Cui et al. 2020) and reduce the neg-
ative effects of language and cultural differences on IT sourcing platforms (Hong and Pavlou 2017).
Reviews have been shown to help a platform optimize its search algorithm in the context of hotels
(Ghose et al. 2014). The image contents of reviews have also been shown to improve user engagement
(Khernamnuai et al. 2021). Sellers also use reviews to optimize their businesses. For example, reviews
can help sellers optimize their pricing strategies (Moreno and Terwiesch 2014). Service providers can
extract information about service quality from reviews using textual analysis in the restaurant indus-
try (Mejia et al. 2021). Likewise, healthcare providers can derive useful operational measures from
reviews, including the wait time and the friendliness of receptionists, to better understand patient
choices in physicians and improve their service quality (Xu et al. 2021). User ratings have also been
shown to be more effective than government ratings in influencing nursing home demands (Li et al.
2021). In contrast, there is limited evidence of whether and the extent to which buyers leverage
reviews strategically. We extend the boundary of the existing literature by addressing this side of the
market.

In the B2C context, buyers’ strategic behaviors and their impacts on operations have been well
documented. For example, Papanastasiou and Savva (2017) build a theoretical model to demonstrate
that consumers may choose to strategically delay their purchasing decisions in anticipation of product
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reviews of their peers. In addition to online reviews, B2C buyers have shown strategic behaviors in
various contexts. A strategic consumer is rational and forward-looking—they compares their expected
utility of making an immediate purchase against the expected utility of purchasing in the future.
The literature has shown that consumers’ strategic behaviors have structural impacts on a seller’s
optimal decisions, such as pricing (Aviv and Pazgal 2008), capacity choices (Liu and Van Ryzin
2008), the quick response strategy (Cachon and Swinney 2009), and discount strategy (Cachon and
Feldman 2015). Our work adds to the literature by providing empirical evidence of how business
buyers leverage reviews in their operations in B2B marketplaces.

2.2. Platform Management

Our work is also closely related to the literature on platforms, which studies the platform mechanism
designs. A common theme here is to improve the matching efficiency of two sides of the market
(e.g., buyers and sellers). Examples of the mechanisms that have been studied include different levels
of involvement by marketplaces in facilitating communication between buyers and service providers
(Allon et al. 2012), surge pricing that can improve the matching between riders and drivers as demand
fluctuates (Cachon et al. 2017, Besbes et al. 2021), how to set monetary incentives to the service
providers (Sinchaisri et al. 2019, Chen et al. 2022). In addition, in order to increase service capacity of
drivers, ride-sharing platforms should also consider driver behavioral factors such as income-targeting
behavior when optimizing incentives (Allon et al. 2018). Recent papers have also studied the negative
effects of higher market thickness (Li and Netessine 2020) and potential ways to reduce matching
frictions (Arnosti et al. 2021).

Our work shows the implications of revealing information about sellers’ transaction volumes. In that
sense, our work is closely related to the literature on information design and operations transparency
in online platforms. For example, information disclosure about product quality helps better match
customers’ needs (Tadelis and Zettelmeyer 2015). Previous literature has shown that disclosing sellers’
inventory availability information can attract more sales (Allon and Bassamboo 2011, Gallino and
Moreno 2014, Cui et al. 2019, Calvo et al. 2020). Disclosing sellers’ capacity information is valuable to
improve platform efficiency by encouraging buyers to find sellers with higher at-the-moment capacities
(Horton 2019) or reducing cannibalization among substitutable auctions during days of high supply
(Bimpikis et al. 2020).

Operational transparency has been shown to be valuable. For example, Buell and Norton (2011)
and Buell et al. (2017) show that transparency of service processes helps improve customer satis-
faction and appreciation of the service provided. Bray (2020) demonstrates that customers have a
nuanced reactions to transparency in parcel delivery; they are happier when track-package activities
occur near the final delivery time. Cui et al. (2020) show that increased information transparency
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provided through online reputation systems can help reduce racial discrimination in online service
marketplaces. In some circumstances, however, transparency can backfire. It can induce unintended
opportunistic behaviors. For example, revealing riders’ racial information (Ge et al. 2020) or revealing
riders’ support for LGBTQ+ (Mejia and Parker 2021) can induce discrimination behaviors among
passengers in ride-sharing platforms. Our paper finds that revealing suppliers’ recent transaction
volumes enables buyers to observe sellers’ business performances, thus inducing buyers’ strategic
behaviors when leaving reviews. They leave fewer reviews for top-performing suppliers. This may
create biases in the volume of reviews, which can lead to inefficient matching. Our results highlight
that platforms should carefully design the level of information transparency: sharing the performance
of market participants might induce strategic behaviors and reduce market efficiency.

Our work also relates to the literature that studies B2B marketplaces. This literature has very
few empirical studies primarily because of the difficulty of accessing confidential data on wholesale
trading (Phillips et al. 2015). With the B2B market transitioning from private offline transactions
to open online platforms, there is a greater need to understand how the B2B market works and
how its operations can be improved. Recent studies in this space take advantages of data made
available on such B2B trading platforms. For example, Cui et al. (2021) investigate how information
strategies influence wholesale pricing and price discrimination using data from Alibaba.com. We also
collect publicly available data from Alibaba.com to empirically examine the strategic role of online
reviews to platforms. By analyzing this novel dataset on the largest online trading platform, our work
complements this growing literature by offering insights into B2B marketplaces.

2.3. Capacity Management and Rationing Behaviors

Our work also relates to a core operations management literature—capacity management (Song
et al. 2020). Specifically, how should a supplier allocate its limited capacity among buyers, and how
would buyers strategically respond to the limited capacity? In our research context, fighting for the
suppliers’ capacity is one plausible driver of buyers’ choices in leaving reviews. Leaving more good
reviews can help the seller grow its business, which might consequently tighten its capacity to some
extent. Leaving fewer reviews would attract less buyers’ attention to this seller, which enables the
buyer to secure its share of the supplier’s finite capacity.

This literature has extensively studied various strategic ways that buyers use to win suppliers’
capacity, especially when they anticipate a potential supply shortage. This strategic motivation to
compete for a supplier’s capacity has been theoretically validated across popular allocation mecha-
nisms, such as proportional to order quantity (Lee et al. 1997), turn-and-earn (Cachon and Lariviere
1999, Lu and Lariviere 2012), and uniform allocation (Cho and Tang 2014). Lee et al. (1997) theorize
that buyers may game the system when the suppliers’ inventory is rationed. Buyers must compete for
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the supply. They often do so by sharing inflated demand forecast information. In times of scarcity,
they will request excess inventory, hoping to end up with the desired amount of product. Further-
more, buyers are even more incentivized to game the allocation when they aim to gain a larger market
share for downstream consumers.

When deciding on whether to leave reviews, buyers are essentially weighing the benefits of promot-
ing versus hiding their suppliers. Leaving reviews promotes the supplier, and the resulting competition
for the supplier’s scarce capacity could cause the buyer to obtain fewer units or pay a higher price. In
this sense, our paper is particularly related to Kalkanci and Plambeck (2020). They use a modeling
approach to demonstrate the trade-offs between revealing buyers’ supplier lists and not. Revealing
the list would impose a risk in suppliers’ scarce capacity. A key takeaway here is that controlling
the visibility of suppliers could be a leading consideration for buyers, and competition for suppliers’
capacities is the primary reason in doing so. Our paper complements their work by showing empirical
evidence of such a phenomenon.

The literature has limited empirical evidence of buyers’ ration gaming behaviors. The few empirical
works here study offline B2B transactions. For example, Terwiesch et al. (2005) show that buyers
in the semiconductor sector inflate their orders more when their sellers are historically unreliable
in fulfilling orders. Bray et al. (2019) show evidence of the ration gaming behaviors of retailers—all
retailers simultaneously hoard supply in anticipation of shortages in their distributors’ inventories.
We add to the literature by providing empirical evidence of how buyers use online reviews to achieve
the goal of preserving suppliers’ capacities. This finding supports the fundamental assumption of
buyers’ rationing reactions to suppliers’ transaction volumes and capacities. Moreover, we extend the
literature by showing that such a fundamental assumption remains consistent as B2B transactions
move online.

3. Research Setting and Hypothesis Development
In this section, we describe our research setting and theorize buyers’ motivations to leverage reviews
strategically in the B2B market.

3.1. Research Setting

We study buyers’ strategic reactions in response to suppliers’ transaction volumes on an online global
trading platform, Alibaba.com, where “buyers, who are located in more than 190 countries, are
typically trade agents, wholesalers, retailers, manufacturers and SMEs engaged in the import and
export business” (Alibaba 2018). Founded in 1999, Alibaba is the largest online B2B trading platform
in the world that facilitates efficient and reliable trade between millions of buyers and suppliers. It
provides us with a unique research context because of the openly available information, especially of
sellers, displayed on the platform.
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Alibaba.com has almost the same setting as B2C platforms, such as Amazon. Before buying a
product, a buyer could first research for products or suppliers using some keywords. Based on the
buyer’s search terms, Alibaba.com displays the ranked results of matching products or suppliers. The
review information is prominently presented on the search results page. Similar to the e-commerce
experience, the buyer can immediately see the cumulative number of reviews and review ratings on
the results page, in addition to other key information, including each product’s name, photos, price,
minimum order quantity, shipping lead time, and seller’s years of experience. Figure 1 presents an
example of the search results of a product.

Figure 1 Search Result of a Product

The B2B platform is designed in a supplier-oriented format, in which each seller has its own page
on Alibaba.com. Each product page also provides a link that takes the buyer to the seller’s page. The
buyer can then visit any seller’s page to view more detailed characteristics, which include the seller’s
past transaction volume, number of reviews, review ratings, response time, business type, and main
markets. Figure 2 presents an example of the seller’s homepage.

Buyers then rely on the information on sellers’ pages to select suppliers and make purchasing
decisions. Alibaba.com explicitly displays all historical transactions that a seller has had on the
platform. It also plots the trend of a seller’s transaction volume in the last 12 months. Figure 3
presents how a seller’s transaction history is shown on Alibaba.com.

After a successful transaction, a buyer can choose to leave the seller a review or not. If choosing
to leave a review, the buyer can give a positive review to appreciate a good transaction by the
supplier or a negative review to express their dissatisfaction. Similar to B2C platforms, this is a
prominent—if not the only—channel for buyers to leave public feedback for suppliers. Alibaba.com
shows all historical reviews of each seller on the seller’s homepage. For each review, the platform
displays information, such as the name and the picture of the product being reviewed, the review’s
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Figure 2 A Seller’s Page on Alibaba.com

timestamp and rating, the first and last characters of the buyer’s username, and the country of the
buyer. Note that this provides enough information for sellers to identify which buyers left which
reviews. Figure 4 presents how a seller’s review history is shown on the platform.

3.2. Hypothesis Development

In the digital age, buyers heavily rely on online review information when making purchasing decisions
(Chevalier and Mayzlin 2006). Consequently, sellers use reviews to establish credibility, drive sales,
and attract buyers. In the B2C market, mounting evidence in the literature has shown that both the
review volume and review ratings are strongly related to sellers’ sales (Duan et al. 2008, Zhu and
Zhang 2010, Luca 2016).

In the B2B market, the evidence of whether and how reviews affect sales is less conclusive. Anec-
dotal evidence suggests that business buyers also heavily rely on reviews to identify, evaluate, and
choose good products and qualified suppliers. For example, a recent survey found that more than
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Figure 3 Transaction History of a Seller

90% of business buyers actively seek online reviews before sourcing from new suppliers (Minsky and
Quesenberry 2015). In addition, B2B trading platforms often present and use review information in
a similar way compared with B2C platforms. Notably, B2B platforms prominently show the cumu-
lative number of reviews and review ratings on the search results page. Lastly, reviews are the only
channel for buyers to leave public feedback for sellers. As reviews are the primary and probably
the only impartial quality indicator on B2B platforms, business buyers are likely to rely on reviews
to make their purchasing decisions. We hypothesize that the review volume and review ratings can
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Figure 4 Review History of a Seller

drive sellers’ future sales. Note that the effect of reviews in driving sales has been extensively and
empirically validated in B2C markets (Chevalier and Mayzlin 2006, Zhu and Zhang 2010, Luca 2016).
Therefore, we acknowledge that the value of reviews in the B2B market is expected, and we include
Hypothesis 0 as a sanity check for our data and for the sake of the completeness of our analysis.

Hypothesis 0. The review volume and review ratings drive sellers’ future sales on the B2B plat-

form.

In the B2B market, business buyers have sophisticated relationships with suppliers and other
buyers. A good supplier is key to the success of a buyer’s business. A reliable seller can ensure a
good product quality, sufficient supply, smooth shipment, and a reasonably low production cost.
Therefore, buyers need to exert significant efforts to identify capable suppliers and build a professional
relationship with them. Before each transaction, buyers and sellers need to negotiate on operations
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details, including the wholesale price (i.e., the unit price the seller charges the buyer), the supply
capacity (i.e., how much capacity the seller allocates to the buyer), and operations support (e.g., how
fast to pack and ship products to the buyer’s destination, see Cui et al. 2021). They would consider
factors such as the seller’s available capacity, the buyer’s order volume, and the level of competition
in the market. Based on these factors, the seller and the buyer reach an agreement on the above
terms.

The seller’s capacity plays a major role in the negotiation outcome (Balachander and Farquhar
1994, Liu and Van Ryzin 2008, Debo and van Ryzin 2013). In time of scarcity, it is difficult for
buyers to secure stable supplies. Another critical factor that dictates the negotiation outcome is the
bargaining power (Leider and Lovejoy 2016). In the face of a powerful seller, a buyer encounters
difficulties in negotiating a favorable deal. Taken together, to secure a reliable, consistent, and low-
cost supply of products, the B2B buyers need to maintain balanced, complex, subtle, and long-term
relationships with their suppliers (Kalwani and Narayandas 1995).

Why is it necessary for buyers to keep balanced relationships with suppliers? On the one hand,
if a supplier becomes too powerful or too popular, a buyer would lose the bargaining power on
negotiating a contract, or the buyer would not be able to secure supplies because of the limited
capacity allocation. In other words, when many buyers purchase from the same supplier, each buyer
may experience negative externalities in pricing and capacity allocation. On the other hand, if the
supplier does not receive enough orders, it might not be able sustain a healthy business, and, in turn,
it might not be able to consistently and reliably supply products and, in the worse case, go out of
business. As a result, buyers prefer their suppliers to be reasonably healthy yet not too powerful.

The online reviews that business buyers leave for their suppliers can serve as powerful tools to
maintain this subtle balance. Online reviews can help a seller stay healthy and grow its business,
which ensures a healthy supply. At the same time however, it may attract too much demand from
competing buyers, who would overwhelm the supplier’s capacity and reduce each buyer’s bargaining
power. Therefore, buyers might change the way they leave reviews to manipulate the supplier’s
well-being. When a supplier has ample capacity to spare, buyers can leave positive reviews to help
the supplier grow its business. When a supplier grows too popular or is on the verge of capacity
shortages, buyers can stop leaving reviews to limit the supplier’s growth in order to preserve the
buyer’s bargaining power in pricing and capacity. Similar phenomena have been documented by
anecdotal evidence; even when business buyers are happy and satisfied with the supplier, they are
often reluctant to spread the words about the supplier’s great products because they do not want
their competitors to know about the supplier (Utpal M. Dholakia 2015).

A key assumption in the above story is that buyers can monitor suppliers’ performances, which is
often made possible by B2B platforms’ information transparency. Recall that Alibaba.com explicitly
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displays suppliers’ historical transaction information. For each transaction, buyers can observe the
transaction date, volume, value, and time trend. In practice, buyers often use suppliers’ transaction
data to predict their potential inventory shortages (Kesavan et al. 2010, Cui et al. 2015). Using
such information, buyers can adjust their review behaviors accordingly in response to suppliers’
performances.

The core driver for buyers to manipulate reviews is ration gaming, a central operations topic in
supply chain. Lee et al. (1997) define ration gaming as the strategic behaviors of buyers when supply
shortage is anticipated. When a supplier is short of inventory, buyers must compete for the supply.
They can game the system by demanding inflated orders from suppliers in order to obtain the limited
inventory. Terwiesch et al. (2005) and Bray et al. (2019) provide empirical evidence of ration gaming
behaviors; buyers make inflated orders to suppliers in anticipation of inventory shortages. Therefore,
it is highly plausible for buyers to use reviews in order to game the rationed system.

In short, B2B buyers try to maintain balanced relationships with their suppliers, in which they
prefer these suppliers to be reasonably healthy yet not too powerful. This balance ensures a reliable
source of supplies but avoids excessive competition in capacity or the lost of bargaining powers in
pricing. In online marketplaces, business buyers can exploit reviews’ power to achieve this balance.
By leaving positive reviews, buyers help their suppliers grow. These positive reviews, however, attract
competitors who could adversely affect the focal buyers. By not leaving reviews, buyers can keep the
supplier somewhat hidden from their competitors, which enhances the capacity allocated to these
buyers and their relative bargaining power. We hypothesize that buyers are less (more) likely to leave
reviews for sellers when sellers have a higher (lower) number of transactions.

Hypothesis 1. Buyers are less (more) likely to leave reviews for sellers when sellers have a higher
(lower) number of transactions.

When a business buyer tries to control the seller’s growth by using reviews, besides not leaving
any review, another action the buyer can take is to leave a fabricated negative review. We next argue
that this is not very likely to happen in the B2B context. A negative review signals a bad sourcing
experience, which can discourage future buyers from ordering from the supplier. However, casting
aspersions on the supplier will unfairly harm its business. Doing so will also damage the partnership,
on which B2B buyers have invested significant time and efforts to build and maintain. In the worse
case, the buyer might lose this supplier and have to exert extra efforts to find new sellers. Therefore,
even though leaving a negative review may be more effective in controlling a supplier’s growth and
popularity, it is an unethical and unprofessional behavior that can backfire on buyers’ own reputation
and trustworthiness. As a result, we hypothesize that buyers do not change their review ratings for
sellers when sellers have a higher number of transactions. A natural sequel of this hypothesis is that
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it is unlikely for a buyer to leave an extremely negative review when the buyer wants to keep doing
business with the supplier. In other words, after a buyer leaves a negative review, it is unlikely to
observe future transactions between the two parties. Thus, we have the following two hypotheses:

Hypothesis 2. Buyers do not change their review ratings for sellers when sellers have a higher
number of transactions.

Hypothesis 3. Compared to buyers who leave positive reviews, buyers who leave negative reviews
are less likely to have future transactions with the supplier.

4. Data
We collect the review and transaction data of suppliers on Alibaba.com. The setting of Alibaba has
been demonstrated in Section 3.1. Recall that each supplier’s transaction and review histories are
publicly displayed. We first identify all the 4,605 suppliers in three popular categories: USB drive,
towel, and copy paper categories. We then gather data on these 4,605 suppliers from February 2017
to November 2017 and from February 2018 to November 2018. Note that we purposely exclude the
holiday season in January, which is the Chinese New Year, and December, which is Christmas time.
The data include a total of 455,593 transactions and 62,529 reviews.

We obtain detailed information for each transaction and review. For each transaction, we collect
its approximate transaction value, transaction date, and shipping destination, as shown in Figure 3.
Note that the platform shows the scale of the transaction value instead of the exact dollar amount.
For example, $ ∗ ∗ ∗ . ∗ ∗ means that the transaction value is between $100.00 and $999.99. For
each review, we collect its review ratings, review date, the first and last characters of the buyer’s
username, and the country of the buyer, as shown in Figure 4. Each review provides ratings along
three dimensions: supplier service, product quality, and on-time shipment. These ratings range from
1 (unsatisfied) to 5 (satisfied). We also calculate the overall rating for each review by taking the
average of the three dimensions. Note that after a buyer places an order, the seller first prepares the
order and then ships it to the buyer. After the buyer receives the shipment, the buyer completes the
payment to the seller, and the transaction is closed. The completed transaction will then be displayed
on the seller’s transaction history page, as shown in Figure 3. It is safe to assume that the buyer will
leave a review within a few days after the transaction. Therefore, it is likely that the transaction and
the corresponding review occur within the same month.

With the information that we collect from Alibaba.com, we cannot match each review with the
transaction that it belongs to, which prevents us from performing the analysis at the transaction
level. Because a review often closely follows a transaction, we can create and analyze a panel data.
We aggregate the number of transactions, the number of reviews, and the review ratings of each
supplier at the monthly level. We approximate the probability of a seller receiving a review from a
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transaction in a month as the the total number of reviews in that month divided by the total number
of transactions in that month:

Review Probabilityit = Number of Reviewsit

Number of Transactionsit

, (1)

where i denotes the seller, and t denotes the month.
Table 1 reports the split-sample summary statistics of the number of reviews, the number of

transactions, the review ratings, and the review probability from February, 2018 to November, 2018
prior to and after the tariff announcement. This sample includes 4,579 suppliers, 60,826 reviews, and
297,044 transactions. In this time window, a supplier has an average of 4.45 transactions and 0.91
reviews per month.

Table 1 Summary Statistics

Time Window Variable Mean Std. dev Max Min N

Before the announcement
(02/2018—05/2018)

Number of Reviews 0.62 2.52 189 0 16,617
Number of Transactions 3.41 6.40 183 0 91,259
Overall Review Rating 4.72 0.64 5 1 16,617
Supplier Service Rating 4.75 0.71 5 1 16,617
Product Quality Rating 4.67 0.76 5 1 16,617
On-time Shipment Rating 4.73 0.68 5 1 16,617
Review Probability 0.17 0.59 1 0 91,259

After the announcement
(06/2018—11/2018)

Number of Reviews 1.10 4.16 468 0 44,209
Number of Transactions 5.13 9.25 497 0 205,785
Overall Review Rating 4.78 0.56 5 1 44,209
Supplier Service Rating 4.82 0.59 5 1 44,209
Product Quality Rating 4.74 0.64 5 1 44,209
On-time Shipment Rating 4.78 0.61 5 1 44,209
Review Probability 0.20 0.69 1 0 205,785

The table summarizes the number of reviews, the number of transactions, the review ratings, and the
review probability. The sample includes 4,579 suppliers and a total of 60,826 reviews.

5. Identification
In this section, we first introduce the identification to test Hypothesis 0, in which we estimate the
extent to which sellers’ reviews affect their future sales using a fixed effect model. We then introduce
the identification to test Hypothesis 1 and 2. We use the trade war announcement in June 2018 as
a natural shock and adopt a generalized difference-in-differences regression. Lastly, we discuss the
logistic model employed to test Hypothesis 3.

5.1. Fixed Effect Model

To identify the effects of sellers’ number of reviews and review ratings on driving future sales in
Hypothesis 1, we follow the classic approach in the marketing literature (Liu 2006, Duan et al. 2008).
We use a fixed effect model to regress the cumulative review ratings and the cumulative number of
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reviews in the last month on the number of transactions. One challenge in studying the relationship
between reviews and sales is to identify the direction of the effect (i.e., do more and better reviews
lead to more sales or do better products that have more sales lead to more and better reviews). The
following model partially solve potential concerns related to reverse causality by using lagged review
variables and controlling for historical sales volume directly:

Number of Transactionsit =c+λi + δt +α1CumuReviewsi,t−1 +α2CumuRatingsi,t−1

+Number of Transactionsi,t−1 + ϵit, (2)

where i denotes the seller, t denotes the month, λi is the supplier fixed effect, δt is the time fixed
effect, and ϵit is the error term. CumuReviewsi,t−1 captures the cumulative number of reviews that
supplier i had up to month t− 1, CumuRatingsi,t−1 captures the cumulative review ratings of the
seller up to month t− 1, and Number of Transactionst−1 is the number of transactions the seller
had in month t− 1. The coefficients of interest are α1 and α2, where α1 captures the effect of the
sellers’ past review volume on future sales, and α2 captures the effect of the sellers’ past review
ratings on future sales.

5.2. Difference-in-Differences Identification

To identify buyers’ strategic behaviors when leaving reviews in Hypothesis 1 and 2, we use a natural
shock arising from the trade war between the US and China to resolve challenges in identifying the
effect of sales on reviews, such as reverse causality. On May 29, 2018, the US government confirmed
the plan to impose 25% additional tariffs on $50 billion of goods from China and a potential tariff
increase on more products in the future. The official announcement was then released by the US
government on June 15, 2018. Because over 97.8% of sellers on Alibaba.com are based in mainland
China, this announcement had significant implications for US buyers. US buyers could face increased
prices when they source from Chinese suppliers. In response, US buyers might strategically change
their ordering behaviors on Alibaba.com. Some buyers may increase their order quantities at the
current price to hedge against the risk of price hikes, while others may stop ordering from our studied
platform and turn to suppliers elsewhere. As a result, sellers experienced shocks—sudden increases
or decreases—in their transaction volumes to some extent. However, this announcement had little
direct impact on buyers in non-US countries. Although they were unlikely to change their ordering
behaviors immediately, they could observe this shock in sellers’ transaction volumes and in turn alter
their review leaving behaviors.

We use a generalized difference-in-differences design to exploit this trade war. Our research design
takes advantage of two features of the tariff announcement. First, this announcement led to an
immediate change in US buyers’ purchasing behaviors and thus a change in the sales volumes of the
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sellers who had large bases of US buyers. It served as an exogenous shock to non-US buyers who
also purchased from these sellers. For them, they saw a sudden change in sellers’ transaction volume,
which was not driven by any inherent characteristics. Second, the change in transaction volumes
varied across sellers because they had different percentages of US buyers in their customer bases, and
different US buyers reacted to the trading war differently. Therefore, our treatment is the continuous
variations in the transaction volumes across sellers—sellers’ number of transactions. The shock is
the first official tariff announcement on June 15, 2018. The subjects in our identification are non-US
buyers. Figure 5 intuitively illustrates the above key elements in our identification design.

Figure 5 Illustration of the DID Identification

We estimate the causal impact of sellers’ transaction volumes on non-US buyers’ likelihood of
leaving reviews before and after the shock. In particular, we follow the classic generalized DID
specification in Angrist and Pischke (2008, p. 229) with the supplier-level panel data,

Outcomeit = λi + δt + βTransactionsit ×Announcementt +ψit + ϵit, (3)

where i denotes the seller, t denotes the month, λi is the supplier fixed effect, δt is the time fixed
effect, and ϵit is the error term. Transactionit is the number of transactions that seller i has in month
t. Announcementt is the dummy variable that indicates whether month t is after the tariff shock.
ψit captures the supplier-specific time trends. Including this term allows suppliers to follow different
trends in a revealing way, which also later helps us test the parallel trends assumption (Card 1992,
Angrist and Pischke 2008). The coefficient of interest is β of the interaction term.
Outcomeit takes two values: Review Probabilityit and Review Ratingsit.
• Review Probabilityit is the probability of non-US buyers leaving reviews for supplier i in month

t after a transaction. Recall that each review and transaction shows the country that the buyer
belongs to, as presented in Figures 3 and 4. This enables us to identify which reviews and transactions
are from non-US buyers. For each seller i in month t, we then compute the review probability as the
number of reviews from non-US buyers over the number of transactions from non-US buyers using
Equation (1).

• Review Ratingsit is the average rating of the reviews left by non-US buyers for supplier i in
month t.
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5.3. Logistic Model

To identify whether buyers are less likely to make future transactions with the supplier after leaving
negative reviews in Hypothesis 3, we employ a logistic regression at the review level. Recall that
the review information is presented in Figure 4. For each review, we can identify the buyer who left
it by matching the first and last characters of the buyer’s username, the number of characters in
the buyer’s username, and the buyer’s country. Based on the timestamps, we can identify whether a
review is the last review between a buyer and a supplier. Note that we use the last review between
a buyer and a supplier as the proxy for their last transaction.4 Based on the review ratings, we
define a review as negative if the rating is lower than 3 (which is deemed as unsatisfied by Alibaba’s
standard). We then keep the reviews from the buyers who left more than one review with the same
supplier, and we pool such reviews together and test whether the review being negative is associated
with a higher chance that this is the last time that they do business together. Specifically, we run a
logistic regression,

logit(Last Reviewr) = c+ γNegativer + ϵr, (4)

where r denotes the review. Last Reviewr equals 1 if the review is the last review created by a buyer
for a supplier, and 0 otherwise. Negativer equals 1 if one of the three ratings is lower than 3, and 0
otherwise.

6. Empirical Results
In this section, we report the estimation results of buyers’ strategic behaviors when leaving reviews.

6.1. Online Reviews Drive Sales

We first analyze whether online reviews drive sellers’ future sales. Table 2 reports the estimation
results using Equation (2). In column (1), we only consider the effect of the total number of reviews
without any additional controls; in column (2), we add the supplier and time fixed effects; in column
(3), we add the sellers’ review ratings as a predictor variable; and in column (4), we include sellers’
transaction volumes in the last month to control for the baseline popularity of sellers. In the above
regressions, we include transactions and reviews from all suppliers during our main study window
from February, 2018 to November, 2018.

The results show that the review volume has a positive and statistically significant effect on sellers’
future sales, and the results are highly robust after we control for the supplier and time fixed effects,
review ratings, and past transaction volume. The coefficient of CumuReviewsi,t−1 in column (4)

4 Because Alibaba does not provide buyers’ usernames for transactions, we cannot link the buyer who left a review
with the buyer who made a certain transaction. This is why we use the last review as the proxy for the last transaction.
The fact that a buyer can continue to make future transactions after leaving the last review does not affect our
estimation in Equation (4).
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Table 2 Impact of Online Reviews on B2B Sales

Dependent variable: Number of Transactions
Variables (1) (2) (3) (4)

CumuReviewsi,t−1 0.250*** 0.064*** 0.057*** 0.045***
(0.021) (0.006) (0.011) (0.012)

CumuRatingsi,t−1 0.024 −0.007
(0.197) (0.221)

Number of T ransactionsi,t−1 0.110
(0.072)

Supplier FE No Yes Yes Yes
Time FE No Yes Yes Yes
Observations 42,469 42,207 28,590 26,046

This table reports the estimated coefficients and robust standard errors (in parentheses) using Equa-
tion (2). Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

suggests that each additional review leads to 0.045 additional orders per month for a supplier. In
addition, the coefficients of CumuRatingsi,t−1 in columns (3) and (4) are insignificant, indicating
that review ratings have no significant effects on sellers’ future sales. While this result might seem
to be counter-intuitive at first, it is consistent with the findings in the marketing literature that the
effect of reviews mostly comes from the review volume (Babić Rosario et al. 2016). In short, the
findings provide partial support for Hypothesis 0.

6.2. Buyers’ Strategic Behaviors when Leaving Reviews

We next examine how sellers’ transaction volumes change buyers’ behaviors when leaving reviews.

6.2.1. Effect of Transaction Volume on Review Probability. We first explore how sellers’
transaction volumes affect buyers’ likelihood of leaving reviews after each transaction. Table 3 reports
the estimation results with Review Probabilityit as the outcome variable using the DID specification
in Equation (3). Column (1) reports the treatment effect without adding the supplier-specific time
trends, and column (2) reports the treatment effect using the full specification. In both analyses, we
use 4 months before the trade war announcement as the pre-treatment period and 6 months after
the announcement as the post-treatment period.

Table 3 Impact of Sellers’ Recent Transaction Volumes on Buyers’ Review Probability

Dependent variable: Review Probability
Variable (1) (2)

T ransactionit × Announcementt −0.010*** −0.009***
(0.002) (0.003)

Supplier and Time FE Yes Yes
Supplier-Specific Time Trends No Yes
Observations 15,568 15,568
R2 0.330 0.559

This table reports the estimated coefficients and robust standard errors (in paren-
theses) using Equation (3). Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.
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We find that buyers are indeed less likely to leave reviews when suppliers have more recent trans-
actions, which supports Hypothesis 1. The coefficient of the interaction term in column (2) suggests
that an additional transaction per month decreases the probability of buyers leaving reviews by 0.9%
percentage point. This translates into a 4.5% decrease in percentage given that the average proba-
bility of buyers leaving reviews is 20% in our sample. Furthermore, both specifications yield highly
consistent results with and without the supplier-specific time trends, which validates the parallel
trend assumption. We discuss this further in Section 7.1.1.

The results are consistent with our conjectures. When suppliers become more popular, buyers leave
fewer reviews; when suppliers become less popular, buyers leave more reviews. That is, buyers use
reviews as strategic levers to control the growth of suppliers.

6.2.2. Effect of Transaction Volume on Review Ratings. We next study how sellers’ recent
transaction volumes affect the review ratings they receive from buyers. Table 4 replicates the DID
analysis using Equation (3), with Review Ratingsit as the dependent variable. We test for the
treatment effect on the overall review rating, supplier service rating, product quality rating, and
on-time shipment rating in columns (1)—(4), respectively.

We find that the coefficients of the interaction term are statistically insignificant for all review
ratings, which means that buyers do not vary their behaviors when leaving review ratings in response
to sellers’ transaction volumes. This provides support for Hypothesis 2.

Table 4 Impact of Sellers’ Recent Transaction Volumes on Buyers’ Review Ratings

Dependent variable: Review Ratings
Overall Supplier Service Product Quality On-Time Shipment

Variable (1) (2) (3) (4)

T ransactionit × Announcementt 0.0007 0.0009 0.0005 0.0007
(0.0006) (0.0007) (0.0007) (0.0007)

Supplier and Time FE Yes Yes Yes Yes
Supplier-Specific Time Trends Yes Yes Yes Yes
Observations 16,305 16,305 16,305 16,305
R2 0.521 0.502 0.526 0.513

This table reports the estimated coefficients and robust standard errors (in parentheses) using Equation (3). The
outcome variables are the overall rating, supplier service rating, product quality rating, and on-time shipment rating
in columns (1)–(4), respectively. Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

6.2.3. Negative Reviews and Repeat Purchase. Lastly, we investigate whether buyers are
less likely to make future transactions with the supplier after leaving negative reviews using Equa-
tion (4). In this analysis, we focus on reviews during our main study window from February 2018 to
November 2018.

The coefficient of Negative Reviewr in Table 5 is negative and statistically significant, which
shows that compared with positive reviews, negative reviews are significantly more likely to be the
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last review between a buyer and a supplier. This finding indicates that buyers are less likely to have

future transactions with a supplier after leaving negative reviews. An implication of this finding is

that leaving negative reviews is a serious decision in the B2B context. As a result, it is not very likely

that buyers would leave a negative review just for the sake of controlling a supplier’s growth. This

provides support for Hypothesis 3.

Table 5 Negative Reviews and Repeat Purchase

Variable Last Review

Negative Reviewr 2.310***
(0.120)

Observations 40,560
R2 0.003

This table reports the estimated coefficients and
robust standard errors (in parentheses) using
Equation (4). Significance at ∗p < 0.1; ∗∗p < 0.05;
∗∗∗p < 0.01.

7. Robustness Checks
In this section, we report the results of several robustness tests. Specifically, we check the parallel

trends assumption, conduct falsification tests to ensure that our estimated effects are not idiosyn-

cratic, test for alternative explanations, and test an alternative measurement for the transaction

volume.

7.1. Parallel Trend

The key identification assumption for the DID estimation is the parallel trends assumption, namely,

that before the trade war announcement, buyers’ review behaviors in response to different sellers’

transaction volumes would follow the same time trend as in the absence of the announcement shock.

In this study, our data tracks more than 4,000 suppliers for 10 months. This data structure allows us

to directly include the supplier-specific time trends ψit in the DID regression to check for the parallel

trends assumption (Card 1992, Angrist and Pischke 2008, Dasgupta and Žaldokas 2019). Adding this

variable allows different suppliers to follow different trends in the estimation. Therefore, had differ-

ent suppliers followed different trends, which the DID specification without the time trends cannot

capture, adding this variable would significantly change the estimation results. Our estimations with

and without the supplier-specific time trends in Table 3 are highly consistent, which supports that

buyers’ review behaviors in our data followed the parallel trends as in the absence of the shock.
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7.2. Falsification Test

To show that our estimated effects are not artifacts of seasonality, we test whether we can capture
the same treatment effect in 2017, the year without the trade war announcement. We repeat the DID
analysis specified in Equation (3) using data in 2017 for the same time window. If our results simply
capture seasonality, we would be able to find significant effects in 2017 as well. Table 6 reports the
falsification test results. The placebo-treated average treatment effect is insignificant, implying that
buyers’ review behaviors did not change significantly in the previous year.

Table 6 Falsification Test

Variables Review Probability

T ransactionit × Announcementt −0.002
(0.0021)

Supplier and Time FE Yes
Supplier-Specific Time Trends Yes
Observations 394
R2 0.774

This table reports the estimated coefficients and robust stan-
dard errors (in parentheses) using Equation (3). Significance
at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

7.3. Alternative Explanations

We discuss two potential alternative interpretations of the relationship between sellers’ transaction
volumes and the probability of buyers leaving reviews.

7.3.1. Strategic Buyers or Strategic Sellers? One might question whether the observed
effects arise from sellers’ strategic actions. When a seller experiences a sales decline, the seller may
exert extra efforts in soliciting more reviews, for example, by nudging some buyers to leave good
reviews. If sellers choose to do so, they tend to nudge buyers toward creating extremely positive
reviews (Luca and Zervas 2016). Therefore, if sellers’ strategic actions were the primary drivers of
our results, we would be able to observe significant changes in review ratings in response to changes
in the transaction volume. Recall that the review ratings did not change significantly in Table 4. This
indicates that it is unlikely that our observed effects are driven by sellers’ strategic actions.

7.3.2. Temporal trend. One might question whether the observed effects arise from a temporal
trend. A temporal trend refers to the phenomenon in which buyers may perceive that new reviews
make little impact when a seller already has a high number of reviews. Because leaving reviews
takes time and effort, buyers would be less willing to leave reviews in the face of a higher number of
existing cumulative reviews. Note that this temporal trend is unlikely to contaminate our estimation;
the variations in the transaction volumes are not correlated with the existing reviews because of
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the exogenous nature of our studied natural experiment. Nevertheless, we directly control for this
possibility by extending Equation (3) with the total number of reviews that sellers had received up
to the previous month as a control variable,

Review Probabilityit = λi + δt + β1Transactionsit ×Announcementt +ψit

+Existing Reviewsi,t−1 + ϵit,
(5)

where Review V olumei,t−1 is the total cumulative number of reviews that the supplier i had received
until month t− 1.

Table 7 presents the estimation results, which show that after the existing reviews are controlled
for, the coefficient of the interaction term remains almost the same. These results suggest that while
buyers are indeed less willing to leave reviews when a seller already has a decent number of reviews,
it does not drive our observed treatment effect.

Table 7 Temporal Trend Not Affecting the Results

Dependent variable: Review Probability
Variables (1) (2)

T ransactionit × Announcementt −0.009*** −0.011***
(0.003) (0.004)

Existing Reviewsi,t−1 −0.027***
(0.006)

Supplier and Time FE Yes Yes
Supplier-Specific Time Trends Yes Yes
Observations 15,568 15,568
R2 0.332 0.573

This table reports the estimated coefficients and robust standard errors (in parentheses)
using Equation (5). Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

In addition to the analysis above, two settings on Alibaba.com would render the impact of temporal
trend on our estimations very limited. First, sellers on Alibaba.com have limited numbers of reviews.
In our sample, a seller has an average of only 25 reviews, and half of the sellers have less than
10 reviews. Thus, an additional review would always have a significant weight in affecting sellers’
credibility. Therefore, buyers can use reviews to influence sellers. Second, Alibaba.com always displays
the most recent reviews on the top of sellers’ review histories, as shown in Figure 4, which can be
immediately seen by future buyers. Therefore, it is unlikely for buyers to feel discouraged to leave
reviews because of existing reviews.

7.4. Alternative Measurement of Transaction Level

To ensure robustness, we test an alternative measurement of the outcome variable using sellers’
monthly transaction value instead of their transaction volume. To calculate sellers’ monthly trans-
action value, we leverage the approximate transaction value information displayed in the sellers’
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transaction histories, as shown in Figure 3. For example, $ ∗ ∗ ∗ .∗ ∗ means that the transaction value
is between $100.00 and $999.99, and we use the average value ($550) in the range to proxy the trans-
action value. We convert the unit from dollar to a thousand dollars by dividing the transaction value
by 1,000 to make our results easier to interpret. In the above example, the final transaction value
would be 0.55 thousand dollars. We then use the average transaction value per supplier per month
as the dependent variable and replicate the DID analysis in Equation (3). The results in Table 8 are
again highly consistent with our main findings, suggesting that our analyses are robust when we use
an alternative measurement for transactions.

Table 8 Impact of Sellers’ Recent Transaction Value on Buyers’ Review Probability

Dependent variable: Review Probability
Variable (1) (2)

V alueit × Announcementt −0.0016*** −0.0015***
(0.003) (0.003)

Supplier and Time FEs Yes Yes
Supplier Time Trends No Yes
Observations 15,568 15,568
R2 0.329 0.558

This table reports the estimated coefficients and robust standard errors (in paren-
theses) in Equation (3). Significance at ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

8. Conclusion
Our paper adds to the long-standing literature on online reviews, an interdisciplinary topic in the
social sciences. The two main streams of literature have extensively studied the impact of reviews
on sales and sellers’ strategic behaviors in manipulating reviews. However, the point of view has
rarely been studied from buyers’ perspectives. We contribute to the literature by exploring buyers’
motivations and strategic behaviors when leaving reviews.

By acquiring a novel dataset on Alibaba.com, we are among the first to provide empirical evidence
of buyers’ strategic behaviors when leaving reviews. We show that buyers recognize the influence of
reviews and strategically change their review behaviors in response to their sellers’ recent perfor-
mances. Specifically, we find that an additional transaction per month decreases the probability of
buyers leaving reviews by 0.9% percentage point. Because buyers use reviews as strategic levers to
control the growth of suppliers by leaving less reviews when their sellers become more popular and
leaving more reviews when their sellers become less popular.

In addition, we find that buyers do not change their review ratings in response to sellers’ perfor-
mances. Fabricating a negative review for suppliers is an unethical and unprofessional behavior that
can backfire on buyers’ own reputation and damage the partnership. The results are robust when
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we control for the supplier-specific time trends and the temporal trends. We further validate our
stories by performing a falsification test, ruling out other explanations, and testing an alternative
measurement of the transaction level.

For B2B marketplaces, our findings provide two important insights. First, buyers’ strategic behav-
iors when leaving reviews can introduce biases in online reviews. To effectively leverage reviews,
platforms should be aware of this bias when designing search and ranking algorithms. Second, infor-
mation transparency could be a double-edged sword for trading platforms. In particular, revealing
suppliers’ transactions in our studied context enables buyers to observe sellers’ business performances.
While such information signals suppliers’ credibility and can attract more buyers, it may also induce
buyers’ opportunistic behaviors when leaving reviews, such as not promoting the sellers who are doing
well. One way to alleviate this issue is to reduce the level of transparency in transaction information.
For example, instead of revealing detailed transaction information, platforms could consider showing
aggregate information (Cui and Shin 2018). Doing so could entice new buyers but at the same time
hide specific information about sellers’ business performances.

For B2B sellers, our findings point out the need for them to actively encourage buyers to leave
reviews. Sellers should be aware that buyers can be motivated to not leave reviews regardless of how
their transactions go. In addition, the findings derived in our context can be extended to offline B2B
transactions, in which buyers have the same reluctance to refer suppliers. Therefore, sellers should
exert effort to encourage business buyers to leave more reviews.

A limitation of our study is that we do not have enough information to match a review with the
transaction it belongs to. Thus, our analyses are conducted at a coarser level. Future research could
collect more fine-grained data and perform the analysis at the transaction level.
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