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#### Abstract

Reduced Models and Parallel Computing for Uncertainty Quantification in Cardiovascular Mathematics


By Sofia Guzzetti

Computational fluid dynamics (CFD) has been progressively adopted in the last decade for studying the role of blood flow in the development of arterial diseases. While computational (in silico) investigations - compared to more traditional in vitro and in vivo studies - are generally more flexible and costeffective, the adoption of CFD for computer-aided clinical trials and surgical planning is still an open challenge. The computational time to accurately and reliably solve mathematical models can be too long for the fast-paced clinical environment - especially in emergency scenarios, and quantifying the reliability of the results comes at an even higher computational cost. Moreover, the in silico analysis of large numbers of patients calls for significant computational resources. Hospitals and healthcare institutions are expected to outsource numerical simulations, which, however, raises concerns about privacy, data protection, and efficiency in terms of cost and performance. In such an articulated and complex scenario, this work addresses the challenges described above by (i) introducing a novel reduced model that guarantees levels of accuracy comparable to those achieved by high-fidelity 3D models, roughly at the same computational cost as the inexpensive yet inaccurate 1D models, by combining the Finite Element Method to describe the main stream dynamics with Spectral Methods to retrieve the transverse components; (ii) designing a new method for uncertainty quantification in largescale networks that greatly enhances parallelism by performing uncertainty quantification at the subsystem level, and propagating uncertainty information encoded as polynomial chaos coefficients via overlapping domain decomposition techniques; (iii) providing an objective criterion to measure the performance of different parallel architectures based on the user's priorities in terms of budget and tolerance to delay, and reducing the execution time by choosing a task-worker mapping strategy ahead of simulation time, and optimizing the amount of overlap in the domain decomposition phase.
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## Chapter 1

## Introduction

Computational fluid dynamics (CFD) has been progressively adopted in the last decade for studying the role of blood flow on the development of arterial diseases (see, e.g., $[75,186])$. Computational investigations - compared to more traditional in vitro and in vivo studies - are generally more flexible and cost-effective. In combination with appropriate image-processing techniques - see, e.g., [148, 20, 190, 88, 193, 87, 202] - CFD can be used in a patient-specific setting. This means that the morphological and functional conditions of a specific patient may be reproduced in mathematical terms and quantitative analyses can be performed by solving the corresponding models describing the physical and constitutive laws behind the physiopathology, generally described by systems of partial differential equations. There are several uses for this kind of analysis, including a deeper understanding of the clinical conditions, performing virtual surgery or therapy for predicting outcomes, to a personalized optimization/customization of generic procedures [182, 100, 60, 131, 139]. Recently, the concept of Computer Aided Clinical Trials (CACT) has been proposed to identify the systematic use of scientific computing within the frameworks of studies oriented to extract knowledge from clinical data [193, 81]. Similarly, Surgical Planning (SP) is the name given to an ensemble of procedures aimed at the prediction of the outcomes of an operation by exploiting the intrinsic predictive potential of numerical models.
The adoption of CFD for CACT and SP is however still an open challenge. First of all, the time for obtaining results from computational studies can be too long for the fast-paced clinical environment - especially in emergency scenarios. Furthermore,
many patient-specific data that are input to mathematical models - such as parameters or boundary conditions, are totally inaccessible from a clinical viewpoint, and the correlation between clinical outcomes and flow patterns needs to be supported by large volumes of data, which are not always available or easy to obtain. This introduces uncertainties in the outputs of the numerical solvers, which raise the question of reliability. Therefore, quantifying the reliability of the results is crucial for applicability in real-life scenarios, but this comes at an even higher computational cost. Finally, the computational analysis of large numbers of patients calls for significant computational resources [193]. Scientists and clinicians have access to computing platforms which could alleviate the resource bottleneck. While local (owned) resources are faster and cheaper, overall system and operating expenses have led to resource sharing and leasing paradigms, i.e., grids and clouds, respectively. In facts, hospitals and healthcare institutions are expected to outsource numerical simulations in a routine process more than hosting local computing facilities. This is already happening, for example, with HeartFlow [1]. However, this raises concerns about privacy and data protection, and on efficiency, as it is not trivial to identify the platform that best suits the problem to be solved in each situation. In real production settings, performance must be judiciously balanced with cost.
In short, we may say that computational hemodynamics is a field with great potential, but currently limited by time and cost constraints. As a matter of fact, differently than in proofs of concept, in CACT and SP accuracy of computations is not the only priority - as far as numerical simulations obtain sufficient reliability to correctly support clinical practice. Efficiency and robustness of the numerical procedures must be properly considered as well.
In such an articulated and complex scenario, this work addresses the challenges described above by designing ad-hoc mathematical and computational methods for cardiovascular applications (see Figure 1.1). In Chapter 2 we present a novel reduced model tailored to 3D domains with a geometrically dominant direction. A "smart" choice of the basis functions of the discrete function spaces guarantees lev-
els of accuracy comparable to those achieved by high-fidelity 3D models, but at a computational cost of the same order as the inexpensive yet inaccurate 1D models. A new method for uncertainty quantification (UQ) in large-scale networks is presented in Chapter 3. The application of domain decomposition (DD) in an off-line phase allows solving the stochastic problem only locally - at the sub-system level, greatly enhancing parallelism. We introduce new multigrid (MG) methods specifically designed for networks, that - potentially combined with Anderson Acceleration - consistently improve the performance of the numerical model for uncertainty quantification. In Chapter 4, the DDUQ method is applied to a variation of the "smart" reduced model for the cardiovascular system presented in Chapter 2. This enables accurate uncertainty quantification in patient-specific geometries roughly at the cost of traditional cheap yet inaccurate reduced models. The infrastructure issue is tackled in Chapter 5. We provide an objective criterion to measure the performance of different parallel architectures based on the user's priorities in terms of budget and tolerance to delay. We show that choosing a task-worker mapping strategy ahead of simulation time can consistently reduce the execution time, and that allowing a small amount of overlap in the domain decomposition phase can further improve convergence. We conclude with an overview on possible future work.


Figure 1.1: Thesis content chart. The challenges addressed in this work and the corresponding proposed solutions are in white and colored boxes, respectively. Dashed arrows represent relationships between challenges, while solid arrows show problemsolution connections.

## Chapter 2

## Hierarchical Model Reduction

Acknowledgements. This chapter reflects the content of the paper [98], written in collaboration with Simona Perotto and Alessandro Veneziani, that has been part of the research of the author during the years of the graduate program. In addition, we provide a numerical proof of the inf-sup stability of the reduced spaces considered, and extend numerical tests to patient-specific geometries.

### 2.1 Introduction and Background

Hierarchical Model (HiMod) Reduction is a method proposed in [143] for the efficient solution of Partial Differential Equations defined in domains with a geometrically dominant direction, like slabs or pipes. In the spirit of a separation of variables, the HiMod solution is regarded as the combination of the mainstream dynamics driven by the geometry and the transverse components. The latter are generally of secondary importance so to be described by few degrees of freedom of a spectral approximation introduced along the transverse direction, in combination with a finite element or an isogeometric discretization of the mainstream (see figure 2.1, left). Thus, a purely 1D numerical approximation can be promptly expanded towards the original 3D problem by a proper selection of the spectral discretization [146]. Although purely 1D models completely drop the transverse dynamics [149, 76, 119], these may be locally important. HiMod is intended to provide a unified numerical tool able to promptly


Figure 2.1: Schematic representation of a Hierarchical Model Reduction (left); computational cost as a function of accuracy for 1D ROM, HiMod, and full-order models (FOM) (right).
incorporate the transverse components of the 3D solution into a "psychologically 1D" solver (see figure 2.1, right). The HiMod reduction has been successfully employed to solve Advection-Diffusion-Reaction (ADR) problems in two-dimensional domains [143, 145, 69, 141, 146, 147, 30, 142, 144] and parallelepipeds [9].
Three dimensional problems in non-trivial geometries are considered in [127] for incompressible fluid dynamics, including domains reconstructed from patient-specific coronaries. Paper [127] proposes a specific formulation of the HiMod framework, where the problem is discretized with an approach called Transversally Enriched Pipe Elements Method (TEPEM). The physical elements are mapped to a reference slab where the Cartesian framework is exploited for the construction of the modal basis by tensor product of Legendre polynomials. The method is proved to be reliable and efficient (when compared to 3D solution), with computational costs close to the ones of a 1D solver in both idealized and real geometries.
In circular pipes, where the transverse section is (or it is close to be) a circle, like in arteries, a natural candidate for the non-axial dynamics is a polar coordinate setting. Nevertheless, the spectral approximation of Partial Differential Equations in polar coordinates suffers from several issues, consequent to the conversion from the Cartesian frame. Regularity and boundary condition enforcement add requirements to the spectral basis to use. The selection of a basis with both analytical and nu-
merical excellent features is thus challenging. For this reason, investigations on such problems are often broken into axisymmetric [167, 123, 27, 62, 21] and general cases [122]. Axial symmetry may, in fact, influence the selection of the basis. Quoting Boyd (referring to Laplace problems in 2D circular domains - yet the conclusion is general) "There is no single best basis for the disk" [37].
In this paper, for the first time polar coordinates are explored in the HiMod approach. Potentialities and drawbacks of different choices are discussed in an extensive numerical testing. The ultimate application we are interested in is computational hemodynamics, yet we perform extensive benchmarking in idealized geometries, with and without axial symmetry. We specifically consider two problems, advection-diffusion-reaction (ADR) and incompressible Navier-Stokes Equations (NSE), both related to blood flow problems. We show how accurate the hybrid FEM/Spectral approximation is, in spite of numerical problems related to the selection of the spectral basis in polar frames. Specifically, we find that a Top-Down basis resulting from the solution of a Sturm-Liouville Eigenvalue problem is a viable option for ADR, since it can be designed to incorporate any kind of boundary conditions, but it is outperformed by a Bottom-Up approach for the specific case of homogeneous Dirichlet boundary conditions. For the NSE, a Bottom-Up basis construction is numerically more robust and to be preferred, in particular resorting to the so-called Zernike polynomials (aka one-sided Jacobi-Fourier basis). The HiMod approach with these choices is an improved 1D solver to be next used in networks of pipes [33, 30].
In Section 2.2 we address the HiMod discretization in cylindrical domains in polar coordinates. We discuss several options for the construction of the spectral basis, following the excellent extensive work of Boyd [37]. In Section 2.3 we numerically test ADR, while in Section 2.4 we move to NSE. For the available Womersley solution, we compare the results presented here with [127] to discuss pros and cons of using polar coordinates vs geometrical mapping to slab-like Cartesian domains. In view of medical applications, in Section 2.5 we consider both idealized and non-trivial models for arterial domains. Conclusions are drawn in the last Section.

### 2.2 HiMod in Cylindrical Domains

### 2.2.1 The geometric setting

Let us consider a cylindrical domain with a rectilinear axis and circular section with variable radius $R$. We assume that the domain can be represented as a threedimensional fiber bundle $\Omega=\bigcup_{x \in \Omega_{1 D}}\{x\} \times \gamma_{x}$, where $\Omega_{1 D}$ is a one-dimensional domain, and $\gamma_{x} \subset \mathbb{R}^{2}$ represents the two-dimensional fiber associated with the generic point $x \in \Omega_{1 D}$ (Figure 2.2). In particular, the supporting fiber is the $x$-axis, while $\gamma_{x}$ is the transverse section centered at $x$. The leading dynamics are aligned with $\Omega_{1 D}$, whereas the transverse dynamics are parallel to fibers $\gamma_{x}$. For the sake of simplicity, we assume a rectilinear axis $\left.\Omega_{1 D}=\right] x_{0}, x_{1}[$, but the more general case of a curved supporting fiber can be considered as well $[142,144]$. For each $x \in \Omega_{1 D}$, we introduce the mapping

$$
\begin{equation*}
\psi_{x}: \gamma_{x} \rightarrow \hat{\gamma} \tag{2.1}
\end{equation*}
$$

between the physical fiber $\gamma_{x}$ and a reference fiber $\hat{\gamma}$. We set $\hat{\mathbf{z}}=(\hat{x}, \hat{\mathbf{y}})=\hat{\boldsymbol{\psi}}(x, \mathbf{y})=$ $\left(x, \psi_{x}(\mathbf{y})\right)$ as the image of the physical point $\mathbf{z}=(x, \mathbf{y}) \in \Omega$ through the global map $\hat{\boldsymbol{\psi}}: \Omega \rightarrow \hat{\Omega}$, where $\hat{\Omega}$ is the reference cylinder described by the coordinates $(x, \hat{\mathbf{y}})$, with $\hat{\mathbf{y}}=\psi_{x}(\mathbf{y})=(\hat{r}, \hat{\vartheta}) \in[0,1) \times[0,2 \pi]$, so that the transverse reference fiber $\hat{\gamma}$ coincides with the unit circle (Figure 2.2). We assume $\psi_{x}$ to be a $C^{1}$-diffeomorphism for all $x \in \Omega_{1 D}$ and $\hat{\boldsymbol{\psi}}$ to be differentiable with respect to $\mathbf{z}$.
A cylindrical domain can be parametrized in different ways [35, 127]. A simple approach is to map the circular section into a square (or a geometry easy to separate along the Cartesian coordinates), which allows using a Cartesian framework in the reference space. In this case, the geometric map lacks regularity at the vertices of the hexahedron, as a counterpart to its conceptual simplicity. On the contrary, the choice of a cylindrical setting is intrinsically more tailored to the geometry of a pipe. Here, we introduce the HiMod polar framework and discuss pros and cons of this choice, with all the challenges pointed out in [37].


Figure 2.2: A physical domain of interest (in this case an axisymmetric geometry obtained by rotation of a curve around the $x$ axis) mapped to the reference cylindrical domain.

### 2.2.2 The reference basis set

The fiber structure featured by the domain $\Omega$ has a key role in setting the HiMod reduction. We resort to different function spaces along $\Omega_{1 D}$ and on the transverse fibers. The standard notation for the Sobolev spaces as well as for the space of functions bounded a.e. in $\Omega$ is adopted [40]. With reference to standard scalar ADR problems, we introduce the function space $V_{1 D} \subseteq H^{1}\left(\Omega_{1 D}\right)$ on $\Omega_{1 D}$, such that the related functions vanish on Dirichlet boundaries. On the transverse reference fiber we set a modal basis $\left\{\hat{\varphi}_{k}\right\}_{k \in \mathbb{N}^{+}} \subset H^{1}(\hat{\gamma})$. In particular, we select functions orthonormal with respect to a weighted scalar product in $L^{2}(\hat{\gamma})$. Clearly, boundary conditions on $\Gamma_{\text {lat }}$ have to be taken into account by the modal basis. Then, the discrete transverse function space is defined as $V_{\hat{\gamma}}=\operatorname{span}\left\{\hat{\varphi}_{k}\right\}$. For a certain $m \in \mathbb{N}^{+}$, the combination
of spaces $V_{1 D}$ and $V_{\hat{\gamma}}$ yields the reduced space

$$
\begin{equation*}
V_{m}=\left\{v_{m}(x, \mathbf{y})=\sum_{k=1}^{m} \tilde{v}_{k}(x) \hat{\varphi}_{k}\left(\psi_{x}(\mathbf{y})\right), \text { with } \tilde{v}_{k} \in V_{1 D}, \hat{\varphi}_{k} \in V_{\hat{\gamma}}, x \in \Omega_{1 D}, \mathbf{y} \in \gamma_{x}\right\} \tag{2.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{v}_{k}(x)=\int_{\hat{\gamma}} v_{m}\left(x, \psi_{x}^{-1}(\hat{\mathbf{y}})\right) \hat{\varphi}_{k}(\hat{\mathbf{y}}) d \hat{\gamma} \quad k \in\{1, \ldots, m\} \tag{2.3}
\end{equation*}
$$

for the orthonormality of the basis.
Out of many possible choices for the construction of a basis, here we identify two possible general strategies.
(i) In the "Top-Down" approach, we construct directly the bivariate basis function in $(\hat{r}, \hat{\vartheta})$ by solving a Sturm-Liouville Eigenvalue (SLE) problem associated with an appropriate self-adjoint differential operator defined on the unit-disk, completed with the homogeneous boundary conditions of the original problem to solve. We mimic in this way the "educated approach" introduced in [9] for ADR problems in slabs, where tensor product splitting allows to simplify the 2D computation to 1D SLE problems.
(ii) In the "Bottom-Up" approach we factorize the construction of the basis by working along $\hat{r}$ and $\hat{\vartheta}$, separately, and assembling the bivariate basis afterwards. Boundary conditions are then enforced at a second stage. Several options are available, as discussed in [35, 37], which we follow closely.
We discuss these two options hereafter.

## The Top-Down approach

A possible strategy to build the modal basis is to solve an auxiliary SLE problem $[56,44]$ on the transverse section,

$$
\begin{cases}\mathscr{L} \hat{\varphi}_{k}=\hat{\lambda}_{k} w \hat{\varphi}_{k} & \text { in } \hat{\gamma}  \tag{2.4}\\ B C=0 & \text { on } \partial \hat{\gamma}\end{cases}
$$

| BC type | Condition | Functor |
| :--- | :---: | :---: |
| Dirichlet | $\hat{\varphi}_{k}=0$ | $J_{n}\left(\sqrt{\hat{\lambda}_{j}}\right)$ |
| Neumann | $\mu \nabla \hat{\varphi}_{k} \cdot \mathbf{n}=0$ | $\frac{\sqrt{\hat{\lambda}_{j}}}{R} J_{n}^{\prime}\left(\sqrt{\hat{\lambda}_{j}}\right)$ |
| Robin | $\mu \nabla \hat{\varphi}_{k} \cdot \mathbf{n}+\chi \hat{\varphi}_{k}=0$ | $\frac{\sqrt{\hat{\lambda}_{j}}}{R} J_{n}^{\prime}\left(\sqrt{\hat{\lambda}_{j}}\right)+\frac{\chi}{\mu} J_{n}\left(\sqrt{\hat{\lambda}_{j}}\right) \quad(\mu, \chi>0)$ |

Table 2.1: Functors associated with different types of boundary conditions.
so to include the generic homogeneous boundary conditions $(B C=0)$ in the basis in an essential way. Here $\mathscr{L}$ is a suitable differential operator, $\left(\hat{\lambda}_{k}, \hat{\varphi}_{k}\right)$ denotes a corresponding eigenpair, and $w$ is a positive continuous weight function. Under the assumptions of the Spectral Theorem [160], the eigenfunctions associated with the operator $\mathscr{L}$ are orthogonal with respect to the $L_{w}^{2}$-weighted scalar product and form a complete set in the same space. Since functions $\hat{\varphi}_{k}$ automatically include the lateral boundary conditions, the set $\left\{\hat{\varphi}_{k}\right\}$ has been called an "educated" basis [9].

Scalar problems. Let $\mathscr{L}$ in (2.4) be the Laplacian (in general, it can be a selfadjoint operator) on the reference unit circle in polar coordinates. For simplicity, we consider here homogeneous Dirichlet boundary conditions, although any type of boundary conditions can be enforced. The set of eigenfunctions associated with this operator is

$$
\begin{equation*}
\hat{\varphi}_{k}(\hat{r}, \hat{\vartheta})=\hat{\varphi}_{j, n}(\hat{r}, \hat{\vartheta})=\frac{1}{\sqrt{2 \pi}\left\|J_{n}\right\|_{L_{w}^{2}(0,1)}}(\sin (n \hat{\vartheta})+\cos (n \hat{\vartheta})) J_{n}\left(\sqrt{\hat{\lambda}_{j}} \hat{r}\right) \tag{2.5}
\end{equation*}
$$

where $J_{n}$ is the Bessel function of first type of order $n \in \mathbb{N}^{+}[56,203,180,59]$, and the frequency $\sqrt{\hat{\lambda}_{j}}$ is the $j$-th root of $J_{n}$. More in general, for each type of boundary condition (Dirichlet/Neumann/Robin), $\hat{\lambda}_{j}$ is obtained as the (squared) $j$-th root of a specific functor (see Table 2.1). As a result, the ordering of the basis functions $\left\{\hat{\varphi}_{k}\right\}$ depends on the two indices $j$ and $n$, i.e., $k=k(j, n)$ (for more details, see [94]).

Vector problems. In view of hemodynamic applications, hereafter we construct a modal basis with the eigenfunctions of the Stokes operator, completed with homogeneous Dirichlet boundary conditions. More explicitly, for such a choice the Sturm-Liouville eigenvalue problem (2.4) reads

$$
\begin{cases}\Delta \hat{\boldsymbol{\varphi}}_{k}^{u}+\hat{\lambda}_{k} \hat{\boldsymbol{\varphi}}_{k}^{u}=\nabla \hat{\varphi}_{k}^{p} & \text { in } \hat{\gamma},  \tag{2.6}\\ \Delta \hat{\varphi}_{k}^{p}=0 & \text { in } \hat{\gamma}, \\ \nabla \cdot \hat{\boldsymbol{\varphi}}_{k}^{u}=0 & \text { in } \hat{\gamma} \\ \hat{\boldsymbol{\varphi}}_{k}^{u}=0 & \text { on } \partial \hat{\gamma}\end{cases}
$$

being $\hat{\boldsymbol{\varphi}}_{k}^{u}$ and $\hat{\varphi}_{k}^{p}$ the eigenfunctions for the velocity and the pressure, respectively. Following the procedure adopted for scalar problems, the eigenfunctions are computed as in [158] and they read as

$$
\left.\begin{array}{l}
\hat{\varphi}_{k}^{p}(\hat{r}, \hat{\vartheta})=\hat{\varphi}_{j, n}^{p}(\hat{r}, \hat{\vartheta})=c_{1} \hat{r}^{n} \exp (i n \hat{\vartheta}), \\
\hat{\boldsymbol{\varphi}}_{k}^{u}(\hat{r}, \hat{\vartheta})=\hat{\varphi}_{j, n}^{u}(\hat{r}, \hat{\vartheta})=c_{1} \exp (i n \hat{\vartheta})\left[\begin{array}{c}
\frac{n}{\hat{\lambda}_{j}} \hat{r}^{n-1}-\frac{n J_{n}\left(\sqrt{\hat{\lambda}_{j}} \hat{r}\right)}{\hat{r} \hat{\lambda}_{j} J_{n}\left(\sqrt{\hat{\lambda}_{j}}\right)} \\
i n\left(\frac{\hat{r}^{n-1}}{\hat{\lambda}_{j}}-\frac{J_{n-1}\left(\sqrt{\hat{\lambda}_{j}} \hat{r}\right)-J_{n+1}\left(\sqrt{\hat{\lambda}_{j}} \hat{r}\right)}{2 n \sqrt{\hat{\lambda}_{j}} J_{n}\left(\sqrt{\hat{\lambda}_{j}}\right)}\right.
\end{array}\right] \tag{2.7}
\end{array}\right],
$$

respectively, where $i$ is the imaginary unit, $\sqrt{\hat{\lambda}_{j}}$ runs through all the roots of $J_{n+1}$, for $n \neq 0$, and the coefficient $c_{1}$ is determined via the unitary norm constraint. Note that, as in the scalar case, the ordering of the basis functions depends on the two indices $j$ and $n$. Although from a theoretical viewpoint functions $\hat{\varphi}_{k}^{p}$ and $\hat{\boldsymbol{\varphi}}_{k}^{u}$ are tailored to the problem we aim to solve, from a practical perspective there are some drawbacks. Specifically, we need here to drop the complex part, with a relevant loss of details. More in general (for both scalar and vector problems), Bessel functions are extremely sensitive to numerical errors $[36,59,181,35,89,44]$ and this may limit
their use. Therefore, for the numerical tests presented hereafter, a Top-Down vector basis is built by employing functions (2.5) for each component of the vector function.

## The Bottom-Up approach

As an alternative to the Top-Down approach, a two-step procedure is proposed in [35]. Two scalar 1D Sturm-Liouville eigenvalue problems are solved for the angular and radial component, respectively. For the $\vartheta$-component, $\mathscr{L}$ is chosen as the 1D Laplacian, leading to the standard Fourier basis, whereas a radial basis $\left\{\xi_{n}(\hat{r})\right\}_{n=0}^{\infty}$ is obtained by defining the differential operator as $\mathscr{L} \xi_{n}=-\left(s \xi_{n}^{\prime}\right)^{\prime}+q \xi_{n}$, being $s>0$ and $q$ given functions of $\hat{r}$. Then, the 2D spectral basis is assembled by multiplying the basis functions associated with each component, as

$$
\hat{\varphi}_{k}(\hat{r}, \hat{\vartheta})=\hat{\varphi}_{j, n}^{\sin , \cos }(\hat{r}, \hat{\vartheta})=\xi_{n}(\hat{r})\left\{\begin{array}{l}
\cos (j \hat{\vartheta})  \tag{2.8}\\
\sin (j \hat{\vartheta})
\end{array}\right.
$$

where the superscript $\sin / \cos$ specifies the type of trigonometric function considered and $j, n \in \mathbb{N}^{+}$. As in the Top-Down approach, the ordering of the basis functions $\left\{\hat{\varphi}_{k}\right\}$ depends on the two indices $j$ and $n[94]$. Thus, the expansion of an arbitrary function $\psi \in L_{w}^{2}([0,1] \times[0,2 \pi))$ reads

$$
\begin{equation*}
\psi(\hat{r}, \hat{\vartheta})=\sum_{j=0}^{\infty} \sum_{n=0}^{\infty}\left[f_{j n} \xi_{n}(\hat{r}) \cos (j \hat{\vartheta})+g_{j n} \xi_{n}(\hat{r}) \sin (j \hat{\vartheta})\right] \tag{2.9}
\end{equation*}
$$

with $f_{j n}, g_{j n} \in \mathbb{R}$ for any $j, n \in \mathbb{N}^{+}$. Smoothness properties of this series are guaranteed by the Parity Theorem, that rules the combination of radial and trigonometric components in the construction of a polar modal basis. We provide the corresponding statement for completeness by collecting Theorems 2.1 and 2.2 in [37]:

Theorem 2.1. Let $\psi(y, z)$ be a function written in polar coordinates, so that in particular

$$
\psi(\hat{r}, \hat{\vartheta})=\psi(-\hat{r}, \hat{\vartheta}+\pi)
$$

Let the corresponding Fourier series be

$$
\psi(\hat{r}, \hat{\vartheta})=\sum_{j=0}^{\infty} c_{j}(\hat{r}) e^{i j \hat{\vartheta}}=\sum_{j=0}^{\infty}\left[f_{j}(\hat{r}) \cos (j \hat{\vartheta})+g_{j}(\hat{r}) \sin (j \hat{\vartheta})\right]
$$

Then, the coefficients satisfy

$$
c_{j}(\hat{r})=(-1)^{j} c_{j}(-\hat{r}), \quad f_{j}(\hat{r})=(-1)^{j} f_{j}(-\hat{r}), \quad g_{j}(\hat{r})=(-1)^{j} g_{j}(-\hat{r}) .
$$

The power series of $f_{j}(\hat{r})$ and $g_{j}(\hat{r})$ contain only odd (even) powers of $\hat{r}$ if $j$ is odd (even). Also, assume that $\psi$ is analytic in $\hat{r}=0$. Then

$$
f_{j}(\hat{r})=\hat{r}^{j} F_{j}(\hat{r}), \quad g_{j}(\hat{r})=\hat{r}^{j} G_{j}(\hat{r})
$$

for suitable $F_{j}(\hat{r})$ and $G_{j}(\hat{r})$ non singular functions at $\hat{r}=0$, so that

$$
f_{j}(\hat{r})=\hat{r}^{j} \sum_{k=0}^{\infty} f_{j, 2 k} \hat{r}^{2 k}, \quad g_{j}(\hat{r})=\hat{r}^{j} \sum_{k=0}^{\infty} g_{j, 2 k} \hat{r}^{2 k}
$$

for suitable coefficients $f_{j, k}, g_{j, k}$.
The Bottom-Up approach leads to some complications for the hierarchical ordering of the spectrum. Since no 2D eigenvalue problem is defined, there does not exist any hierarchy between the $r$-eigenvalues and the $\vartheta$-eigenvalues, and the corresponding eigenfunctions. Hence, the selection of the number of radial modes and of trigonometric functions is somehow arbitrary. Two criteria are proposed in [35], namely rectangular and triangular truncations. The former employs the same number of radial functions for each angular wave number $j$. The latter decreases the number of radial basis functions as $j$ increases, until the highest wave number has a single radial basis function. This criterion is usually employed for spherical harmonics because it guarantees the property of "equiareal resolution". Nevertheless, such property is not guaranteed in a cylindrical setting. Therefore, depending on the specific choice of the radial basis, a rectangular truncation may be preferable, being beneficial in terms of implementation.

| Family | $\xi_{n}(\hat{r}), n=n(j)$ | parameters |
| :--- | :---: | :---: |
| Bessel | $J_{n}\left(\hat{\lambda}_{j} \hat{r}\right)$ | $\hat{\lambda}_{j}:$ the $j$-th root of $J_{n}(\hat{r})$ |
| Robert | $\hat{r}^{j} T_{n}(\hat{r})$ | $T_{n}:$ Chebyshev polynomial of degree $n$ |
| Chebyshev- <br> linear shift | $T_{n}(2 \hat{r}-1)$ | $T_{n}:$ Chebyshev polynomial of degree $n$ |
| Chebyshev- <br> quadratic shift | $T_{n}\left(2 \hat{r}^{2}-1\right)$ | $T_{n}:$ Chebyshev polynomial of degree $n$ |
| Jacobi | $\hat{r}^{j} P_{\frac{n-j}{2}}^{0, j}\left(2 \hat{r}^{2}-1\right)$ | $P_{h}^{0, j}:$ Jacobi polynomial of degree $h$ <br> and order $(0, j)$ |

Table 2.2: Main families of eigenfunctions $\xi_{n}$ for a 1D Sturm-Liouville eigenvalue problem in the radial coordinate. Note that the ordering of such basis may depend on the ordering of the angular basis.

The explicit definition of the basis functions $\left\{\xi_{n}\right\}$ in (2.8) may vary, depending on the choices of the functions $s$ and $q$ in the operator $\mathscr{L}$ for the radial component $[56,44]$. Hereafter we focus on two possible choices explored in the sequel. Different options from [35, 37] are shown in Table 2.2 and discussed in Appendix 7.1, motivating their exclusion.

- Shifted-Chebyshev polynomials with quadratic argument: $T_{n}\left(2 \hat{r}^{2}-1\right)$.

In order to satisfy the Parity Theorem, the 2D basis functions are chosen so that the radial part is $\xi_{n}(\hat{r})=T_{n}\left(2 \hat{r}^{2}-1\right)$ if the angular index $j$ is even, $\xi_{n}(\hat{r})=\hat{r} T_{n}\left(2 \hat{r}^{2}-1\right)$ otherwise. In fact, from the properties of Chebyshev polynomials, it holds $T_{n}\left(2 \hat{r}^{2}-1\right)=T_{2 n}(\hat{r})$, with $\hat{r} \in(0,1)$. As shown in [35], the convergence rate associated with this basis is higher with respect to the convergence guaranteed by the linear-shifted polynomials described in Appendix 7.1.

- Zernike polynomials aka One-sided Jacobi basis: $\hat{r}^{j} P_{\frac{n-j}{2}}^{0, j}\left(2 \hat{r}^{2}-1\right)$.

This basis set is represented by Jacobi polynomials, scaled by the factor $\hat{r}^{j}$ (see Table 2.2). Thanks to the orthogonality constraint, these polynomials oscillate mostly near $\hat{r}=1$ and consequently the roots move closer and closer to the outer boundary for a fixed degree and by increasing $j$, allowing for longer timesteps [35].

Differently from the Top-Down case, there is no general approach for the construction of a Bottom-Up vector basis. In what follows, the spectral expansion (2.9) employed for scalar functions is adopted to represent each component of the vector function considered.

Enforcement of the boundary conditions. Depending on the selected radial basis $\left\{\xi_{n}\right\}$, some suitable manipulations may be required to enforce the boundary conditions, as they are, in general, not fulfilled by the basis functions. This can be done via a linear combination of basis functions to provide a new basis set that includes the boundary conditions. Such an approach is adopted in [19], where an "educated" basis that employs parity-restricted Chebyshev polynomials is proposed. For all $j, n=1,2, \ldots$, it reads

$$
\begin{cases}\xi_{n}^{E}(r)=T_{n}\left(2 r^{2}-1\right)-1 & \text { if } j \text { is even }  \tag{2.10}\\ \xi_{n}^{O}(r)=r T_{n}\left(2 r^{2}-1\right)-r & \text { if } j \text { is odd }\end{cases}
$$

Another, multiplicative approach for homogeneous Dirichlet conditions consists of multiplying the basis functions by the factor $1-r^{2}$, that enforces the conditions without affecting the parity of the basis functions $[21,117]$. This technique is adopted here for Zernike polynomials, since they feature the correct parity by construction.

### 2.3 Scalar Advection-Diffusion-Reaction Problems

We apply the HiMod technique to the following linear ADR problem:

$$
\begin{cases}-\nabla \cdot(\mu \nabla u)+\mathbf{b} \cdot \nabla u+\sigma u=f & \text { in } \Omega  \tag{2.11}\\ u=u_{i n} & \text { on } \Gamma_{i n} \\ \mu \nabla u \cdot \mathbf{n}=0 & \text { on } \Gamma_{o u t} \\ u=0 & \text { on } \Gamma_{l a t}\end{cases}
$$

where $\Omega$ is a cylinder of length $L_{x}$ and radius $R, \mathbf{n}$ is the outward unit normal vector, and the boundary is labeled according to Figure 2.2. Let $\mu, \sigma \in L^{\infty}(\Omega)$, with $\mu \geq \mu_{0}>0$ a.e. in $\Omega$, be the diffusivity and the reaction coefficient, respectively, and $\mathbf{b}=\left(b_{x}, b_{r}, b_{\vartheta}\right)^{T} \in\left[L^{\infty}(\Omega)\right]^{3}$ the convective field. We assume $\nabla \cdot \mathbf{b} \in L^{\infty}(\Omega)$ and $-\frac{1}{2} \nabla \cdot \mathbf{b}+\sigma \geq 0$ a.e. in $\Omega$, and $f \in L^{2}(\Omega)$ so to guarantee the well-posedness of the weak form of the problem, as follows from the Lax-Milgram lemma.

We set the problem on the space $V_{m}$ defined in (2.2). Hypotheses of conformity and spectral approximability are required to guarantee the well-posedness of the reduced problem and the convergence to the full problem [143].
We introduce a (uniform) partition $\mathscr{T}_{h}$ of $\Omega_{1 D}$ and the corresponding finite element space $V_{1 D}^{h} \subset V_{1 D}$, with $\operatorname{dim}\left(V_{1 D}^{h}\right)=N_{h}$ and basis $\left\{\zeta_{l}\right\}_{l=1}^{N_{h}}$, such that a standard density hypothesis of $V_{1 D}^{h}$ in $V_{1 D}$ is guaranteed. The discrete counterpart of (2.2) reads
$V_{m}^{h}=\left\{v_{m}^{h}(x, \mathbf{y})=\sum_{k=1}^{m} \tilde{v}_{k}^{h}(x) \hat{\varphi}_{k}\left(\psi_{x}(\mathbf{y})\right)\right.$, with $\left.\tilde{v}_{k}^{h} \in V_{1 D}^{h}, \hat{\varphi}_{k} \in V_{\hat{\gamma}}, x \in \Omega_{1 D}, \mathbf{y} \in \gamma_{x}\right\}$.
Then, the HiMod approximation $u_{m}^{h} \in V_{m}^{h}$ for (2.11) and the corresponding test function $v_{m}^{h} \in V_{m}^{h}$ reads as $u_{m}^{h}(x, \mathbf{y})=\sum_{k=1}^{m} \sum_{i=1}^{N_{h}} u_{k, i} \zeta_{i}(x) \hat{\varphi}_{k}\left(\psi_{x}(\mathbf{y})\right)$ and $v_{m}^{h}(x, \mathbf{y})=$ $\zeta_{l}(x) \hat{\varphi}_{j}\left(\psi_{x}(\mathbf{y})\right)$, respectively, for any $l=1, \ldots, N_{h}$ and any $j=1, \ldots, m$. Thus, we formulate the following problem:
For $k=1, \ldots, m$ and $i=1, \ldots, N_{h}$, find $u_{k, i} \in \mathbb{R}$ such that, for any $j=1, \ldots, m$,

$$
\begin{align*}
l= & 1, \ldots, N_{h} \\
& \sum_{k=1}^{m} \sum_{i=1}^{N_{h}} \int_{\hat{\Omega}_{1 D}}\left\{\mathfrak{d}_{k j} \zeta_{i}^{\prime} \zeta_{l}^{\prime}+\mathfrak{c}_{k j} \zeta_{i}^{\prime} \zeta_{l}+\mathfrak{b}_{k j} \zeta_{i} \zeta_{l}^{\prime}+\mathfrak{a}_{k j} \zeta_{i} \zeta_{l}\right\} u_{k, i} d \hat{x}=\int_{\hat{\Omega}_{1 D}} \mathfrak{f}_{j} \zeta_{l} d \hat{x}, \tag{2.13}
\end{align*}
$$

where coefficients $\{\mathfrak{a}, \mathfrak{b}, \mathfrak{c}, \mathfrak{d}\}_{k j},\{\mathfrak{f}\}_{j}$ collect the contribution of the dynamics transverse to $\hat{\Omega}_{1 D}$ (we refer to Appendix 7.2 for an explicit expression of such coefficients). Problem (2.13) represents a linear system of $m$ coupled 1D problems, characterized by an $m N_{h} \times m N_{h}$ block matrix $A$ (with a hierarchical structure that we point out in Section 2.4). The indices $j$ and $k$, associated with the modes, identify the macrostructure of $A$ (they run on the block rows and block columns, respectively), whereas $l$ and $i$, related to the finite element basis, identify rows and columns of each block, respectively. In this way, each $N_{h} \times N_{h}$ block $A_{j k}$ preserves the sparsity pattern peculiar of the adopted 1D finite element approximation.

For a three-dimensional problem set on a cylindrical domain discretized with a structured grid via P1-FE, the degrees of freedom are $\mathcal{O}\left(N_{x} N_{r} N_{\vartheta}\right)$, being $N_{x}, N_{r}$ and $N_{\vartheta}$ the number of degrees of freedom in the $x, r$, and $\vartheta$ direction, respectively. With a HiMod reduction the number of unknowns is $\mathcal{O}\left(m N_{x}\right)$. Thus, for $m \ll N_{r} N_{\vartheta}$, the resulting matrix is much smaller compared to the one associated with the full problem with a significant reduction of the computational costs [127].

### 2.3.1 Numerical Assessment

In order to validate the method, we test HiMod on the basis functions (2.5) obtained with the Top-Down approach for different types of lateral boundary conditions, and on functions (2.8) with homogeneous Dirichlet lateral boundary conditions. We compare the numerical properties of the different types of basis functions when approximating axisymmetric and non-axisymmetric solutions, highlighting strengths and weaknesses of each option.
We present a set of numerical experiments where the analytical solution is known to investigate the trend of the error, and a more realistic test where the analytical
solution is not available. In the latter case, the ground truth solution is provided by the standard $\mathbb{P}^{1}$-Finite Element method (FEM) computed on a very fine grid. All the numerical experiments have been performed using a $\mathrm{C}++$ solver based on the Finite Element Library LifeV [4], on a Dell Inspiron 15R SE 7520 equipped with a 2.10 GHz Intel Core i7 processor and 8GB of RAM. More details are available in [8].

## Convergence analysis: The axisymmetric case

Consider problem (2.11) with $L_{x}=5, R=1, \mu=1, b_{x}=5, b_{r}=0, b_{\vartheta}=0, \sigma=10$. The forcing term and the boundary conditions on $\Gamma_{i n}$ are adjusted to match the following analytical solutions:

$$
\begin{align*}
& u_{R 2}(x, r, \vartheta)=\left(R^{2}-r^{2}\right)\left(L_{x}-x\right)^{2}  \tag{2.14a}\\
& u_{R 3}(x, r, \vartheta)=-\frac{1}{4} r^{2}+\frac{1}{6} r^{3}+\frac{1}{12}  \tag{2.14b}\\
& u_{R 4}(x, r, \vartheta)=\left(R^{2}-r^{2}\right)^{2}\left(L_{x}-x\right)^{2} \tag{2.14c}
\end{align*}
$$

fulfilling homogeneous Dirichlet, Neumann, and Robin lateral boundary conditions, respectively.

Top-Down basis. The boundary conditions on $\Gamma_{\text {lat }}$ in (2.11) can be generalized via the homogeneous Robin condition $\mu \nabla u \cdot \mathbf{n}+\chi u=0$. For $(\mu, \chi)=(0,1)$, and for $(\mu, \chi)=(1,0)$, the constraint reduces to a Dirichlet and Neumann boundary condition, respectively. Each case is discussed hereafter.

- Dirichlet $B C(\mu=0, \chi=1)$.

Consider the exact solution (2.14a), fulfilling homogeneous lateral Dirichlet boundary conditions. Figure 2.3 (left) shows the trend of the $L^{2}(\Omega)$-norm of the HiMod relative error, for different values of $h$ and $m$. For the largest values of $h$ the error stagnates, since the FEM error dominates the total error. Conversely, for small values of $h$, the error is dominated by the modal component.

The convergence rate is linear with respect to the reciprocal of the number of modes, which is consistent with the results in [9] on slabs.

HiMod is sensibly competitive with respect to the standard FEM in terms of accuracy and efficiency. For a given number of degrees of freedom (DOF), the HiMod error is consistently about one order of magnitude lower than the FEM error (Figure 2.3, right). Conversely, the number of DOF to obtain a desired tolerance is consistently smaller for the HiMod method than for FEM. Note that, for $\mathbb{P}^{1}$-FEM, the number of DOF coincides with the number of vertices of the mesh, whereas for HiMod it is given by the number of FE nodes along $\Omega_{1 D}$ multiplied by the number of modes. This translates into a considerable reduction of the computational time, validating HiMod as a viable strategy for replacing purely 1 D solvers, with a competitive computational cost.

- Robin $(\mu=1, \chi=1)$, Neumann $B C(\mu=1, \chi=0)$.

For $\mu=1, \chi=1$ an analytical solution is provided by (2.14c). Figure 2.4 (right) shows that the HiMod error decays as $O\left(N^{-1.5}\right)$, being $N$ the number of DOF. The same happens for $\chi=0$ (Neumann), with exact solution as in (2.14b) (Figure 2.4, left). Indeed, as noted in [9] for a slab, in the particular case of Neumann boundary data, an infinitely regular function whose odd derivatives vanish at the boundary is approximated by Fourier truncated series with spectral accuracy. This justifies the superconvergent trend. The gain yielded by HiMod with respect to standard FEM is evident also for these BC.

Bottom-Up basis. Since for our current technology only Dirichlet boundary conditions can be enforced with a Bottom-Up basis, parity-restricted Chebyshev and Zernike polynomials are used to approximate solution (2.14a). We order functions (2.10) as in Table 2.3 (see [19]), and we use a rectangular truncation such that $m=2 N_{r} N_{\vartheta}$, being $N_{r}$ and $N_{\vartheta}$ the number of radial and angular modes, respectively. The factor 2 takes into account the sinusoidal and cosinusoidal contribution in the


Figure 2.3: ADR with lateral Dirichlet BC: $L^{2}(\Omega)$-norm of the HiMod relative error as a function of $h$ and $m$ (left); Comparison between HiMod and FEM error for different exact solutions (right).
modal expansion. Differently, the ordering of the Zernike basis stems from the pyramidal structure of the basis, by construction. As a result, while the former basis allows for more flexibility in the distribution of the radial modes across the angular frequencies, the latter guarantees more robustness, especially when information about the solution of the problem is not known a priori.

Since the solution is axisymmetric, for the rectangular truncation of the parityrestricted Chebyshev basis we set $N_{\vartheta}=1$ and $N_{r}=m / 2$. The values of the relative error for $m=10$ are reported in Table 2.4, for different values of $h$ and the corresponding number of DOF. The relative error is super-convergent, decaying slightly faster than $O\left(h^{2}\right)$, and it is roughly constant as $m$ increases. In fact, the radial component belongs to the discrete space, and the error is dominated by the FEM discretization. The same considerations hold for the Zernike basis, that is equivalent in terms of numerical performance.

| $k$ odd |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
| $\cos (0 \vartheta)$ | $\xi_{1}^{E}(r)(\mathbf{1})$ | $\xi_{2}^{E}(r)(\mathbf{3})$ | $\xi_{3}^{E}(r)(\mathbf{7})$ | $\xi_{4}^{E}(r)(\mathbf{1 3})$ |  |
| $\cos (1 \vartheta)$ | $\xi_{1}^{O}(r)(5)$ | $\xi_{2}^{O}(r)(\mathbf{9 )}$ | $\xi_{3}^{O}(r)(\mathbf{1 5 )}$ | $\ldots$ |  |
| $\cos (2 \vartheta)$ | $\xi_{1}^{E}(r)(\mathbf{1 1 )}$ | $\xi_{2}^{E}(r)(\mathbf{1 7})$ | $\ldots$ |  |  |
| $\cos (3 \vartheta)$ | $\xi_{1}^{O}(r)(\mathbf{1 9 )}$ | $\ldots$ |  |  |  |


| $k$ even |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
| $\sin (1 \vartheta)$ | $\xi_{1}^{O}(r)(\mathbf{2 )}$ | $\xi_{2}^{O}(r)(4)$ | $\xi_{3}^{O}(r)(\mathbf{8 )}$ | $\xi_{4}^{O}(r)(\mathbf{1 4 )}$ |  |
| $\sin (2 \vartheta)$ | $\xi_{1}^{E}(r)(\mathbf{6 )}$ | $\xi_{2}^{E}(r)(\mathbf{1 0 )}$ | $\xi_{3}^{E}(r)(\mathbf{1 6 )}$ | $\ldots$ |  |
| $\sin (3 \vartheta)$ | $\xi_{1}^{O}(r)(\mathbf{1 2 )}$ | $\xi_{2}^{O}(r)(\mathbf{1 8 )}$ | $\ldots$ |  |  |
| $\sin (4 \vartheta)$ | $\xi_{1}^{E}(r)(\mathbf{2 0})$ | $\ldots$ |  |  |  |

Table 2.3: Ordering of the Bottom-Up basis functions. The numbering in bold refers to a triangular truncation, whereas a rectangular truncation employs the same number of radial basis functions for each angular frequency.

| h | DOF | Relative error |
| :---: | :---: | :---: |
| 0.5 | 110 | $6.894535 \mathrm{e}-03$ |
| 0.25 | 210 | $1.263055 \mathrm{e}-03$ |
| 0.1 | 510 | $1.338110 \mathrm{e}-04$ |
| 0.05 | 1010 | $2.428658 \mathrm{e}-05$ |
| 0.025 | 2010 | $4.384685 \mathrm{e}-06$ |

Table 2.4: ADR in a cylinder: relative error associated with the (Chebyshev) BottomUp basis for $m=10$ and different values of the FEM mesh size $h$.


Figure 2.4: ADR with Neumann (left) and Robin (right) lateral BC: $L^{2}(\Omega)$-norm of the HiMod relative error as a function of the number of DOF.

Convergence analysis: The non-axisymmetric case
Consider problem (2.11) with $L_{x}=5, R=1, \mu=1, b_{x}=5, b_{r}=0, b_{\vartheta}=0, \sigma=0$, and the non-axisymmetric solution

$$
\begin{equation*}
u(x, r, \vartheta)=r^{2}\left(e^{R^{2}-r^{2}}-1\right)\left(L_{x}-x\right) e^{\sin ^{2}(\vartheta)} \tag{2.15}
\end{equation*}
$$

The relative errors with respect to the $L^{2}(\Omega)$-norm for the Top-Down and BottomUp basis for $h=0.05$ and different numbers of modes are compared in Table 2.5. Note that, for the Chebyshev Bottom-Up basis, more factorizations for $m=2 N_{r} N_{\vartheta}$ may be feasible. In such a case, the two values for $N_{r}<N_{\vartheta}$ and $N_{r}>N_{\vartheta}$ are reported.

The Top-Down basis features slow convergence, and the ill-conditioning leads to the stagnation of the error. Nevertheless, for small $m$ this option may still be viable, especially to benefit from more flexibility in the choice of the lateral boundary conditions.

For the Bottom-Up approach, as already noted in [37], the Zernike basis outperforms the parity-restricted Chebyshev basis for small/moderate $m$, whereas the latter converges faster for large values of $m$. Nevertheless, the order of magnitude of the

|  | Bottom-Up |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Top-Down |  |  |  |  |
| m | Zernike | Chebyshev $\left(N_{\vartheta} \leq N_{r}\right)$ | Chebyshev $\left(N_{\vartheta} \geq N_{r}\right)$ | Bessel |
| 8 | $2.295050 \mathrm{e}-01$ | $3.946134 \mathrm{e}-01$ |  | $4.226621 \mathrm{e}-01$ |
| 16 | $3.417806 \mathrm{e}-02$ | $3.267148 \mathrm{e}-01$ | $2.268239 \mathrm{e}-01$ | $3.627250 \mathrm{e}-01$ |
| 18 | $3.417806 \mathrm{e}-02$ | $4.848936 \mathrm{e}-02$ |  | $3.373612 \mathrm{e}-01$ |
| 24 | $3.417806 \mathrm{e}-02$ | $4.100592 \mathrm{e}-02$ | $4.848936 \mathrm{e}-02$ | $3.401257 \mathrm{e}-01$ |
| 32 | $1.327025 \mathrm{e}-02$ | $4.100592 \mathrm{e}-02$ |  | $3.369967 \mathrm{e}-01$ |
| 40 | $1.327025 \mathrm{e}-02$ | $4.092920 \mathrm{e}-02$ | $8.566436 \mathrm{e}-03$ | $3.487149 \mathrm{e}-01$ |
| 48 | $9.647994 \mathrm{e}-03$ | $4.092733 \mathrm{e}-02$ | $8.566436 \mathrm{e}-03$ | $3.487152 \mathrm{e}-01$ |
| 50 | $9.647994 \mathrm{e}-03$ | $8.191322 \mathrm{e}-03$ |  | $3.487607 \mathrm{e}-01$ |
| 56 | $9.647994 \mathrm{e}-03$ | $4.092724 \mathrm{e}-02$ | $7.895026 \mathrm{e}-03$ | $3.517681 \mathrm{e}-01$ |

Table 2.5: ADR in a cylinder: $L^{2}(\Omega)$ - norm of the relative error associated with the Bottom-Up and Top-Down basis for a non-axisymmetric solution.
error for the two bases is comparable with few or many modal functions. The main remarkable difference between these two bases lies in regularity. Zernike polynomials satisfy all the regularity conditions by construction, yielding approximate solutions that are infinitely differentiable everywhere. Differently, as well explained in [121] for the approximation of the solution to the Bessel equation, with parity-restricted Chebyshev series "the solution is never formally regular, there is no indication of how bad the nonregularity actually is".

## Drug release modeling

We aim at modeling a drug-eluting stent deployed in a blood vessel. Stents are medical devices that are used in the surgical treatment of constricted arteries. They are inserted into the vessel in order to expand the lumen to prevent or alleviate an obstruction. In particular, drug-eluting stents slowly release a drug to inhibit cell proliferation, so to avoid the so-called vascular remodeling [55].

This test case describes the effects of an advective field on a local source term. Consider problem (2.11) on the same domain as in the previous test, with $u_{i n}=$ $R^{2}-r^{2}$ and a homogeneous Neumann condition on $\Gamma_{\text {out }}$. The physical parameters are set to $\mu=1, \sigma=0, b_{x}=5, b_{r}=0, b_{\vartheta}=0$, while the forcing term is designed to model the presence of a high concentration $c$ of drug in proximity of the wall, i.e.,

$$
\begin{equation*}
f(x, r, \vartheta)=c \mathbb{1}_{\left[\frac{L_{x}}{7}, \frac{L_{x}}{3}\right]}(x) \cdot \mathbb{1}_{\left[\frac{7}{10} R, R\right]}(r), \tag{2.16}
\end{equation*}
$$

where $\mathbb{1}_{[a, b]}$ denotes the characteristic function associated with the generic interval $[a, b]$. The concentration of drug and the mesh size along $\Omega_{1 D}$ are set to $c=10$ and $h=0.05$, respectively. Since this test case has no analytical solution, we refer to a FE approximation computed on a fine mesh of approximately $97 K$ nodes. The solution obtained with the Top-Down and Bottom-Up bases for $m=\{10,20,40\}$, and corresponding DOF $\in\{1010,2020,4040\}$, is shown in Figure 2.5. Since the problem is axisymmetric, the number of angular functions for the parity-restricted Chebyshev basis is set to $N_{\vartheta}=1$, so to enrich the approximation of the radial component of the solution as $m$ increases.

As proved in the convergence tests, the flexibility in the choice of the factorization of the number of parity-restricted Chebyshev modal functions leads to a fast convergence of the HiMod solution (Figure 2.5, center). Differently, the Zernike basis is slowly convergent (Figure 2.5 , right) due to the presence of angular modes associated with high frequencies, that do not bring any contribution to the approximation of the solution (Figure 2.6). Finally, ill-conditioning is responsible for the slow convergence of the Top-Down basis (Figure 2.5, left). In any case, even with a relatively large number of modes and independently of the choice of the basis, HiMod achieves the same level of accuracy as FEM with approximately $1 \%$ of the DOF $(O(1 K)$ vs. $O(100 K)$ ).

On balance, the tests presented here for the scalar case show that, in general, the Bottom-Up basis converges faster than the Top-Down basis, which suffers from ill-conditioning. Nevertheless, the latter allows to include any type of boundary


Figure 2.5: Drug-release modeling: longitudinal section along the $x y$-plane of FEM (top) and HiMod solution with $m=10$ (second row), $m=20$ (third row), $m=$ 40 (bottom) for Top-Down (left), parity-restricted Chebyshev (center), and Zernike basis (right).
conditions and the background of the SLE theory guarantees that the approach is accurate enough for practical applications, confirming the excellent results for slab domains provided in [9]. We plan to use this approach for patients specific coronary geometries with bioabsorbable stents, to model the elution process [86].
If geometric or analytical features of the solution are known a priori (as in the axisymmetric case), the parity-restricted Chebyshev basis is extremely efficient, thanks to the factorization of the spectral size, that allows to tailor the enrichment of the basis to the radial or angular components, separately. However, the regularity of the


Figure 2.6: Distribution of the radial modes ( $y$-axis) across cosinusoidal basis functions of different frequency ( $x$-axis), for parity-restricted Chebyshev (filled) and Zernike (dashed) polynomials, with $m=10$ (left), $m=20$ (center), $m=40$ (right).
approximation at the origin, as noted in [121], is not guaranteed, especially in the non-axisymmetric case.

When no information about the solution is available a priori, the Zernike basis is the most robust choice, guaranteeing convergence and regularity of the solution.

### 2.4 The Navier-Stokes equations in cylindrical coordinates

We extend the HiMod procedure to the generalized incompressible Navier-Stokes equations (NSE)

$$
\begin{cases}-\nabla \cdot(2 \nu \mathbb{D}(\mathbf{u}))+(\mathbf{u} \cdot \nabla) \mathbf{u}+\alpha \mathbf{u}+\nabla p=\mathbf{f} & \text { in } \Omega  \tag{2.17}\\ \nabla \cdot \mathbf{u}=0 & \text { in } \Omega \\ \mathbf{u}=\mathbf{0} & \text { on } \Gamma_{\text {lat }} \\ \mathbf{u}=\mathbf{u}_{0} & \text { on } \Gamma_{\text {in }} \\ (2 \nu \mathbb{D}-p \mathbb{I}) \mathbf{n} \cdot \mathbf{n}=0 & \text { on } \Gamma_{\text {out }}\end{cases}
$$

where $\alpha \geq 0$ and the kinematic viscosity $\nu>0$ are given constants, $\mathbf{f}: \Omega \rightarrow \mathbb{R}^{3}$ is a given force per unit mass, $\mathbf{u}=\left[u_{x}, u_{r}, u_{\vartheta}\right]: \Omega \rightarrow \mathbb{R}^{3}$ and $p: \Omega \rightarrow \mathbb{R}$ are the velocity field and the kinetic pressure, respectively, $\mathbb{D}(\mathbf{u})$ is the strain velocity tensor, $\mathbb{I}$ is the identity tensor, $\mathbf{u}_{0}$ is a given inflow profile, and $\mathbf{n}$ is the outward unit normal vector. These equations can be regarded as the result of the timediscretization of the unsteady counterpart with $\alpha=O\left(\Delta t^{-1}\right)$, being $\Delta t$ the time step. For $\alpha=0$ we recover the steady problem. We consider homogeneous Dirichlet conditions on the lateral boundary $\Gamma_{l a t}$, and Dirichlet and Neumann conditions on $\Gamma_{\text {in }}$ and $\Gamma_{\text {out }}$, respectively. We will denote by $\Gamma_{\text {dir }}$ the whole portion of the boundary where Dirichlet conditions are enforced.

### 2.4.1 The HiMod formulation

The weak form of problem (2.17) involves the Sobolev spaces $V=\left[H_{\Gamma_{d i r}}^{1}(\Omega)\right]^{3}$, $Q=L^{2}(\Omega)$, where $H_{\Gamma_{\text {dir }}}^{1}(\Omega)$ denotes the set of the functions in $H^{1}(\Omega)$ that fulfil Dirichlet conditions on $\Gamma_{d i r}$. We introduce a modal basis $\left\{\hat{\boldsymbol{\varphi}}_{u, k}\right\}_{k \in \mathbb{N}^{+}} \subset\left[H_{0}^{1}(\hat{\gamma})\right]^{3}$ and $\left\{\hat{\varphi}_{p, s}\right\}_{s \in \mathbb{N}^{+}} \subset L^{2}(\hat{\gamma})$ for the velocity and for the pressure, respectively, to define the

HiMod reduced spaces
$V_{m_{u}}=\left\{\mathbf{v}_{m_{u}}(x, \mathbf{y})=\sum_{k=1}^{m_{u}} \tilde{v}_{k}(x) \hat{\boldsymbol{\varphi}}_{u, k}\left(\psi_{x}(\mathbf{y})\right)\right.$, with $\left.\tilde{v}_{k} \in V_{1 D, u}, \hat{\boldsymbol{\varphi}}_{u, k} \in V_{\hat{\gamma}, u}, x \in \Omega_{1 D}\right\}$,
$Q_{m_{p}}=\left\{q_{m_{p}}(x, \mathbf{y})=\sum_{s=1}^{m_{p}} \tilde{q}_{s}(x) \hat{\varphi}_{p, s}\left(\psi_{x}(\mathbf{y})\right)\right.$, with $\left.\tilde{q}_{s} \in V_{1 D, p}, \hat{\varphi}_{p, s} \in V_{\hat{\gamma}, p}, x \in \Omega_{1 D}\right\}$,
where $m_{u}$ and $m_{p}$ denotes the number of modes related to the velocity and the pressure, respectively, $V_{1 D, u} \subseteq\left[H_{\Gamma_{d i r}}^{1}\left(\Omega_{1 D}\right)\right]^{3}$ and $V_{1 D, p} \subseteq L^{2}\left(\Omega_{1 D}\right)$ are the 1D spaces associated with the supporting fiber $\Omega_{1 D}$ for the velocity and the pressure, respectively, and with $V_{\hat{\gamma}, u}=\operatorname{span}\left\{\hat{\boldsymbol{\varphi}}_{u, k}\right\}, V_{\hat{\gamma}, p}=\operatorname{span}\left\{\hat{\varphi}_{p, s}\right\}$.
We introduce a uniform 1D grid $\mathscr{T}_{h}$ on $\Omega_{1 D}$ and we associate with this partition the FE spaces $V_{1 D, u}^{h}$, with $\operatorname{dim}\left(V_{1 D, u}^{h}\right)=N_{h, u}$ and basis $\left\{\boldsymbol{\zeta}_{u, l}=\left[\zeta_{x, l}, \zeta_{r, l}, \zeta_{\vartheta, l}\right]^{T}\right\}_{l=1}^{N_{h, u}}$, and $V_{1 D, p}^{h}$, with $\operatorname{dim}\left(V_{1 D, p}^{h}\right)=N_{h, p}$ and basis $\left\{\zeta_{p, l}\right\}_{l=1}^{N_{h, p}}$.

Concerning the choice of the modal basis, it is a priori possible to use a different number of modes, $m_{x}, m_{r}, m_{\vartheta}$, for the three components of the velocity, with corresponding bases $\left\{\hat{\varphi}_{x, k}\right\},\left\{\hat{\varphi}_{r, k}\right\},\left\{\hat{\varphi}_{\vartheta, k}\right\}$. For the sake of simplicity, we assume $m_{x}=m_{r}=m_{\vartheta}=m_{u}$ and $\hat{\varphi}_{x, k}=\hat{\varphi}_{r, k}=\hat{\varphi}_{\vartheta, k}=\hat{\varphi}_{u, k}$. Analogously, we set $\zeta_{x, l}=\zeta_{r, l}=\zeta_{\vartheta, l}=\zeta_{u, l}$. Thus, the HiMod velocity and pressure are expanded as

$$
\begin{align*}
& \mathbf{u}_{m_{u}}^{h}(x, \mathbf{y})=\sum_{k=1}^{m_{u}} \sum_{i=1}^{N_{h, u}}\left[u_{x, k, i}, u_{r, k, i}, u_{\vartheta, k, i}\right]^{T} \hat{\varphi}_{u, k}\left(\psi_{x}(\mathbf{y})\right) \zeta_{u, i}(x),  \tag{2.18}\\
& p_{m_{p}}^{h}(x, \mathbf{y})=\sum_{w=1}^{m_{p}} \sum_{s=1}^{N_{h, p}} p_{w, s} \hat{\varphi}_{p, w}\left(\psi_{x}(\mathbf{y})\right) \zeta_{p, s}(x),
\end{align*}
$$

while the test functions are defined as $\mathbf{v}_{m_{u}}^{h}=\left[\zeta_{u, b} \hat{\varphi}_{u, c}, \zeta_{u, b} \hat{\varphi}_{u, c}, \zeta_{u, b} \hat{\varphi}_{u, c}\right]^{T}$ for $b=$ $1, \ldots, N_{h, u}$ and $c=1, \ldots, m_{u}, q_{m_{p}}^{h}=\zeta_{p, l} \hat{\varphi}_{p, j}$ for $l=1, \ldots, N_{h, p}$ and $j=1, \ldots, m_{p}$. We refer to Appendix 7.3 for the explicit HiMod formulation of problem (2.17).

Algebraic and implementation aspects. After the HiMod discretization of the generalized Navier-Stokes problem, the resulting matrix has a block structure with the following partitioning of degrees of freedom: $m_{u} N_{h, u}$ DOFs are associated with
each component $u_{x}, u_{r}$ and $u_{\vartheta}$ of the velocity, whereas the remaining $m_{p} N_{h, p}$ degrees of freedom are related to the pressure. The outer block-structure couples the components of the velocity and the pressure, as it is standard for Navier-Stokes equations. Then, each macro-block shares the typical block-wise pattern of the HiMod reduction applied to a scalar problem (Figure 2.7).

From the implementation viewpoint, the assembly of the matrix is a bottleneck. In fact, for each pair of modes a full 3D problem has to be reduced to a 1 D problem by integration of the weak formulation. However, this can be done in parallel by exploiting the block structure of the matrix. At the coarser level we parallelize the component blocks with openMP sections. Then, within each section, the execution of the loop on the modal functions can be accelerated via a \#pragma omp for directive, since all the modal blocks are independent. The parallelization of the loops on the FE nodes is not efficient, because typically the FE blocks are much smaller than the macro-structure of the matrix, and the overhead associated with the creation and deletion of threads worsens the performance.
In the implementation, the innermost loop assembles the FE component, i.e., each 1 D problem solves for one mode on $\hat{\Omega}_{1 D}$. Another choice stems from swapping the order of assembly, so that each block provides the solution for all the modes at one FE grid point (see Figure 2.8). Although the two strategies of assembly are in principle equivalent, the efficiency of the solver may vary, especially with a view to a parallel implementation of the method. This is an issue that is still under investigation [23].

### 2.4.2 The inf-sup condition

As well known, the choice of finite dimensional spaces for velocity and pressure in (2.17) must fulfill the inf-sup condition [41, 34]. While the issue is largely investigated for finite element and spectral methods [38, 68, 153, 44], we are not aware of any theoretical result for hybrid methods that involve both the techniques. Separation of variables with different discretization techniques is considered for the inf-sup in $[22,149]$. A lower bound $\left(L_{B}\right)$ for the inf-sup constant is provided in [48, 25] for


Figure 2.7: Block structure of the HiMod matrix associated with the generalized Navier-Stokes equations. The indices $x, r, \vartheta, p$ in each block highlight the coupling of the three components of the velocity with the pressure.


Figure 2.8: Matrix pattern of the HiMod matrix by assembling one FE problem per mode (left) or by solving for all modes per FE (right).
the analysis of incompressible solids and fluids, acoustic fluids, plates and shells, and convective-dominated flows, with mixed finite elements. A sharp lower bound ( $L_{A}$ ) for the inf-sup constant for the Stokes problem in a semi-infinite two-dimensional channel discretized with a Laguerre-Legendre spectral method is proved in [22]. Although the present work deals with a three-dimensional setting discretized via a hybrid FE-spectral technique, the behavior of the aforementioned bounds has been tested for different pairs of modal spaces for the velocity and for the pressure. An analytical proof of the fulfilment of the inf-sup condition for the HiMod spaces is still a work in progress.
Consider equations (2.17) with $\alpha=0$ and negligible non-linear term (Stokes flow). Then, the algebraic form of the discrete weak formulation can be expressed synthetically as:

$$
\left[\begin{array}{cc}
\mathbf{A}_{h} & \mathbf{B}_{h}^{T}  \tag{2.19}\\
\mathbf{B}_{h} & -\frac{1}{\kappa} \mathbf{T}_{h}
\end{array}\right]\left[\begin{array}{l}
\mathbf{u}_{h} \\
\mathbf{p}_{h}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{f}_{h} \\
\mathbf{0}
\end{array}\right],
$$

where $\kappa \rightarrow \infty, \mathbf{u}_{h}, \mathbf{f}_{h} \in \mathbb{R}^{N_{h}^{u}}, \mathbf{p}_{h} \in \mathbb{R}^{N_{h}^{p}}, \mathbf{A}_{h} \in \mathbb{R}^{N_{h}^{u} \times N_{h}^{u}}, \mathbf{B}_{h} \in \mathbb{R}^{N_{h}^{u} \times N_{h}^{p}}$, and $\mathbf{T}_{h} \in \mathbb{R}^{N_{h}^{p} \times N_{h}^{p}}$ for selected discrete spaces $\mathscr{V}_{h}, \mathbb{Q}_{h}$ for the velocity and the pressure, respectively, with dimension $N_{h}^{u}=\operatorname{dim}\left(\mathscr{V}_{h}\right)$ and $N_{h}^{p}=\operatorname{dim}\left(\mathscr{Q}_{h}\right)$. Set $\mathbf{G}_{h}=\mathbf{B}_{h}^{T} \mathbf{T}_{h}^{-1} \mathbf{B}_{h}$, and let $\mathbf{S}_{h}$ be the norm matrix. Then, define the inf-sup constant as

$$
\begin{equation*}
\alpha_{h}=\inf _{\mathbf{w}_{h} \in \mathscr{Q}_{h}} \sup _{\mathbf{v}_{h} \in \mathscr{V}_{h}} \frac{\mathbf{w}_{h}^{T} \mathbf{G}_{h} \mathbf{v}_{h}}{\sqrt{\mathbf{w}_{h}^{T} \mathbf{G}_{h} \mathbf{w}_{h}} \sqrt{\mathbf{v}_{h}^{T} \mathbf{S}_{h} \mathbf{v}_{h}}} \tag{2.20}
\end{equation*}
$$

If $\alpha_{h}$ does not decrease to zero as the discretization is refined (i.e., as $h \rightarrow 0$ ), then the selected discrete spaces are inf-sup stable.
By adopting a heuristic approach based on the theory for the Finite Element and spectral methods (see, e.g., $[38,44]$ ), respectively, we use piecewise quadratic velocity/linear pressure for the axial dependence, and we set $m_{u}=m_{p}+2$ for the transverse one, as in [98]. A different choice has been pursued in [30], with $m_{u}=2 m_{p}-1$. Figure 2.9 (left,center) shows the numerical behavior of the lower bounds $L_{A}$ and $L_{B}$ of $\alpha_{h}$ for the pairs $\left(m_{p}+2, m_{p}\right)$ and $\left(2 m_{p}-1, m_{p}\right)$, respectively. For each choice of the spaces both the lower bounds are roughly constant as the size of the modal spaces


Figure 2.9: Inf-sup test: Lower bounds $L_{A}(\times)$ and $L_{B}(\circ)$ for the velocity/pressure modal spaces of dimensions $\left(m_{p}+2, m_{p}\right)$ (left), $\left(2 m_{p}-1, m_{p}\right)$ (center), and ( $m_{u}, 4$ ) (right).
increases. Moreover, by fixing the size of the pressure modal space to $m_{p}=4, L_{A}$ and $L_{B}$ do not decrease as the velocity modal space is enriched (see Figure 2.9 (right)). Therefore, as a preliminary analysis we can conclude that the selected modal spaces are numerically inf-sup stable.

### 2.4.3 Pole Conditions

The polar reference system is singular at the origin $(r=0)$. Therefore, suitable pole conditions have to be satisfied by a function in polar (cylindrical) coordinates in order to guarantee the regularity of the corresponding function in Cartesian coordinates [35, 89, 167]. The extension of such conditions to the vector case is not straightforward, since vectors are not invariant under the mapping between the two reference systems [29, 159]. For the specific case of the NSE, two types of pole conditions are derived in [122] and recalled below.
Consider the spectral expansion of the 3D velocity field and of the pressure

$$
\begin{equation*}
\left(u_{x}, u_{ \pm}, p\right)=\sum_{j=-\infty}^{+\infty}\left(u_{x, j}, u_{ \pm, j}, p_{j}\right) e^{i j \hat{\vartheta}} \tag{2.21}
\end{equation*}
$$

where $u_{ \pm, j}=u_{r, j} \pm i u_{\vartheta, j}$ (for the sake of simplicity, the axial and radial dependence is suppressed in the notation), and $i$ is the imaginary unit number.
(I) The essential pole conditions

$$
\begin{array}{rl}
u_{+, 0}=0 & j=0 \\
u_{+, 1}=0 & j=1  \tag{2.22}\\
u_{ \pm, j}=u_{x, j}=0 & j>1 \\
p_{j}=0 & j \geq 1
\end{array}
$$

are sufficient to ensure the well-posedness of the weak formulation of the NSE [123], as they guarantee the finiteness of the integrals of the bilinear form.
(II) The natural pole conditions

$$
\begin{array}{lll}
\frac{\partial^{k}}{\partial r^{k}} u_{+, j}=0 & k=1, \ldots, j, & j \geq 1 \\
\frac{\partial^{k}}{\partial r^{k}} u_{-, j}=0 & k=1, \ldots, j-2, & j \geq 3  \tag{2.23}\\
\frac{\partial^{k}}{\partial r^{k}} u_{x, j}=0 & k=1, \ldots, j-1, & j \geq 2
\end{array}
$$

together with the parity conditions, ensure the regularity of the solution at the pole. Note that, due to the coupling of the radial and angular coefficients of a cylindrical vector spectral expansion, the extension of the Parity Theorem to the vector case implies that the modal coefficients of the transverse components have opposite parity compared to the scalar case $[29,122,159]$. In particular, $u_{ \pm, j}$ has the same parity as $j+1$, and $u_{x, j}$ has the same parity as $j$.
The construction of a vector basis that satisfies (i) boundary conditions, (ii) wellposedness constraints, and, possibly, (iii) orthogonality and (iv) regularity conditions is challenging. Several methods have been proposed in the literature to simplify or reduce the constraints by decoupling the transverse components via a change of variable (see, e.g., [21, 122]), or by enforcing the constraints via additional terms in the spectral representation (tau-method, [121, 159]). However, applying such techniques to the HiMod formulation requires a considerable effort, related to the implementation of the numerical quadratures for the coefficients of the formulation. We stress here that HiMod is mainly intended to be an improved 1D solver rather than an
alternative to a 3D solver. In this respect, the efforts spent for the construction of a basis fulfilling requirements (i)-(iv) are not in the spirit of the method. The relevant question for our purpose is to what extent the fulfilment of the pole conditions is critical for our solver. This is exactly what we investigate hereafter.

### 2.4.4 Steady case: Poiseuille flow

We compare the performances of the Top-Down basis (2.5), solution to a 2D SturmLiouville eigenvalue problem, as opposed to the family of Bottom-Up basis functions of type (2.8). In both cases the scalar basis functions are used to discretize each component of the velocity. Note that, in general, only the axial component of the Top-Down and of the Zernike vector bases fulfils the essential and natural pole conditions. Nevertheless, when the velocity field is purely axial (as for the Poiseuille flow), the pole conditions on the transverse components are automatically satisfied. For the parity-restricted Chebyshev vector basis, not even the axial component is compliant with (2.22). However, such conditions are only sufficient for the well-posedness of the weak formulation of the NSE, therefore the feasibility of the solution is not compromised a priori.
For the Bottom-Up basis, we present results obtained with Chebyshev polynomials with quadratic shift. Results for the Zernike basis are similar.

Let $\Omega$ be a cylindrical domain with radius $R=0.5$ and length $L_{x}=6$. For the sake of the comparison between the two approaches, we enforce homogeneous Dirichlet boundary conditions on $\Gamma_{l a t}$, and we solve the generalized Stokes equations dropping the non-linear term in (2.17), completed with the following boundary conditions:

$$
\begin{cases}u_{x}=\frac{5}{L_{x}} \frac{\left(R^{2}-r^{2}\right)}{4 \mu} & \text { on } \Gamma_{\text {in }}  \tag{2.24}\\ u_{r}=u_{\vartheta}=0 & \text { on } \Gamma_{\text {in }} \\ (2 \nu \mathbb{D}-p \mathbb{I}) \mathbf{n} \cdot \mathbf{n}=0 & \text { on } \Gamma_{\text {out }} \\ u_{r}=u_{\vartheta}=0 & \text { on } \Gamma_{\text {out }},\end{cases}
$$

so that, for $\alpha=0$ (steady case), we have the classical Poiseuille flow (see, e.g., [64]). The HiMod discretization here employed selects $m_{u}=10, m_{p}=8$ and a uniform mesh along $\Omega_{1 D}$ of size $h=0.125$.

## Top-down basis

As shown in Figure 2.10 (top-left) the peak reached by the axial component of the HiMod velocity does not match the analytical profile. The pressure gradient, although constant as expected, is underestimated (Figure 2.10, bottom-left). Nevertheless, the accuracy of the approximation can be enhanced by further increasing the number of modes. Figure 2.11 (top) shows the trend of the $L^{2}(\Omega)$-norm of the relative error associated with the HiMod velocity and pressure as a function of the modal index, for different values of $h$. In this case, a refinement of the mesh does not provide any improvement in the accuracy of the HiMod solution since both the velocity and the pressure belong to the discrete space associated with $\Omega_{1 D}$. Hence, the global error is dominated by the modal error, which drops as the number of modal functions increases. Therefore, Bessel functions are inefficient in the spirit of a HiMod reduction, where few transverse modes are expected to ensure an accurate approximation. Finally, it is worth noting that the number of degrees of freedom necessary to guarantee a fixed level of accuracy is consistently smaller for HiMod than for FEM or, equivalently, for a fixed size of the problem, HiMod provides a more accurate solution than FEM (Figure 2.11, bottom).

## Bottom-up basis

In order to enforce the lateral boundary conditions, the basis functions (2.10) are employed to represent each component of the velocity field. As for the pressure, standard Chebyshev polynomials with quadratic shift are used, as no boundary condition is enforced on $p$. We employ $m_{p}=2 N_{r} N_{\vartheta}$ and $m_{u}=2\left(N_{r}+1\right) N_{\vartheta}$ modes for the pressure and for each velocity component, respectively. We set $N_{\vartheta}=1$, being the problem axisymmetric. Note that, in this case, it holds $m_{u}=m_{p}+2$, which is


Figure 2.10: Poiseuille flow: Exact (dotted line) and HiMod (solid line) axial velocity at $x=L_{x} / 3$ (top) and pressure drop (bottom) computed via a top-down (left) and a bottom-up (right) basis.


Figure 2.11: Poiseuille flow: $L^{2}(\Omega)$-norm of the HiMod relative error associated with a Top-Down basis for the velocity (left) and for the pressure (right), for different modes and mesh sizes (top); Comparison between the $L^{2}(\Omega)$-norm of the relative error associated with HiMod and FEM (bottom) for the velocity (left) and the pressure (right).
expected to yield an inf-sup stable discretization, and the essential pole conditions are automatically satisfied due to the axisymmetry of the solution.

The quadratic solution for the axial component of the velocity belongs to the approximation space, and the parity-restricted Chebyshev basis computes it with a global relative error of the order of $10^{-15}$ (Figure 2.10, top-right). The same considerations hold for the pressure, which is constant on each section and linear in $x$ (Figure 2.10, bottom-right).

A comparison between the Top-Down and the Bottom-Up basis shows that the former is less efficient than the latter, as expected [35]. In fact, accuracy is improved only with a large number of modes (Figure 2.11, top). Nevertheless, also for the Top-Down approach the error associated with the HiMod approximation is much smaller than with FEM for a fixed size of the discrete problem (Figure 2.11, bottom). Based on these results, the Bottom-Up basis is preferable for the approximation of vector problems with homogeneous Dirichlet lateral boundary conditions and will be adopted in the following numerical tests.

### 2.4.5 Unsteady case: Womersley flow

HiMod can be generalized to unsteady problems with no particular technical issues. The generalized Navier-Stokes problem needs to be solved at each time step as the result of a standard time discretization. In particular, we solve the problem on the Womersley test case, the well known unsteady counterpart of Poiseuille profile with a time-periodic pressure drop between inlet and outlet [198]. Note that the Womersley (and the Poiseuille) flow is the exact solution both to the Stokes and to the Navier-Stokes equations. The numerical tests presented here are obtained including the non-linear term. In our case, the pressure drop is given by $A L_{x} e^{i \omega t}$, with constant amplitude $A$, frequency $\omega=\frac{2 \pi}{T}$ and period $T$ (the heart beat). The interplay between the oscillatory flow frequency $\omega$ and the effects of the kinematic viscosity $\nu$ is described by the Womersley number Wo $=R \sqrt{\omega / \nu}$.

We reproduce here the test proposed in [127]. The amplitude and the period are set to $A=1$ and $T=1$ (i.e., $\omega=2 \pi$ ), respectively, while the length of the pipe and the radius are set to $L_{x}=2$ and $R=0.2$, respectively. We simulate the flow associated with different Womersley numbers, Wo $\in\{3,5,10,20\}$, by varying the viscosity of the fluid. We simulate a complete period by choosing $\Delta t=\frac{T}{4000}$, and we assign Neumann inflow/outflow axial conditions to enforce the pressure drop along the axial direction, homogeneous Dirichlet conditions for the transverse components of the velocity at the inlet/outlet, and no-slip lateral conditions. The mesh size along the axis $\Omega_{1 D}$ is $h=0.125$. For the parity-restricted Chebyshev basis, we set $N_{\vartheta}=1$, $N_{r} \in\{3,5,10,20\}$, so that the total number of pressure modes is $m_{p} \in\{6,10,20,40\}$ (and $m_{u}=m_{p}+2$ ).

The HiMod solution is compared to the analytical solution in Figure 2.12 at different times and for the different values of Wo. For low Womersley numbers, characterized by an oscillating profile very close to the Poiseuille parabolic solution, HiMod is accurate even with few modes. As the Womersley number increases, the wave front flattens in the center of the pipe and only a higher number of transverse modes is able to guarantee accuracy (Figure 2.12, third and fourth rows). Table 2.6 shows the $L^{2}(\Omega)$-norm of the absolute error associated with the HiMod velocity. It reduces of several orders of magnitude as the number of modes increases, and the higher the Womersley number, the more apparent the reduction.
The error obtained with Zernike polynomials is of the same order of magnitude at every time for all Womersley numbers and for all numbers of modes, except for $m_{p}=40$, with a discrepancy that increases with the Womersley number (see, e.g., Figure 2.13). In fact, as stated in [37] and confirmed by the numerical tests for an ADR problem, parity-restricted Chebyshev polynomials are more efficient than Zernike polynomials for large numbers of modes. Moreover, the radial modes of the Zernike basis are distributed by construction across different angular modes as $m_{p}$ is increased, in contrast with the parity-restricted Chebyshev basis, that allows for the construction of an axisymmetric solution by assigning all the radial modes to a
single (constant) angular function.
Figure 2.14 highlights the phase-lag between the (normalized) axial velocity and the oscillating (normalized) pressure on the centerline at the inlet for $\mathrm{Wo}=3$ and $m_{p}=10$, in accordance with $[198,101]$. The HiMod solution tightly matches the analytical profile.
We compare the HiMod results with the TEPEM numerical performance. In particular, we refer to Table I in [127]. The accuracy obtained with HiMod is clearly higher than with TEPEM for approximately the same number of modes, especially for highly oscillatory flows. This is likely a consequence of the strict correspondence between the geometry and the HiMod basis, in contrast with the Cartesian map used in TEPEM. On the other hand, TEPEM is easy to implement, being the modal basis a tensor product of univariate Legendre polynomials, even if at the expense of a lack of regularity in the geometrical map.

### 2.4.6 Choice of the size of the modal space

A critical aspect of the HiMod approach is the selection of the number of modes for the transverse approximation. This has been subject of several investigations [143], including adaptive a posteriori strategies [147, 145]. Here, for hemodynamics applications, we consider a practical solution based on the Womersley number. A similar approach is adopted in $[184,192]$ for the prescription of inflow boundary conditions, defined as a linear combination of elementary Womersley solutions up to the highest significant frequency, identified via the Fourier analysis of the measured data at the inlet and outlet. The approach followed here to select the number of modes is: (i) Compute a cheap yet sufficiently rich truncated modal expansion of a reference or measured solution and plot the modulus of the corresponding modal coefficients; (ii) Identify the first modal coefficient $c_{\bar{k}}$ such that the corresponding modulus and the modulus of all the following modal coefficients lie below a chosen threshold $\varepsilon$, i.e., $c_{\bar{k}}=\max \left\{c_{i}:\left|c_{i}\right|<\varepsilon, \forall i \geq \bar{k}\right\}$; (iii) Set the dimension of the discrete modal space to $k=\bar{k}-1$. Note that the asymptotic decay of the modal

|  |  | $t[s]$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | $\Delta t$ | $T / 8$ | $T / 4$ | $3 T / 8$ |
| $\mathrm{Wo}=3$ | $m_{p}=6$ | $6.1605 \mathrm{e}-05$ | $3.0130 \mathrm{e}-04$ | $3.7547 \mathrm{e}-04$ | $2.3274 \mathrm{e}-04$ |
|  | $m_{p}=10$ | $6.1605 \mathrm{e}-05$ | $3.0130 \mathrm{e}-04$ | $3.7547 \mathrm{e}-04$ | $2.3274 \mathrm{e}-04$ |
|  | $m_{p}=20$ | $1.0816 \mathrm{e}-05$ | $2.3650 \mathrm{e}-05$ | $3.9187 \mathrm{e}-05$ | $3.9295 \mathrm{e}-05$ |
|  | $m_{p}=40$ | $3.8581 \mathrm{e}-08$ | $2.2202 \mathrm{e}-05$ | $3.9162 \mathrm{e}-05$ | $3.7966 \mathrm{e}-05$ |
| $\mathrm{Wo}=5$ | $m_{p}=6$ | $1.4950 \mathrm{e}-03$ | $2.9939 \mathrm{e}-04$ | $1.7631 \mathrm{e}-03$ | $2.4781 \mathrm{e}-03$ |
|  | $m_{p}=10$ | $1.4950 \mathrm{e}-03$ | $2.9939 \mathrm{e}-04$ | $1.7631 \mathrm{e}-03$ | $2.4781 \mathrm{e}-03$ |
|  | $m_{p}=20$ | $1.2740 \mathrm{e}-04$ | $2.3878 \mathrm{e}-04$ | $2.0445 \mathrm{e}-04$ | $8.6548 \mathrm{e}-05$ |
|  | $m_{p}=40$ | $2.6278 \mathrm{e}-08$ | $2.2155 \mathrm{e}-05$ | $5.3320 \mathrm{e}-05$ | $7.2622 \mathrm{e}-05$ |
| $\mathrm{Wo}=10$ | $m_{p}=6$ | $9.2405 \mathrm{e}-03$ | $9.2813 \mathrm{e}-03$ | $4.7665 \mathrm{e}-03$ | $4.6525 \mathrm{e}-03$ |
|  | $m_{p}=10$ | $9.2405 \mathrm{e}-03$ | $9.2813 \mathrm{e}-03$ | $4.7665 \mathrm{e}-03$ | $4.6525 \mathrm{e}-03$ |
|  | $m_{p}=20$ | $2.4344 \mathrm{e}-03$ | $9.3545 \mathrm{e}-04$ | $1.6594 \mathrm{e}-03$ | $3.0479 \mathrm{e}-03$ |
|  | $m_{p}=40$ | $1.8549 \mathrm{e}-08$ | $2.0676 \mathrm{e}-05$ | $5.8521 \mathrm{e}-05$ | $9.0916 \mathrm{e}-05$ |
| $\mathrm{Wo}=20$ | $m_{p}=6$ | $9.7086 \mathrm{e}-03$ | $1.6770 \mathrm{e}-02$ | $1.5177 \mathrm{e}-02$ | $6.6678 \mathrm{e}-03$ |
|  | $m_{p}=10$ | $9.7086 \mathrm{e}-03$ | $1.6770 \mathrm{e}-02$ | $1.5177 \mathrm{e}-02$ | $6.6678 \mathrm{e}-03$ |
|  | $m_{p}=20$ | $7.4874 \mathrm{e}-03$ | $8.7910 \mathrm{e}-03$ | $5.7941 \mathrm{e}-03$ | $3.5640 \mathrm{e}-03$ |
|  | $m_{p}=40$ | $1.2963 \mathrm{e}-08$ | $1.9626 \mathrm{e}-05$ | $6.0757 \mathrm{e}-05$ | $9.9285 \mathrm{e}-05$ |

Table 2.6: Womersley flow: $L^{2}(\Omega)$-norm of the error associated with the HiMod velocity for different Wo numbers and at different times.


Figure 2.12: Womersley flow in a cylindrical pipe: In each panel velocity (top) and axial component (bottom) profile for the exact (left and solid line) and the HiMod (right and $\nabla, \Delta, \triangleleft, \triangleright$ markers) solution at $x=L_{x} / 2$ at times $t=0, T / 8, T / 4,3 T / 8$ (left-right) for $\mathrm{Wo}=3,5,10,20$ (first-fourth row).


Figure 2.13: Womersley flow in a cylindrical pipe for $\mathrm{Wo}=20$ : exact (solid black line) and HiMod solution ( $\nabla, \Delta, \triangleleft, \triangleright$ markers) with parity-restricted Chebyshev (left) and Zernike (right) basis at $t=3 T / 8$.
coefficients is guaranteed by Parseval's identity. In particular, the convergence rate for Chebyshev series is proved in [36].

To test the idea, we compute the spectral size for different flows corresponding to Womersley numbers Wo $\in\{5,10,15,20\}$ in a cylinder with length $L_{x}=2$ and constant radius $R=0.2$ by applying the procedure described above. Figure 2.15 shows the decay of the modal coefficients of the exact axial velocity and the selected spectral size $k$ after a truncation with tolerance $\varepsilon=10^{-5}$. It is worth noting that, for a fixed $\varepsilon$, the selected dimension of the modal space increases with the Womersley number, in accordance with the results obtained in Section 2.4.5. We also notice that, for the range of Womersley number considered, which is spanning a physiological range in humans, a number of modes $\leq 10$ is enough.

Remark. HiMod and full FEM solvers solve the same problem with a different number of degrees of freedom. In particular, HiMod improves 1D solvers and runs on architectures that not necessarily belong to the category of High Performance Computing facilities. In fact, in practice, for some applications such as computational fluid dynamics in clinical routine, having access to this kind of facilities is not always possible.


Figure 2.14: Womersley flow in a cylindrical pipe: Normalized exact (solid line) and HiMod (dotted line) pressure; normalized exact (dashed line) and HiMod $(\times)$ axial velocity on the centerline at the inlet for $\mathrm{Wo}=3, m_{p}=10$.

Performing a comparison based on the computational time is therefore quite problematic, as the different solvers run on different architectures, with different implementations and, ultimately, with different linear algebra cores. This circumstance was already pointed out in [127], where a comparison based on execution time required a normalization of the CPU per computing node, as TEPEM was running on much simpler architectures than FEM. We do think that the number of degrees of freedom is an objective indicator to establish a fair comparison, being independent of factors that do not strictly attain at the methods. The fact that HiMod with cylindrical coordinates is competitive with TEPEM indirectly confirms that HiMod is competitive vs. FEM also in terms of CPU time.
More in general, we argue that, with comparable architectures and the most appropriate choices of the linear algebra solvers, HiMod does outperform FEM in terms of computational time. In fact, the additional costs of the assembly of the HiMod system matrix (due to the numerical quadratures of the HiMod coefficients) is expected to be considerably compensated by the computational saving associated with the solution of a smaller yet "educated" algebraic system. Furthermore, the multi-level block-structure of the HiMod matrix makes the assembly phase easily parallelizable


Figure 2.15: Modal coefficients of the Womersley solution for $\mathrm{Wo}=5$ ( o ), $\mathrm{Wo}=10$ $(\square)$, Wo $=15(\triangle)$, Wo $=20(\times)$. The truncation is performed with a tolerance of $\varepsilon=10^{-5}$ (dashed line).
both with distributed- and shared-memory paradigms. The preliminary numerical experiments run in [23] for ADR problems using distributed-memory architectures showed that superlinear speedup can be achieved. This feature is extremely convenient especially for nonlinear or time-dependent problems, where each iteration requires updating the system matrix, as it can significantly expedite the execution.

Hence, overall, we stress that the fact that HiMod may reliably run on smaller computers is per se a value of our approach, as it enables using computational fluid dynamics on small and local facilities, with a significant practical impact.

### 2.5 Numerical Tests in Axisymmetric and NonAxisymmetric Domains

We present some further numerical tests inspired by computational hemodynamics. The ultimate goal of HiMod in this field is to provide an efficient way for simulating blood flow in arteries with computational costs comparable to 1D models, yet preserving a sufficient local accuracy in the transverse components. TEPEM, presented in [127], already demonstrated that this is possible. We provide here a proof of concept in a cylindrical framework by using axisymmetric and non-axisymmetric geometries. In such a context, the properties of the modal basis are crucial for the local regularity of the solution. Based on the results obtained so far, parity-restricted Chebyshev polynomials are adopted for axisymmetric problems because of their flexibility and efficiency, whereas Zernike polynomials are selected for the general case, due to their robustness and regularity. Moreover, a modified basis of Zernike polynomials is introduced by scaling the transverse components by $r$. This allows for the fulfilment of the pole conditions not only for the axial, but also for the transverse components of the basis, and of the parity conditions for vector functions in cylindrical coordinates. Despite the limitations and the challenges in the construction of a suitable modal basis, the HiMod solution will be able to capture the transverse dynamics induced in the flow by the geometry or by the physics with a relatively small number of degrees of freedom.

### 2.5.1 Axisymmetric models

We consider three types of geometries that model (i) the natural tapering, (ii) a local expansion (aneurysm), and (iii) a local constriction (stenosis) of blood vessels.

Tapered pipes. Tapering has a significant impact on hemodynamics (and, consequently, on the design of grafts and prosthesis [65, 49, 103]). Following [164], we
consider a pipe with radius

$$
\begin{equation*}
R(x)=-(\tan \Psi) x+R_{i n}, \tag{2.25}
\end{equation*}
$$

where $\Psi=\frac{\left(R_{\text {out }}-R_{\text {in }}\right)}{L_{x}}$ is the tapering angle, and with $R_{\text {in }}$ and $R_{\text {out }}$ the radius of the inflow and of the outflow section, respectively (Figure 2.16, top).
We set $R_{\text {in }}=1, R_{\text {out }}=0.5$, and $L_{x}=6$, and we solve the Navier-Stokes equations with the Womersley flow as an inflow velocity profile with $A=1, \nu=2.75 \times 10^{-2}$. The transverse components are set to 0 on all the boundaries, and axial Neumann conditions are enforced at the outlet. The space and time discretization steps are $h=0.125$ and $\Delta t=1 / 100$, respectively. The number of basis functions for the parity-restricted Chebyshev basis is $m_{p}=16, m_{u}=18\left(N_{\vartheta}=1, N_{r}=8\right)$.

The flow is driven by a space-dependent time-oscillating pressure gradient (Figure 2.17 , left). The oscillation of the Womersley velocity profile at the center of the inlet section of the pipe increases along the $x$-axis, so that the maximal oscillation is reached at the outlet (Figure 2.17, right). On each transverse section and at each time step, the $x$-component of the velocity reproduces a Womersley-like profile (Figure 2.18, top). The tapering of the domain triggers transverse dynamics, and the velocity is not purely axial. The presence of a radial component is correctly detected by the HiMod solution (Figure 2.18, center). In particular, the planar components point inward as long as the peak of the axial velocity is positive, and turn outward as soon as the flow reverses. Figure 2.18 (bottom) shows the 3D HiMod approximation for the velocity at four different times on the whole domain.

Aneurysmatic vessels. An aneurysm is a balloon-like dilation in an arterial vessel (Figure 2.16, center). The growth and rupture of the bulge is related to hemodynamics factors, such as blood velocity, wall shear stress, pressure, particle residence time and flow impingement [162]. We model the radius of the bulge as a quadratic exponential function of the axial variable, i.e.,

$$
\begin{equation*}
R(x)=R_{i n}+\kappa e^{-\left(x-\frac{L_{x}}{2}\right)^{2}} \tag{2.26}
\end{equation*}
$$



Figure 2.16: Sketch of a tapered pipe (top), of an aneurysmatic (center) and of a stenotic (bottom) vessel.
where $R_{\text {in }}$ is the radius of the inflow and of the outflow sections, while $\kappa$, with $\kappa \in[0,1]$, takes into account the entity of the dilation. We set specifically $R_{\text {in }}=0.5$, $L_{x}=6$, and $\kappa=0.45$, and we solve the NSE with the same conditions and data used above for a tapered pipe.
At each time the pressure is linear along the $x$-axis in the inflow and outflow cylindrical segments, with an inflection point in the aneurysm. In particular, it increases where the vessel enlarges, and it reduces where the regular lumen of the vessel is restored (Figure 2.19, left). The axial velocity on the centerline drops inside the bulge, for the conservation of mass (Figure 2.19, right). We refer to [94] for a detailed analysis of the effect of the size $\kappa$ of the aneurysm on the pressure and velocity profiles. The axial component of the velocity on each transverse section features a Womersley-like profile (Figure 2.20, top). The flow inversion in the bulge, in the proximity of the wall, is much milder than in the inflow and proximal sections (Figure 2.20, top-right). The transverse components of the velocity upstream of the aneurysm are directed outward until the flow reverses (Figure 2.20, center). The 3D velocity profiles on different sections are shown in Figure 2.20 (bottom).

Stenotic vessels. We consider a local constriction like in atherosclerotic plaques (Figure 2.16, bottom), modeled as in (2.26), with $\kappa \in[-1,0]$. Due to the symmetry of the problem, the numerical solution obtained with a Womersley inflow profile is the counterpart of the solution obtained in an aneurysmatic vessel for $\kappa<0$ and with the same data, and is therefore omitted for the sake of brevity. A full description of the results can be found in [94].
In order to assess the quality of the HiMod approximation of transverse dynamics, we are interested in solving an Oseen problem [24] by linearizing the non-linear term in (2.17) with a twisting time-dependent convective field given by $\mathbf{b}(t)=$ $\left[b_{x}, b_{r}, b_{\vartheta}\right]^{T}=\left[1,0,2 t^{2}\right]^{T}$. In this case we set the inflow profile as a paraboloid with amplitude $A$ increasing in time as $A(t)=2 t^{2}$.
As the geometry and the rotational convective field activate the coupling of the radial and angular components of the velocity, the regularity properties of the modal
basis have a major impact on the HiMod approximation. The Cartesian transverse components ( $u_{y}$ and $u_{z}$ ) of the solution obtained with the parity-restricted Chebyshev basis and the Zernike basis are singular at $r=0$ (Figure 2.21, top, first and second plot). On the contrary, the modified Zernike basis yields a smooth solution, thanks to the compliance with the natural pole conditions (third panel in Figure 2.21, top). The 2D plot of the transverse components of the HiMod velocity on the section at $x=2 L_{x} / 3$ and at $t=1$ is shown in Figure 2.21 (top-right).

### 2.5.2 Non-axisymmetric models

As a simplified model of a non axisymmetric geometry, we consider a pipe with elliptical section, with major and minor axis of length $Y$ and $Z$, respectively, and $Z<Y$. We perturb $Y$ and $Z$ with a negative and positive sinusoidal function of $x$, respectively, so that $a(x)=Y-Y / 4 \sin \left(4 \pi x / L_{x}\right)$, and $b(x)=Z+Z / 4 \sin \left(4 \pi x / L_{x}\right)$ (Figure 2.22, first two rows). As a result, the surface can be expressed as a function of $x$ and $\vartheta$ as

$$
\begin{equation*}
R(x, \vartheta)=\frac{a(x) b(x)}{\sqrt{a^{2}(x) \sin ^{2}(\vartheta)+b^{2}(x) \cos ^{2}(\vartheta)}} \tag{2.27}
\end{equation*}
$$

We solve a steady Oseen problem with convective field $\mathbf{b}=\left[b_{x}, b_{r}, b_{\vartheta}\right]^{T}=[10,0,5]^{T}$ and a parabolic inflow profile $u_{0}(r, \vartheta)=U\left(1-r^{2} / R(0, \vartheta)^{2}\right)$ of amplitude $U=1$, and the unsteady NSE with an oscillating parabolic inflow profile $u_{i n}(r, \vartheta, t)=$ $u_{0}(r, \vartheta) \sin (2 \pi t)$. We set $Y=0.2, Z=0.1, L_{x}=2$, and $\nu=2.75 \times 10^{-2}$. The number of modes for the pressure, the mesh size along $\Omega_{1 D}$, and the time step are set to $m_{p}=12\left(N_{\vartheta}=3, N_{r}=2\right), h=0.02$, and $\Delta t=1 / 100$, respectively.

In the steady Oseen problem, the rotational component of the convective field and the lack of axial symmetry in the geometry trigger transverse dynamics in the velocity field. As already observed for the Oseen problem in an axisymmetric stenotic pipe, the fulfilment of the pole conditions is crucial for the local regularity of the HiMod solution. In fact, only the transverse components obtained with the modified Zernike basis are smooth at the origin (Figure 2.21, bottom). Therefore, for the solution
of the non-linear time-dependent problem commented hereafter only the modified Zernike basis is adopted.
The opposite sign of the perturbation of the axes of the transverse section along the main stream is reflected in the oscillatory pattern of the transverse components of the velocity (Figure 2.22, third and fourth row). The radial component features a cosinusoidal behavior, with a positive (negative) oscillation along the minor (major) axis of the section when it is decreasing (increasing) along $x$, and conversely. Differently, the angular component is characterized by a sinusoidal pattern, induced by the widening or narrowing of the vessel. The combination of such dynamics is visualized in the vector plots of Figure 2.22 (last row).
We stress that the transverse dynamics properly described in these results are out of reach for 1D models, while HiMod - that conceptually is a sort of 1D enriched modeling - is able to capture the local components of these dynamics by properly tuning the spectral discretization.

### 2.5.3 Patient-specific geometries

The reconstruction of the human vasculature from medical images has been pursued since the early 90s (see, e.g. [14, 76]). The fundamental steps are: 1) Extract the lumen of interest from each frame (segmentation), which is typically done by level-set based methods; 2) Connect the different frames, which, with a CT dataset, requires stacking the different slices obtained from the images in a volume; 3) Extract the surface of the volume typically in the form of a triangulated surface (STL file). Possibly, the surface needs smoothening operations to regularize the impact of image or segmentation artifacts. These steps are conveniently implemented in the open-source library vmtk [15].

In the HiMod frame, special processing procedures are required by the spacial discretization, to enhance the separation of variables. In [30], the physical domain is approximated as a sequence of slabs, called pipe-like elements. A generic element is mapped to a reference domain, defined as the cube $(\xi, \eta, \zeta) \in(-1,1)^{3}$. More
precisely, each transverse section $\gamma_{x}$ of the vessel is mapped to the reference fiber $\hat{\gamma}=(-1,1)^{2}$ via cubic serendipity polynomials $\left\{S_{i}\right\}_{i=1}^{12}$. Then, three consecutive sections are interpolated with quadratic interpolating polynomials $\left\{Q_{k}\right\}_{k=1}^{3}$ defined on the nodes $\left\{\xi_{k}\right\}=\{-1,0,1\}$. As a result, the map from the reference domain to the real geometry reads as:

$$
\begin{equation*}
\chi_{E}(\xi, \eta, \zeta)=\sum_{k=1}^{3} \chi_{k}^{g}(\xi, \eta) Q_{k}(\zeta)=\sum_{k=1}^{3} \sum_{i=1}^{12} \mathbf{x}_{i}^{(k)} S_{i}(\xi, \eta) Q_{k}(\zeta), \tag{2.28}
\end{equation*}
$$

where $\left\{\mathbf{x}_{i}^{(k)}=\left(x_{i}^{k}, y_{i}^{k}, z_{i}^{k}\right): i=1, \ldots, 12\right\}$ is the set of points on the transverse section mapped from the section $\zeta=k-2$ on the reference domain. Although a Cartesian reference system is practical for the construction of a (modal) basis via tensor product, mapping a cylinder to a cube introduces singularities that may spoil the numerical approximation of the problem.
In this work we construct a different geometric map defined on a cylinder with unit radius as a reference domain, which is more tailored to hemodynamics applications. This choice leads to a simpler structure and a higher regularity of the geometric map, with a potential improvement in the accuracy of the numerical solution. More specifically, the polar reference system allows a lower-dimensional approximation of the transverse fiber. Indeed, each section $\gamma_{x}$ is mapped to the unit disk $\hat{\gamma}$, so that the physical boundary $\partial \gamma_{x}$ is parametrically described by the radius as a function of the angular coordinate $\vartheta$. Accordingly, the map $\chi_{k}^{g}$ in (2.28) reduces to a scalar 1D interpolating function of $\vartheta$, i.e.,

$$
\begin{equation*}
\chi_{k}^{g}(\vartheta)=\sum_{i=1}^{\Sigma_{k}} \mathbf{p}_{i}^{(k)} P_{i}(\vartheta) \tag{2.29}
\end{equation*}
$$

where $\mathbf{p}_{i}^{(k)}=\left(x^{(k)}, r_{i}^{(k)} \cos \left(\vartheta_{i}\right), r_{i}^{(k)} \sin \left(\vartheta_{i}\right)\right)$, and $\Sigma_{k}$ is the number of sampled points on the boundary $\partial \gamma_{x^{(k)}}$. In particular, the polynomials $\left\{P_{i}\right\}_{i=1}^{\Sigma_{k}}$ are chosen as periodic cubic splines to suit the periodicity of the domain. Then, the whole sequence of $N_{s}$ slices can be interpolated via piecewise cubic Hermite polynomials $\left\{H_{k}\right\}_{k=1}^{N_{s}}$, so that
the global map reads as

$$
\begin{equation*}
\chi_{E}(\zeta, \vartheta)=\sum_{k=1}^{N_{s}} \sum_{i=1}^{\Sigma_{k}} \mathbf{p}_{i}^{(k)} P_{i}(\vartheta) H_{k}(\zeta) \tag{2.30}
\end{equation*}
$$

Figure 2.23 shows different sections interpolated on the $\vartheta$-quadrature nodes.
We solve the Navier-Stokes Equations in the patient-specific geometry shown in Figure 2.24 (top), obtained from medical images (OCT, courtesy of Dr. Giulio Guagliumi, Hospital Papa Giovanni XXIII, Bergamo (Italy), and Marina Piccinelli). The inflow profile is obtained from real data via polynomial interpolation (see Figure 2.24 , bottom-left). Despite the issues related to the employment of a vector modal basis in polar coordinates on a non-axisymmetric geometry, the model is capable of capturing the blood recirculation downstream of the stenosis (see streamlines in Figure 2.24, bottom-right), which is relevant for therapeutic purposes, as it is an indicator of the progression of the stenotic plaque.

### 2.6 Conclusions

In this work we extended the Hierarchical Model Reduction to geometries described by a cylindrical coordinate system. While the application of HiMod to 2D or 3D slabs is straightforward thanks to the Cartesian tensor product, the cylindrical setting requires a specific analysis. Using polar coordinates in spectral discretizations raises some challenges inherited by a HiMod reduction in a cylindrical framework. A possible approach, based on mapping the circular sections to Cartesian (square) sections was already investigated in [127]. Here we resorted to a genuine polar coordinate spectral discretization, which seems more natural for domains like the ones occurring in computational hemodynamics. Nevertheless, the selection of appropriate basis functions is troublesome both for the scalar case, as excellently pointed out in [37], and - even more - for the vector case, where additional analytical, numerical, and physical constraints need to be met.

First, we considered a standard ADR problem. The comparison between the HiMod solution and the corresponding 3D approximation highlights the competitiveness of HiMod with respect to FEM, both in terms of computational effort and accuracy of the approximation. HiMod significantly improves any 1D solver, with no meaningful detriment for the computational costs, independently of the choice of the basis. In general, a Bottom-Up approach is more efficient than a Top-Down procedure, both for axisymmetric and non-axisymmetric solutions that satisfy homogeneous Dirichlet lateral boundary conditions. However, the latter allows for more flexibility in the choice of the lateral boundary conditions. Among the Bottom-Up bases, there is no best choice. For problems where some a priori information (symmetry, spectral properties, ...) about the solution is available, the parity-restricted Chebyshev basis is more efficient, since it allows for more freedom to suitably distribute the radial modes across the angular components. For general problems, the Zernike basis is performing better for small numbers of modes, but it is outperformed by the parityrestricted Chebyshev polynomials for $m$ large. Moreover, among these two specific basis types, the regularity of the solution at the pole is guaranteed by the Zernike but not by the Chebyshev polynomials.
The extension to vector problems for the incompressible Navier-Stokes equations is more problematic, as the construction of a basis that satifies (i) boundary conditions, (ii) well-posedness constraints, and, possibly, (iii) orthogonality and (iv) regularity conditions at the pole is still an open problem. As the Top-Down approach lacks approximability properties, a Bottom-Up strategy seems more viable. With this type of basis we were able to solve the incompressible Navier-Stokes equations with a small number of degrees of freedom, so to make the HiMod solver competitive with purely 1D codes, yet retaining transverse dynamics. As found for scalar problems, the parity-restricted Chebyshev vector basis is more efficient for axisymmetric problems. For general problems, the Zernike vector basis is more robust and, with a suitable scaling of the transverse components, it is able to provide smooth solutions.
In comparison with "Cartesian" strategies like in the TEPEM [127], we take ad-
vantage of the regularity of the geometrical map, so to have better performances in reducing the degrees of freedom. It is apparent that the cylindrical frame has several drawbacks, in particular from the implementation standpoint. In particular, the assembly of the matrix requires more effort in the presence of complex geometries. Furthermore, it is worth noting that other bases beyond parity-restricted Chebyshev and Zernike could be considered, including hybrid strategies using the Top-Down approach for each component of the velocity (for the easiness of including the boundary conditions) and the pressure separately, or the Logan-Shepp basis [37].
The natural follow-up of the present work is the extension of HiMod to patientspecific geometries and the set-up of a network solver where each pipe is treated as in the present paper, as done in [30] (in a Cartesian frame). Simultaneously, we plan to introduce fluid-structure simplified models in the HiMod solver, so to ultimately compare a 1D HiMod network solver with the current 1D solvers used in hemodynamics and gasdynamics, based on the Euler equations [140]. In both the cases, upon the results of the present paper, we plan to use the (modified) Zernike polynomials as at the current status of our knowledge they provide the best trade-off between approximation and efficiency. The final goal is to replace current solvers with the HiMod ones, to adjust the local accuracy for the transverse components by suitably selecting the spectral discretization parameters.
A comprehensive analysis of the inf-sup condition for the HiMod basis in a cylindrical (as well as in Cartesian) frame still requires investigation.


Figure 2.17: Womersley-like flow in a tapered pipe: Oscillating pressure (left) and centerline velocity (right) at $x=0$ (dotted line), $x=L_{x} / 3$ (dashed line), and $x=2 L_{x} / 3$ (solid line).

(a) $t=0.08 \mathrm{~s}$
(b) $t=0.16 \mathrm{~s}$
(c) $t=0.32 \mathrm{~s}$
(d) $t=0.48 \mathrm{~s}$

Figure 2.18: Womersley-like flow in a tapered pipe: Axial velocity at $x=0$ (dotted line), $x=L_{x} / 2$ (dashed line), and $x=L_{x}$ (solid line) (top); Radial velocity at $x=L_{x} / 3$ (center) and 3D HiMod velocity profile (bottom) at different times.


Figure 2.19: Womersley-like flow in an aneurysmatic pipe: Pressure (left) and axial velocity on the centerline (right) along the $x$-axis at $t=0.08 s$ (dotted line), $t=0.16 s$ (dashed line), and $t=0.24 s$ (solid line).


Figure 2.20: Womersley-like flow in an aneurysmatic vessel: Axial velocity at $x=0$ (dotted line), $x=L_{x} / 3$ (dashed line) and $x=L_{x} / 2$ (solid line) sections (top); Radial velocity at $x=L_{x} / 3$ (center); 3D HiMod velocity profile (bottom) at different times.


Figure 2.21: Starting flow in a stenotic pipe at $x=2 L_{x} / 3$ and at $t=1$ (top) and steady Oseen flow in a non-axisymmetric pipe at $x=L_{x} / 2$ (bottom) with twisting convective field: $y$ - (dashed line) and $z$ - (solid line) component of the velocity along the $y$ axis with parity-restricted Chebyshev (first column), Zernike (second column), and modified Zernike (third column) basis; Transverse components of the velocity (fourth column).


Figure 2.22: Womersley-like flow in a non-axisymmetric vessel: $x y$ - and $x z$-plane view of the geometry (first and second row); color plots of the radial (third row) and angular (fourth row) components of the velocity and vector plots of the transverse components of the velocity (fifth row) at $x=1$ (left) and $x=1.5$ (right) at $t=0.24 s$.


Figure 2.23: STL sections (solid line) and HiMod map (dotted line) on the $\vartheta$ quadrature nodes along the domain. The intersection between the transverse fiber and the centerline of the vessel is marked with a cross $(\times)$.


Figure 2.24: Patient-specific geometry (top); Inflow profile (bottom-left); Recirculation in proximity of the stenosis (bottom-right).

## Chapter 3

## Network Uncertainty Quantification via Domain Decomposition

Acknowledgements. This chapter contains part of the content of the paper [45], written in collaboration with Kevin Carlberg, Mohammad Khalil, and Khachik Sargsyan, that has been part of the research of the author during two summer internships at the Sandia National Laboratories (Livermore, CA). We also include preliminary results on acceleration techniques for the DDUQ problem, that will be extended and consolidated in [46].

### 3.1 Introduction

For extreme-scale decomposable systems, high-fidelity simulation and uncertainty quantification (UQ) are typically achievable at the subsystem level, but intractable for the full system. This is due to long full-system simulation times, limits on the problem size that can be reliably simulated, and challenges in integrating subsystem models characterized by different physics or scales. Even full-system surrogate models, which are typically employed to make UQ tractable, may not be possible to construct, as they rely on a training set of these (possibly infeasible) simulations.

Current approaches to UQ for coupled subsystems use simplified probability representations [93, 63, 16], consider only feedforward systems [11], or restrict their attention to two-component systems [17, 53] - especially in the context of multiscale modeling [137, 134, 135]. These approaches quickly become intractable when considering non-Gaussian networks (based on elastic mass-and-spring model) with many subsystems. The most advanced work in this regard is [120], which builds on [11] to devise an additive-Schwarz-like approach for large-scale networks. However, it relies extensively on importance sampling (which assumes accurate proposal distributions can be specified a priori) and density estimation (which scales poorly with the number of coupling variables). Further, it enforces high-fidelity compatibility constraints that require full-system simulations for each sample. While this is mitigated by the use of response-surface surrogates, the uncertainty introduced by these surrogates is not characterized. The key insights of our proposed work are that (1) Reduced-order models (ROMs) enable rapid subsystem sampling, which obviates the need for importance sampling and density estimation, (2) ROMs also enable rigorous epistemic uncertainty quantification, and (3) the complete set of DD methods - combined with a hierarchy of compatibility conditions - can be considered and leveraged to enable scalable and rigorous network UQ for arbitrarily complex and large-scale networks. Subsystem model reduction has also been pursued in the literature, but almost exclusively for linear problems. In particular, the component mode synthesis (CMS) approach (i.e., Craig-Bampton) [105, 57] has been widely used for model reduction in component-based structures. This method performs eigenmode model reduction on each component and couples them using a primal-Schur approach. While extensions to nonlinearities localized at component interfaces [171] and low-order-polynomial (geometric) nonlinearities have been proposed [10, 132], CMS has not been extended to handle general nonlinearities. Relatedly, reduced-basis element methods have been developed for elliptic partial differential equations. These methods couple component reduced-basis approximations using either dual-Schur [124] or primal-Schur [106] approaches.

In this context, the Domain Decomposition Uncertainty Quantification (DDUQ) method that we propose is a scalable "bottom-up" approach that performs extensive uncertainty quantification and model reduction at the (tractable) subsystem level, and propagates coupling information using new techniques inspired by domain decomposition. More specifically, the approach assigns each subsystem to a node in a directed graph, and coupling variables to edges. Inter-node compatibility is guaranteed by enforcing constraints on the statistical distance between matching coupling variables, and these constraints are enforced by developing new UQ analogues to DD methods. On top of this, a ROM for each subsystem can be constructed during an "offline" pre-processing stage, and integrated with network UQ to enable efficient subsystem sampling. This approach is promising because (1) full-system ROMs and UQ analyses can be realized without any full-system simulations, (2) thanks to network UQ, full-system uncertainties can be attributed to local contributions for targeted uncertainty reduction, and (3) 'Lego-like' design enables solver modularity and scalability. This divide-and-conquer strategy supports subsystem independence, as tailored uncertainty analysis, discretizations, solvers, and ROM techniques can be applied to each subsystem separately. As a result, the level of parallelism of the underlying numerical solvers is maximized.
This Chapter is organized as follows: the DDUQ method is introduced in Section 3.2 and tested numerically in Section 3.3. Multigrid methods are briefly recalled in Section 3.4, setting the background for the design of acceleration methods specifically tailored to network problems, that are described and tested in Section 3.5. The extension to more general problems is addressed in Section 3.6, and conclusions are drawn in Section 3.7.

### 3.2 The DDUQ method

We consider systems composed of interconnected subsystems (e.g. components, subdomains), which characterize a wide range of applications such as electrical power


Figure 3.1: Examples of DDUQ applications to decomposable systems: 30-bus test system [118] (left), cardiovascular system [33] (right).
systems, gas transfer systems, multiscale models, or - more specifically for the interest of this work, the cardiovascular system (see Figure 3.1). The primary difference between classical DD methods for solving partial differential equations and the present UQ context lies in characterizing inter-subsystem compatibility. Classically, in a deterministic framework, inter-subsystem coupling variables correspond to the solution along the subdomain boundary: compatibility conditions enforce solution continuity across this boundary [154, 188]. In the UQ context, coupling variables correspond to random variables for data exchanged between subsystems. As such, compatibility conditions should set the statistical distance between matching coupling variables to zero, i.e., the probability density function (PDF) of a subsystem's output should match the associated PDF of the input to the coupled subsystem. For this purpose, we will consider a hierarchy of compatibility constraints: from high-fidelity (i.e.. functional equivalence) to low-fidelity (i.e., mean matching).

### 3.2.1 Problem Formulation

Assume we have $n$ subsystems, each of which is characterized by random endogenous inputs $\boldsymbol{y}_{i} \in \mathbb{R}^{\mathrm{y}_{i}}$, outputs $\mathbf{x}_{i} \in \mathbb{R}^{\mathrm{x}_{i}}$, exogenous inputs $\boldsymbol{u}_{i} \in \mathbb{R}^{\mathrm{u}_{i}}$, each with a certain PDF, and a forward function $\boldsymbol{f}_{i}: \mathbb{R}^{\mathrm{y}_{i}} \times \mathbb{R}^{\mathrm{u}_{i}} \rightarrow \mathbb{R}^{\mathrm{x}_{i}}$ such that the forward function propagation task can be expressed as [45]

$$
\begin{equation*}
\mathbf{x}_{i}=\boldsymbol{f}_{i}\left(\boldsymbol{y}_{i}, \boldsymbol{u}_{i}\right), \quad i=1, \ldots, n \tag{3.1}
\end{equation*}
$$

(see Figure 3.2, left). At the system level, denote by $\boldsymbol{y} \in \mathbb{R}^{y}, \mathbf{x} \in \mathbb{R}^{\mathrm{x}}$, and $\boldsymbol{u} \in \mathbb{R}^{u}$ the vectorization of the subsystem inputs, outputs, and exogeneous inputs, respectively (e.g., $\boldsymbol{y}:=\left[\begin{array}{lll}\boldsymbol{y}_{1}^{T} & \cdots & \boldsymbol{y}_{n}^{T}\end{array}\right]^{T}$ ) with $\mathrm{y}:=\sum_{i=1}^{n} \mathrm{y}_{i}, \mathrm{x}:=\sum_{i=1}^{n} \mathrm{x}_{i}$, and $\mathrm{u}:=\sum_{i=1}^{n} \mathrm{u}_{i}$. Then, we can rewrite Eq. (3.1) as

$$
\begin{equation*}
\mathrm{x}=\boldsymbol{f}(\boldsymbol{y}, \boldsymbol{u}) \tag{3.2}
\end{equation*}
$$

Here, we have defined the (system-level) forward uncertainty propagator $f: \mathbb{R}^{\mathbf{y}} \times$ $\mathbb{R}^{u} \rightarrow \mathbb{R}^{\mathrm{x}}$ as the vectorization of subsystem propagators.
Outputs of one subsystem comprise the inputs to another subsystem (see Figure 3.2 , right). This relationship can be encoded by the adjacency matrix

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{I}_{\mathrm{x}}^{y} \mathbf{x} \tag{3.3}
\end{equation*}
$$

with $\boldsymbol{I}_{\mathrm{x}}^{\boldsymbol{y}} \in\{0,1\}^{\mathrm{y} \times \mathrm{x}}$, whose entries are defined as

$$
\left[\boldsymbol{I}_{\mathbf{x}}^{y}\right]_{i j}= \begin{cases}1 & \text { if } y_{i}=x_{j}  \tag{3.4}\\ 0 & \text { otherwise }\end{cases}
$$

Substituting Eq. (3.3) into Eq. (3.2) yields a fixed point system

$$
\begin{equation*}
\mathrm{x}=\boldsymbol{f}\left(\boldsymbol{I}_{\mathrm{x}}^{y} \mathbf{x}, \boldsymbol{u}\right) \tag{3.5}
\end{equation*}
$$

Thus, the uncertainty propagation task reduces to solving the system of (generally nonlinear) equations

$$
\begin{equation*}
\mathbf{r}(\mathbf{x}, \boldsymbol{u})=0 \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{r}:(\boldsymbol{\chi}, \boldsymbol{v}) \mapsto \boldsymbol{\chi}-\boldsymbol{f}\left(\boldsymbol{I}_{\mathrm{x}}^{y} \boldsymbol{\chi}, \boldsymbol{v}\right) \tag{3.7}
\end{equation*}
$$



Figure 3.2: Sketch of DDUQ problem formulation: single component (left) and full decomposable system (right).

### 3.2.2 Uncertainty Propagation

In this work, uncertainties are represented via polynomial chaos expansions [83, 84], and propagated via non-intrusive spectral projection (NISP) [176]. Consider the stochastic inputs $\boldsymbol{y}, \boldsymbol{u}$ as functions of a multidimensional random variable $\boldsymbol{\xi}=$ $\left[\xi_{1}, \ldots, \xi_{d}\right]^{T}$. The corresponding stochastic representations via PCE, respectively, read as

$$
\begin{equation*}
\boldsymbol{y}(\boldsymbol{\xi})=\sum_{k=0}^{p} y_{k} \Psi_{k}(\boldsymbol{\xi}), \quad \boldsymbol{u}(\boldsymbol{\xi})=\sum_{k=0}^{p} u_{k} \Psi_{k}(\boldsymbol{\xi}) \tag{3.8}
\end{equation*}
$$

where $\left\{u_{k}\right\}_{k=0}^{p},\left\{y_{k}\right\}_{k=0}^{p}$ are deterministic coefficients defined by $L^{2}$-projection, and the polynomial chaos $\left\{\Psi_{k}\right\}_{k \in \mathbb{N}}$ can be chosen to maximize the convergence rate, according to the Askey scheme [18, 200]. More precisely, each family of polynomials is orthogonal with respect to a weight function that corresponds to the probability density function of a known random distribution. For instance, assuming $\boldsymbol{\xi}$ to be a standard normal random variable, $\Psi_{k}(\cdot)$ are Hermite polynomials, orthogonal with respect to Gaussian density $\pi(\boldsymbol{\xi})=e^{-\xi^{2} / 2} / \sqrt{2 \pi}$. Then, uncertainty propagation consists in finding a PC representation for the output $\mathbf{x}=\sum_{k=0}^{p} x_{k} \Psi_{k}(\boldsymbol{\xi})$, as a response to the uncertain input through the propagator $\boldsymbol{f}$. More specifically, the
input/output relationship is encoded in the output PC coefficients as

$$
\begin{equation*}
x_{k}=\frac{1}{\left\|\Psi_{k}\right\|^{2}} \int_{\mathbb{R}^{d}} \mathbf{x}(\boldsymbol{\xi}) \Psi_{k}(\boldsymbol{\xi}) \pi(\boldsymbol{\xi}) d \boldsymbol{\xi}=\frac{1}{\left\|\Psi_{k}\right\|^{2}} \int_{\mathbb{R}^{d}} \boldsymbol{f}(\boldsymbol{y}(\boldsymbol{\xi}), \boldsymbol{u}(\boldsymbol{\xi})) \Psi_{k}(\boldsymbol{\xi}) \pi(\boldsymbol{\xi}) d \boldsymbol{\xi} \tag{3.9}
\end{equation*}
$$

where the norm is defined as $\left\|\Psi_{k}\right\|^{2}=\int_{\mathbb{R}^{d}} \Psi_{k}^{2}(\boldsymbol{\xi}) \pi(\boldsymbol{\xi}) d \boldsymbol{\xi}$ and is known a priori.
The strategy for NISP (also called discrete or pseudospectral projection) is to approximate (3.9) with (sparse) quadrature rules as

$$
\begin{equation*}
x_{k}=\frac{1}{\left\|\Psi_{k}\right\|^{2}} \sum_{q=1}^{Q} \boldsymbol{f}\left(\boldsymbol{y}\left(\boldsymbol{\xi}_{q}\right), \boldsymbol{u}\left(\boldsymbol{\xi}_{q}\right)\right) \Psi_{k}\left(\boldsymbol{\xi}_{q}\right) \pi\left(\boldsymbol{\xi}_{q}\right) w_{q} \tag{3.10}
\end{equation*}
$$

where $\left\{\boldsymbol{\xi}_{q}, w_{q}\right\}_{q=1}^{Q}$ are selected quadrature points and weights, respectively. Note that, in (3.10), the term $\boldsymbol{f}\left(\boldsymbol{y}\left(\boldsymbol{\xi}_{q}\right), \boldsymbol{u}\left(\boldsymbol{\xi}_{q}\right)\right)$ is one deterministic solve, corresponding to the $q$-th realization of the inputs. Therefore, differently from other intrusive approaches such as Galerkin projection, NISP does not require any modification to the underlying deterministic solver, that can be used as a black-box.

### 3.2.3 Network solver

The system of nonlinear equations (3.6) can be solved by a variety of techniques. While Newton's method $[109,152]$ is the most common approach, it relies on availability of the gradient $\partial \mathbf{r} / \partial \boldsymbol{\chi}$, which, in this context, associates with computing the sensitivity of the output uncertainty representation with respect to the input uncertainty representation. Because this is frequently challenging to obtain, we consider classical relaxation methods (i.e., Jacobi, Gauss-Seidel, successive over-relaxation) [109, 152] that do not require gradients and promote independence of the subsystems.

Jacobi iteration. Jacobi iteration is equivalent to 'splitting' all edge data and allowing subsystems to simultaneously and independently perform uncertainty propagation at each iteration (see Figure 3.3, center). This can be interpreted as an additive Schwarz domain-decomposition approach [188] and corresponds to the iterations at the subsystem level at iteration $k$ :

```
Algorithm 1: DDUQ Jacobi iteration
    1 for \(i=1, \ldots, n\) do
        \(\overline{\mathbf{x}}_{i}=\boldsymbol{f}_{i}\left(\boldsymbol{y}_{i}^{(k)}, \boldsymbol{u}_{i}\right)\)
    end
    \(4 \mathbf{x}^{(k+1)}=\omega \overline{\mathbf{x}}+(1-\omega) \mathbf{x}^{(k)}\)
    \({ }_{5} \boldsymbol{y}^{(k+1)}=\boldsymbol{I}_{\mathbf{x}}^{y} \mathbf{x}^{(k+1)}\)
```

Note that the subsystem forward uncertainty propagation tasks can be executed independently in parallel for each subsystem at a given iteration. At the full-system level, this can be expressed in terms of the outputs simply as

$$
\begin{align*}
\overline{\mathbf{x}} & =\boldsymbol{f}\left(\boldsymbol{I}_{\mathbf{x}}^{y} \mathbf{x}^{(k)}, \boldsymbol{u}\right)  \tag{3.11}\\
\mathbf{x}^{(k+1)} & =\omega \overline{\mathbf{x}}+(1-\omega) \mathbf{x}^{(k)}, \tag{3.12}
\end{align*}
$$

where $\omega \in \mathbb{R}$ is a weighting factor that can be chosen to improve convergence.

Gauss-Seidel iteration. Gauss-Seidel iteration is equivalent to decomposing the network into a directed acyclical graph where each iteration corresponds to uncertainty propagation in a feed-forward network (see Figure 3.3, right). In particular, we can introduce an $n$-tuple $\left(p_{i}\right)$ that provides a permutation of natural numbers one to $n$. Each permutation associates with a unique feed-forward network where $p_{1}$ corresponds to the furthest 'upstream' subsystem and $p_{n}$ is the furthest 'downstream' subsystem. This approach can be interpreted as a multiplicative Schwarz domaindecomposition approach, and corresponds to the following algorithm at iteration $k$ :

```
Algorithm 2: DDUQ Gauss-Seidel iteration
    \(\boldsymbol{y}^{(k+1)} \leftarrow \boldsymbol{y}^{(k)}\)
    for \(i=1, \ldots, n\) do
        \(\mathbf{x}_{p_{i}}^{(k+1)}=\boldsymbol{f}_{p_{i}}\left(\boldsymbol{E}_{p_{i}}^{\left(y_{i}\right)} \boldsymbol{y}^{(k+1)}, \boldsymbol{u}_{p_{i}}\right)\)
        \(\boldsymbol{y}^{(k+1)} \leftarrow \boldsymbol{I}_{\mathrm{x}}^{y}\left[\boldsymbol{E}_{p_{i}}^{\left(\mathrm{x}_{i}\right)}\right]^{T} \mathbf{x}_{p_{i}}^{(k+1)}\)
    end
```

To develop the global-problem description of the Gauss-Seidel iteration, first we define a block decomposition of the adjacency matrix

$$
\begin{equation*}
\boldsymbol{P}_{\left(p_{i}\right)}^{\left(y_{i}\right)} \boldsymbol{I}_{\mathbf{x}}^{y}\left[\boldsymbol{P}_{\left(p_{i}\right)}^{\left(\mathrm{x}_{i}\right)}\right]^{T}=\boldsymbol{L}+\boldsymbol{D}+\boldsymbol{U} \tag{3.13}
\end{equation*}
$$

where the permutation matrix is defined as

$$
\boldsymbol{P}_{\left(q_{i}\right)}^{\left(\boldsymbol{w}_{i}\right)}:=\left[\begin{array}{c}
\boldsymbol{E}_{q_{1}}^{\left(\boldsymbol{w}_{1}\right)}  \tag{3.14}\\
\vdots \\
\boldsymbol{E}_{q_{n}}^{\left(\boldsymbol{w}_{n}\right)}
\end{array}\right] \in\{0,1\}^{\sum_{i=1}^{n} w_{i} \times \sum_{i=1}^{n} w_{i}}
$$

 triangular (with block $(i, j)$ defined as a $\mathrm{y}_{i} \times \mathrm{x}_{j}$ submatrix), $\boldsymbol{D} \in\{0,1\}^{\mathrm{y} \times \mathrm{x}}$ is block diagonal, and $\boldsymbol{U} \in\{0,1\}^{y \times x}$ is strictly block upper triangular. Using these quantities, we can write this iteration in terms of the global outputs as

$$
\begin{equation*}
\overline{\mathbf{x}}=\boldsymbol{f}\left(\left[\boldsymbol{P}_{\left(p_{i}\right)}^{\left(\mathrm{y}_{i}\right)}\right]^{T} \boldsymbol{L} \boldsymbol{P}_{\left(p_{i}\right)}^{\left(\mathrm{x}_{i}\right)} \overline{\mathbf{x}}+\left[\boldsymbol{P}_{\left(p_{i}\right)}^{\left(\mathrm{y}_{i}\right)}\right]^{T}(\boldsymbol{D}+\boldsymbol{U}) \boldsymbol{P}_{\left(p_{i}\right)}^{\left(\mathrm{x}_{i}\right)} \mathbf{x}^{(k)}, \boldsymbol{u}\right) \tag{3.15}
\end{equation*}
$$

Successive over-relaxation (SOR). This formulation is similar to Gauss-Seidel iteration, but allows for a relaxation factor. In particular, this method corresponds to the following algorithm at iteration $k$ :

```
Algorithm 3: DDUQ SOR iteration
    \(\overline{\boldsymbol{y}} \leftarrow \boldsymbol{y}^{(k)}\)
    for \(i=1, \ldots, n\) do
        \(\overline{\mathbf{x}}_{p_{i}}=\boldsymbol{f}_{p_{i}}\left(\overline{\boldsymbol{y}}_{p_{i}}, \boldsymbol{u}_{p_{i}}\right)\)
        \(\mathbf{x}_{p_{i}}^{(k+1)}=\omega \overline{\mathbf{x}}_{p_{i}}+(1-\omega) \mathbf{x}_{p_{i}}^{(k)}\)
        \(\boldsymbol{y}_{p_{i}}^{(k+1)} \leftarrow \boldsymbol{E}_{p_{i}}^{\left(\mathrm{y}_{\mathrm{i}}\right)} \boldsymbol{I}_{\mathbf{x}}^{y}\left[\boldsymbol{E}_{p_{i}}^{\left(\mathrm{x}_{\mathrm{i}}\right)}\right]^{T} \mathbf{x}_{p_{i}}^{(k+1)}\)
        \(\overline{\boldsymbol{y}}_{p_{i}} \leftarrow \boldsymbol{y}_{p_{i}}^{(k+1)}\)
    end
```

The corresponding global problem is

$$
\begin{gather*}
\overline{\mathbf{x}}=\boldsymbol{f}\left(\omega\left[\boldsymbol{P}_{\left(p_{i}\right)}^{\left(\mathrm{y}_{i}\right)}\right]^{T} \boldsymbol{L} \boldsymbol{P}_{\left(p_{i}\right)}^{\left(\mathrm{x}_{i}\right)} \overline{\mathbf{x}}+\left[\boldsymbol{P}_{\left(p_{i}\right)}^{\left(\mathrm{y}_{i}\right)}\right]^{T}((1-\omega) \boldsymbol{L}+\boldsymbol{D}+\boldsymbol{U}) \boldsymbol{P}_{\left(p_{i}\right)}^{\left(\mathrm{x}_{i}\right)} \mathbf{x}^{(k)}, \boldsymbol{u}\right)  \tag{3.16}\\
\mathbf{x}^{(k+1)}=\omega \overline{\mathbf{x}}+(1-\omega) \mathbf{x}^{(k)} . \tag{3.17}
\end{gather*}
$$

Note that the Gauss-Seidel method is recovered for $\omega=1$, whereas $\omega<1$ corresponds to underrelaxation, and $\omega>1$ corresponds to overrelaxation.

As in typical iterative methods, we expect different permutations $\left(p_{i}\right)$ to associate with different convergence rates and different degrees of exposed parallelism; for example, red-black ordering is known to expose additional parallelism in typical iterative methods, with implications on convergence. More in general, the optimal permutation can be obtained via graph coloring techniques applied to the network topology (note that the solution may not be unique) [90, 130]. Further, we note that the permutation can change between Gauss-Seidel or SOR iterations. For example, symmetric Gauss-Seidel or SOR can be recovered by reversing the order of permutation between iterations; this amounts to reversing the information flow in the uncertainty propagation between iterations.

### 3.2.4 Software

The solver is characterized by a nested structure. At the outer level, the network solver receives in input the global (stochastic) BC and the (uncertain) model parameters, and handles the relaxation iterative process until convergence. At each iteration, the exogenous inputs specific to each component are selected, and the endogenous inputs are exchanged. With a block-Jacobi network solver, since all the components are decoupled, the endogenous interface conditions can be exchanged simultaneously; with a Gauss-Seidel or SOR network solver, the order in which they are exchanged depends on the permutation of the network components, which can be picked, for example, to maximize the level of concurrency. Then, for each component, the local stochastic solver evaluates the $Q$ realizations of the stochastic inputs, and calls the deterministic solver for each instance of the inputs. Finally, the output


Figure 3.3: Sketch of DDUQ iterative solvers: monolithic (left), Jacobi (center) and Gauss-Seidel (right) iteration. Green, red, and blue arrows respectively denote exogenous inputs, endogenous inputs, and subsystem outputs. Black arrows in the right figure represent the feed-forward network generated by a Gauss-Seidel solver with a particular choice of components permutation.

PC coefficients are computed according to (3.10), and the termination criterion is checked by the network solver. The process is repeated until convergence.
The stochastic component of the problem is handled via the C++ library UQTk [61], developed at the Sandia National Laboratories, which has been embedded in a MATLAB implementation of the DDUQ network solver. The solver structure is sketched in figure 3.4.

### 3.3 Numerical tests

### 3.3.1 1D heat equation

In this section, numerical results are presented for the one-dimensional stationary heat equation with uncertain boundary conditions characterized by two-dimensional


Figure 3.4: Sketch of the DDUQ network solver. Straight and wavy arrows represent exogenous stochastic boundary conditions (BC) and parameters, respectively.

PCEs:

$$
\begin{align*}
-\frac{\partial^{2} u(x, \boldsymbol{\xi})}{\partial x^{2}} & =0, \quad x \in \Omega:=(0, L)  \tag{3.18}\\
u(0, \boldsymbol{\xi}) & =T_{1}(\boldsymbol{\xi})=\sum_{k=0}^{K} T_{1, k} \Psi_{k}(\boldsymbol{\xi})  \tag{3.19}\\
u(L, \boldsymbol{\xi}) & =T_{2}(\boldsymbol{\xi})=\sum_{k=0}^{K} T_{2, k} \Psi_{k}(\boldsymbol{\xi}) \tag{3.20}
\end{align*}
$$

with $\boldsymbol{\xi}=\left(\xi_{1}, \xi_{2}\right), \xi_{1}$ and $\xi_{2}$ independent and identically distributed (iid) standard normal random variables. The PCE coefficients $T_{1, \text {, }}$ and $T_{2, \text { c completely character- }}$ ize the uncertain boundary conditions. We will consider the case of statistically independent random variables $T_{1}$ and $T_{2}$ with $T_{1}$ expressed strictly in terms of $\xi_{1}$ and $T_{2}$ expressed strictly in terms of $\xi_{2}$. The basis functions $\left\{\Psi_{k}\right\}$ are 2D Hermite polynomials of order at most $p$. This problem permits an analytical solution given by

$$
\begin{equation*}
u(x, \boldsymbol{\xi})=\sum_{k=0}^{K}\left(\left(T_{2, k}-T_{1, k}\right) x / L+T_{1, k}\right) \Psi_{k}(\boldsymbol{\xi}) . \tag{3.21}
\end{equation*}
$$

Note that solution given by Eq. (3.21) satisfies Eq. (3.18) in a strong sense, i.e., it satisfies the ODE for all values of $\boldsymbol{\xi}$. This is not what we expect the solver to provide in the general sense, but we do require a solution that satisfies the governing equations projected onto the PCE polynomials via Galerkin projection. This analytical solution is convenient for code verification in terms of solution matching. This linear system also allows us to compare the solver convergence rate with ones predicted based on system eigenvalue analysis.

## Domain decomposition setting

We decompose the domain of interest into $n$ overlapping subdomains $\Omega_{i}, i=1, \ldots, n$, as illustrated in Fig. 3.5. As a result, boundary value problem (BVP) in Eq. (3.18) is split into $n$ smaller boundary value problems. Let $u_{i}$ denote the approximate solution in subdomain $\Omega_{i}$. Furthermore, we will use $u_{i, 1}$ to denote $u_{i}$ at the the artificial internal boundary $\Gamma_{i, i-1}$, and $u_{i, 2}$ to denote $u_{i}$ at the the artificial internal boundary $\Gamma_{i, i+1}$. The solution to Eq. (3.18) is obtained by solving the following equation for each subdomain $\Omega_{i}$ :

$$
\begin{align*}
&-\frac{\partial^{2} u_{i}(x, \boldsymbol{\xi})}{\partial x^{2}}=0 \text { in } \Omega_{i}  \tag{3.22}\\
& u_{i}(\boldsymbol{\xi})=\left\{\begin{array}{cl}
T_{1}(\boldsymbol{\xi}), & i=1 \\
u_{i-1,2}(\boldsymbol{\xi}), & \text { otherwise }
\end{array}\right.  \tag{3.23}\\
& u_{i}(\boldsymbol{\xi})=\left\{\begin{array}{cl}
T_{2}(\boldsymbol{\xi}), & i=n \\
u_{i+1,1}(\boldsymbol{\xi}), & \text { otherwise } \Gamma_{i, i-1}
\end{array}\right.  \tag{3.24}\\
& \text { on } \Gamma_{i, i+1}
\end{align*} .
$$

Note that the subdomain-level BVP on subdomain $\Omega_{i}$ in Eq. (3.22) depends on inputs $u_{i-1,2}(\boldsymbol{\xi})$ and $u_{i+1,1}(\boldsymbol{\xi})$ from adjacent subdomains in the form of uncertain boundary conditions and thus the BVPs are coupled. These inputs to subdomain $\Omega_{i}$ are outputs from the adjacent subdomains: $u_{i-1,2}(\boldsymbol{\xi})$ is an output of subdomain $\Omega_{i-1}$ and $u_{i+1,1}(\boldsymbol{\xi})$ is an output of subdomain $\Omega_{i+1}$. This coupling can be illustrated using a directional graph, as illustrated for the 4 -subdomain case in Fig. 3.6. We


Figure 3.5: Overlapping domain decomposition for 1D heat equation.
will represent each of these inputs and outputs using PCE, i.e.

$$
\begin{equation*}
u_{i, j}=\sum_{k=0}^{K} u_{i, j, k} \Psi_{k}(\boldsymbol{\xi}), \quad i=1, \ldots, n \quad j=1,2 \tag{3.25}
\end{equation*}
$$

and thus all inputs and outputs are in the form of PCE coefficients. Using notation introduced above, we have the following input and output PCE coefficients for subdomain $i$

$$
\begin{gather*}
\boldsymbol{y}_{i}= \begin{cases}{\left[u_{2,1,1}, u_{2,1,2} \cdots u_{2,1, K}\right]^{T},} & i=1 \\
{\left[u_{n-1,2,1}, u_{n-1,2,2} \cdots u_{n-1,2, K}\right]^{T},} & i=n \\
{\left[u_{i-1,2,1}, u_{i-1,2,2} \cdots u_{i-1,2, K}, u_{i+1,1,1}, u_{i+1,1,2} \cdots u_{i+1,1, K}\right]^{T},} & \text { otherwise, }\end{cases}  \tag{3.26}\\
\mathbf{x}_{i}= \begin{cases}{\left[u_{1,2,1}, u_{1,2,2} \cdots u_{1,2, K}\right]^{T},} & i=1 \\
{\left[u_{n, 1,1}, u_{n, 1,2} \cdots u_{n, 1, K}\right]^{T},} \\
{\left[u_{i, 1,1}, u_{i, 1,2} \cdots u_{i, 1, K}, u_{i, 2,1}, u_{i, 2,2} \cdots\right.} & \left.u_{i, 2, K}\right]^{T}, \\
i=n\end{cases}  \tag{3.27}\\
\boldsymbol{u}_{i}= \begin{cases}{\left[T_{1,1}, T_{1,2} \cdots T_{1, K}\right]^{T},} & i=1 \\
{\left[T_{2,1}, T_{2,2} \cdots T_{2, K}\right]^{T},} & i=n \\
{[],} & \text { otherwise },\end{cases} \tag{3.28}
\end{gather*}
$$



Figure 3.6: Directional graph to represent domain decomposition for 1D heat equation, with the nodes representing subdomain-level BVPs and the links representing the exchanged information in the form of subdomain-level uncertain artificial boundary values in the form of PCE coefficients.

For a general application, the input uncertainty is propagated through each subdomainspecific solver using NISP, defining the forward uncertainty propagator $\boldsymbol{f}_{i}$ for subdomain $i$. For this specific problem, the analytical solution in Eq. (3.21) could be used at the subdomain level as a propagator in lieu of the more general NISP-based method. The closed-form input-output mappings are given by
$\mathbf{x}_{i}=\boldsymbol{f}_{i}\left(\boldsymbol{y}_{i}, \boldsymbol{u}_{i}\right):= \begin{cases}u_{2,1, k}=\frac{L_{1}-l_{1,2}}{L_{1}} u_{1,2, k}+\frac{l_{1,2}}{L_{1}} T_{1, k}, k=1, \ldots, K, & i=1 \\ u_{n-1,2, k}=\frac{L_{n}-l_{n, n-1}}{L_{n}} u_{n, 1, k}+\frac{l_{n, n-1}}{L_{n}} T_{2, k}, k=1, \ldots, K, & i=n \\ \left\{\begin{array}{l}u_{i-1,2, k}=\frac{L_{i}-l_{i, i-1}}{L_{i}} u_{i, 1, k}+\frac{l_{i, i-1}}{L_{i}} u_{i, 2, k}, k=1, \ldots, K, \\ u_{i+1,1, k}=\frac{l_{i, i+1}}{L_{i}} u_{i, 1, k}+\frac{L_{i}-l_{i, i+1}}{L_{i}} u_{i, 2, k}, k=1, \ldots, K,\end{array}\right. & \text { otherwise. }\end{cases}$

## Scalability tests

For this example, we assume Gaussian inputs with the following uncertainty characterization:

$$
\left.\begin{array}{rl}
{\left[T_{1,0}, T_{1,1} \cdots T_{1,9}\right]} & =\left[\begin{array}{lllll}
1.0, & 0.1, & 0, & 0.01, & 0, \\
0, & 0.001, & 0, & 0, & 0
\end{array}\right]  \tag{3.30}\\
{\left[T_{2,0}, T_{2,1} \cdots T_{2,9}\right]} & =\left[\begin{array}{llll}
3.0 & 0, & 0.1, & 0,
\end{array} 0,0,\right.
\end{array} 0.01,0,0,0.001\right], ~ \$
$$

mapping to the following PCEs for $T_{1}(\boldsymbol{\xi})$ and $T_{2}(\boldsymbol{\xi})$ :

$$
\begin{align*}
& T_{1}(\boldsymbol{\xi})=1.0 \Psi_{0}(\boldsymbol{\xi})+0.1 \Psi_{1}(\boldsymbol{\xi})+0.01 \Psi_{3}(\boldsymbol{\xi})+0.001 \Psi_{6}(\boldsymbol{\xi})  \tag{3.31}\\
& T_{2}(\boldsymbol{\xi})=3.0 \Psi_{0}(\boldsymbol{\xi})+0.1 \Psi_{2}(\boldsymbol{\xi})+0.01 \Psi_{5}(\boldsymbol{\xi})+0.001 \Psi_{9}(\boldsymbol{\xi})
\end{align*}
$$

where the polynomial chaos in (3.31) are Hermite polynomials of third order in two variables:

$$
\begin{array}{lll}
\Psi_{0}(\boldsymbol{\xi})=1, & \Psi_{1}(\boldsymbol{\xi})=\xi_{1}, & \Psi_{2}(\boldsymbol{\xi})=\xi_{2} \\
\Psi_{3}(\boldsymbol{\xi})=\xi_{1}^{2}-1, & \Psi_{4}(\boldsymbol{\xi})=\xi_{1} \xi_{2}, & \Psi_{5}(\boldsymbol{\xi})=\xi_{2}^{2}-1 \\
\Psi_{6}(\boldsymbol{\xi})=\xi_{1}^{3}-3 \xi_{1}, & \Psi_{7}(\boldsymbol{\xi})=\left(\xi_{1}^{2}-1\right) \xi_{2}, & \Psi_{8}(\boldsymbol{\xi})=\xi_{1}\left(\xi_{2}^{2}-1\right), \quad \Psi_{9}(\boldsymbol{\xi})=\xi_{2}^{3}-3 \xi_{2} \tag{3.32}
\end{array}
$$

after the Gaussianity assumption. As a result, the input probability density functions are as shown in Fig. 3.8. Note that the above characterization results in independent $T_{1}(\boldsymbol{\xi})$ and $T_{2}(\boldsymbol{\xi})$, although the overall formulation is general and can in principle include dependent BCs. Fig. 3.7 provides normalized residual convergence results regarding strong and weak scalability, for different relaxation methods described above. For weak scalability, we kept the subdomain problem size (i.e. subdomainlevel finite-element nodes) fixed while increasing the number of subdomains. For strong scalability, we kept the global problem size (i.e. number of global finiteelement nodes) fixed while increasing the number of subdomains.
The results (for strong and weak scalability cases) are identical for the cases involving 16 nodes (subdomains), since they involve the same network with the same discretization (subdomain overlaps), regardless of method and relaxation used. As the subdomain number decreases to 8 , then to 4 and finally 2 , the amount of overlap relative to the global domain size is smaller for the strong scalability cases, resulting in the observed inferior convergence rates for the same method and relaxation.

Figs. 3.9 and 3.10 provide normalized error convergence results relating to the output PC coefficients at specific physical locations, shown for both strong and weak scalability. Again, the results (for strong and weak scalability cases) are identical, at a given physical location, for the cases involving 16 nodes (subdomains) since the amount of chosen overlap is the same. Also, as the number of subdomains decreases, the amount of overlap relative to the global domain size is smaller for the strong scalability cases, resulting in the observed inferior convergence rates for the same method and relaxation. We can also see that, for a specific choice of number of


Figure 3.7: Strong (top) and weak (bottom) scalability convergence results for 1D heat equation: Iteration number versus normalized residual of interface unknowns (PC coefficients). J or G-S labels denote the use of Jacobi or Gauss-Seidel iterations, respectively.


Figure 3.8: Probability density functions of uncertain inputs, i.e. boundary conditions, for the 1D heat equation.
subdomains, method, and relaxation, convergence rate is lower for locations further away from the boundary of the computational domain. This is expected since those locations are both physically and network distance-wise further away from the sources of uncertainty and thus a larger number of iterations is required to propagate the uncertainty to those locations through the network.

For validation purposes, we construct the system-wide propagation matrix (available for this linear problem with analytical subdomain level propagators, but not generally available) and apply the same methods and relaxation with the subsequent convergence results shown Figs. 3.11 and 3.12. These results are both qualitatively (and quantitatively) matching.

Figs. 3.13 and 3.14 provide strong and weak scalability results, with both serial and parallel execution timing provided. For all scalability results, all timings are obtained by performing calculations on an $\operatorname{Intel}(\mathrm{R}) \mathrm{Xeon}(\mathrm{R})$ Core(TM) i7-5557U CPU @ 3.10GHz with 16 GB RAM. The parallel execution time is the time that one node takes in propagating the uncertainty (since all nodes are similar in this case) for the Jacobi iterations. As for the Gauss-Seidel iterations, the parallel execution time is obtained through repeated simulations with varying permutation matrices to illustrate its effect on the computational scalability of these solvers. In this case, the permutation matrix for Gauss-Seidel that provides optimal parallel scalability is the one that results in updating (propagating uncertainty through) all the even nodes


Figure 3.9: Strong scalability convergence results for 1D heat equation: Iteration number versus normalized error for solution (PC coefficients) at $x=0.0187$ (top), $x=0.1$ (center), and $x=0.4$ (bottom). J or G-S labels denote the use of Jacobi or Gauss-Seidel iterations, respectively.


Figure 3.10: Weak scalability convergence results for 1D heat equation: Iteration number versus normalized error for solution (PC coefficients) at $x=0.0187$ (top), $x=0.1$ (center), and $x=0.4$ (bottom). J or G-S labels denote the use of Jacobi or Gauss-Seidel iterations, respectively.


Figure 3.11: Analytical strong convergence results for 1D heat equation: Iteration number versus normalized error for solution (PC coefficients) at $x=0.0187$ (top), $x=0.1$ (center), and $x=0.4$ (bottom). J or G-S labels denote the use of Jacobi or Gauss-Seidel iterations, respectively.


Figure 3.12: Analytical weak convergence results for 1D heat equation: Iteration number versus normalized error for solution (PC coefficients) at $x=0.0187$ (top), $x=0.1$ (center), and $x=0.4$ (bottom). J or G-S labels denote the use of Jacobi or Gauss-Seidel iterations, respectively.
(subdomains) using known outputs of odd nodes and then subsequently updating the odd nodes using the new outputs from the even nodes. This is known as red-black ordering [Strang, 2016].

In summary, the numerical tests for a 1D linear heat equation show that the DDUQ solver is strongly and weakly scalable, both in its additive (Jacobi) and multiplicative (Gauss-Seidel) version, and for a wide range of relaxation parameters. While Jacobi iterations are embarassingly parallelizable, the performance of Gauss-Seidel solvers is greatly affected by the permutation of the nodes in the corresponding feed-forward network (with red-black ordering being optimal). As expected, the convergence rate is space-dependent, being slower for those locations that are far away from the sources of uncertainty (boundaries).

### 3.3.2 2D nonlinear heat equation

In this section, numerical results are presented for the two-dimensional stationary nonlinear heat equation with uncertain diffusion and boundary condition and characterized by:

$$
\begin{align*}
-\nabla u+\left(e^{\mu u}-1\right) & =10 \sin \left(2 \pi x_{1}\right) \sin \left(2 \pi x_{2}\right), \quad x \in \Omega:=(0,1)^{2}  \tag{3.33}\\
u_{\Gamma} & =T_{1}(\boldsymbol{\xi})=\sum_{k=0}^{K} T_{1, k} \Psi_{k}(\boldsymbol{\xi})  \tag{3.34}\\
\mu & =T_{2}(\boldsymbol{\xi})=\sum_{k=0}^{K} T_{2, k} \Psi_{k}(\boldsymbol{\xi}) \tag{3.35}
\end{align*}
$$

with $\boldsymbol{\xi}=\left(\xi_{1}, \xi_{2}\right), \xi_{1}$ and $\xi_{2}$ independent and identically distributed (iid) standard normal random variables. The PCE coefficients $T_{1, \text {, }}$ and $T_{2, \text { completely characterize }}$ the uncertain boundary condition and diffusivity parameter, respectively. We will consider the case of statistically independent random variables $T_{1}$ and $T_{2}$ with $T_{1}$ expressed strictly in terms of $\xi_{1}$ and $T_{2}$ expressed strictly in terms of $\xi_{2}$. Under the assumption of Gaussian inputs, the basis functions $\left\{\Psi_{k}\right\}$ are 2D Hermite polynomials of order at most $p$.


Figure 3.13: Strong scalability results for 1D heat equation: iteration count versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$ (top), serial execution time of solver versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$ (center), parallel execution time of solver versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$ with bars indicating spread due to varying permutation matrix (bottom). J or G-S label denotes the use of Jacobi or Gauss-Seidel iterations, respectively.


Figure 3.14: Weak scalability results for 1D heat equation: iteration count versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$ (top), serial execution time of solver versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$ (center), parallel execution time of solver versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$ with bars indicating spread due to varying permutation matrix (bottom). J or G-S label denotes the use of Jacobi or Gauss-Seidel iterations, respectively.


Figure 3.15: 2D nonlinear heat equation on the unit square: Template network component with corresponding port labels (left) and sketch of the DDUQ setting (right). Wavy arrows and red straight arrows represent, respectively, stochastic input parameters and exogenous boundary conditions. Black edges correspond to endogenous inputs (stochastic interface conditions).

## Problem setup

To decompose the domain, we split the unit square in smaller $n_{x} \times n_{y}$ overlapping rectangles, arranged in a Cartesian grid. Network-wise, each rectangle is a component with 8 input/output ports (4 edges and 4 corners - see Figure 3.15, left), and the network connectivity is dictated by the adjacency pattern of the DD discretization. A sketch of the DDUQ setting is shown in figure 3.15 (right). The underlying deterministic solver is based on FEM.

Due to the nonlinearity in (3.35), a stochastic solution in closed form is not available. Therefore, we will compare the DDUQ solution with a high-fidelity solution, obtained via NISP on the monolithic domain. With the following input uncertainty characterization:

$$
\left.\begin{array}{l}
{\left[T_{1,0}, T_{1,1} \cdots T_{1,9}\right]=\left[\begin{array}{lllll}
1.0, & 0.2, & 0, & 0.02, & 0, \\
0, & 0.002, & 0,0,0
\end{array}\right]} \\
{\left[T_{2,0}, T_{2,1} \cdots T_{2,9}\right]=\left[\begin{array}{llll}
1.0, & 0, & 0.2, & 0,
\end{array} 0,0,0.02,0,0,0.002\right.} \tag{3.36}
\end{array}\right]
$$

mapping to the following PCEs for $T_{1}(\boldsymbol{\xi})$ and $T_{2}(\boldsymbol{\xi})$

$$
\begin{align*}
& u_{\Gamma}=T_{1}(\boldsymbol{\xi})=1.0 \Psi_{0}(\boldsymbol{\xi})+0.2 \Psi_{1}(\boldsymbol{\xi})+0.02 \Psi_{3}(\boldsymbol{\xi})+0.002 \Psi_{6}(\boldsymbol{\xi})  \tag{3.37}\\
& \mu=T_{2}(\boldsymbol{\xi})=1.0 \Psi_{0}(\boldsymbol{\xi})+0.2 \Psi_{2}(\boldsymbol{\xi})+0.02 \Psi_{5}(\boldsymbol{\xi})+0.002 \Psi_{9}(\boldsymbol{\xi})
\end{align*}
$$

where $\left\{\Psi_{k}\right\}_{k=0}^{9}$ are defined as in (3.32), the high-fidelity solution is as in Fig. 3.16. Note that the above characterization results in independent $T_{1}(\boldsymbol{\xi})$ and $T_{2}(\boldsymbol{\xi})$, although the overall formulation is general and can in principle include dependent BCs.

## Truncation errors

We truncated the input parameter PCE expansions to examine the effect of using a lower fidelity input uncertainty characterization on the system response. With varying truncation levels, we extract the 10 PCE coefficients for the response (characterizing a third order output PCE) and obtain the normalized $L_{2}$ and $L_{\infty}$ norms of the resulting response PCE coefficients with respect to the original case (3rd-order PCEs for both inputs). The normalized errors show similar trends (as well as similar values) whether we utilize the $L_{2}$ or $L_{\infty}$ error norms. For brevity, we will therefore limit the discussion to the $L_{2}$ errors that are plotted in Fig. 3.17. When examining the mean response, i.e. Fig. 3.17 subplot (a), we can observe that a truncation of either the diffusivity parameter or boundary condition PCE results in relatively small errors as long as a 1st-order characterization is used for both inputs. This is expected as the mean response of a system normally depends on the lower order moments of the uncertain inputs. It is also observed that 2nd-order PCE truncations result in less error than 1st order truncations, although the gap in the errors is not significant.

Examining higher order output PCE coefficients, there is a general trend that shows strong correlation between input order (i.e. truncation used) and error in the related output PCE coefficients corresponding to polynomials of similar seed (i.e. $\xi_{1}$ vs $\xi_{2}$ ). For example, consider Fig. 3.17 subplot (b), which illustrates the error in the output PCE coefficient $u_{1}$, corresponding to the Hermite polynomial $\Psi_{1}(\boldsymbol{\xi})=\xi_{1}$. Since $\xi_{1}$ is the random seed associated with the boundary condition uncertainty, a truncation along that dimension (i.e. boundary condition PCE order) results in a greater error compared to an equivalent truncation of the input uncertainty associated with $\xi_{2}$ (i.e., parameter PCE). In other words, an accurate approximation of the PC coefficient


Figure 3.16: Solution PCE coefficients for the 2D nonlinear heat equation using a global NISP.
$u_{1}$ requires a sufficiently accurate PCE of the related input uncertainty (boundary condition). The same can be said for the truncation of the diffusivity parameter (characterized by $\xi_{2}$ ) and the output PCE coefficient, $u_{2}$, corresponding to the Hermite polynomial $\Psi_{2}=\xi_{2}$, as shown in Fig. 3.17 subplot (c). Similar trends are seen for higher order output PCE coefficients. Furthermore, we can see that higher order PCE coefficients incur larger errors due to input PCE truncation than lower order ones. Since the proposed DDUQ methodology involves the propagation of a truncated boundary condition characterization from one node (subdomain) to the next, it is important to note that such truncation results in small errors in the lower order PCE coefficients which correspond to the mean response and capture most of the uncertainty (when characterized by variance) in the output.

## Scalability tests

For this example, we use relaxation methods as outlined above to solve the stochastic BVP. Figs. 3.18 and 3.19 provide normalized residual convergence results regarding strong and weak scalability, respectively. For weak scalability, we kept the subdomain problem size (i.e. subdomain-level finite-element nodes) fixed while increasing the number of subdomains. For strong scalability, we kept the global problem size (i.e. number of global finite-element nodes) fixed while increasing the number of subdomains. The results (for strong and weak scalability cases) are identical for the cases involving 64 nodes (subdomains) since they involve the same network with the same discretization (subdomain overlaps), regardless of method and relaxation used. As the subdomain number decreases to 16 , and then finally to 4 , the amount of overlap is smaller for the strong scalability cases resulting in the observed inferior convergence rates for the same method and relaxation.
Figs. 3.20 and 3.21 provide strong and weak scalability results, with both serial and parallel execution timing provided. For all scalability results, all timings are obtained by performing calculations on an $\operatorname{Intel}(\mathrm{R}) \operatorname{Xeon}(\mathrm{R})$ Core(TM) i7-5557U CPU @ 3.10GHz with 16 GB RAM. The parallel execution time is the time that one
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Figure 3.17: 2D nonlinear heat equation: Normalized $L_{2}$ error norms for output PCE coefficients $u_{0}, \ldots, u_{9}$ (a-j) with
varying level of PCE order for the diffusion parameter (column index) and boundary condition (row index).


Figure 3.18: Strong scalability convergence results for 2D heat equation for $\omega=2 / 3$ (left) and $\omega=1$ (right): Iteration number versus normalized residual of interface unknowns (PC coefficients). J or G-S labels denote the use of Jacobi or Gauss-Seidel iterations, respectively.


Figure 3.19: Weak scalability convergence results for 2D heat equation for $\omega=2 / 3$ (left) and $\omega=1$ (right): Iteration number versus normalized residual of interface unknowns (PC coefficients). J or G-S labels denote the use of Jacobi or Gauss-Seidel iterations, respectively.
node takes in propagating the uncertainty (since all nodes are similar in this case) for the Jacobi iterations. As for the Gauss-Seidel iterations, the parallel execution time is obtained by choosing the optimal permutation matrix that maximizes the parallelizability of the UQ propagation step through the various nodes within the network at each iteration. Fig. 3.22 provides strong scalability results for GaussSeidel iterations with random permutation matrix and $\omega=1$ to illustrate the effect that the permutation matrix has on performance. Varying the permutation matrix (a total of 10 realizations) seems to have a minimal impact on the total number of iterations until convergence. On the other hand, we can see large scatter in the serial execution time and, to a greater extent, the parallel execution time. Specifically regarding the parallel execution time, the effect is detrimental in terms of scalability as the execution time increases on average going from a 16 -node to a 64 -node network, in contrast to that obtained using an optimal permutation matrix (see Fig. 3.20 (c)).

For the following discussion, we focus on the errors introduced in propagating uncertainty through the network using the proposed methodology in comparison to propagating uncertainty at the system level (i.e. without domain decomposition), with the later acting as the baseline solution. To isolate those errors, we run the iterations until convergence with normalized residual of $1 \times 10^{-10}$. Figs. 3.23 illustrates the effect of network size (with fixed 3-rd order PCE representation of inter-node links) and 3.24 the effect of finite PCE-order representation of links (i.e. artificial boundary values) between the nodes (for a fixed 4-node network). To do this, we provide normalized error results relating to the output PC coefficients (as a vectorvalued quantity) at specific physical locations. These errors are normalized with respect to the baseline solution without domain decomposition. We can see that, as the network size increases, the errors grow due to the finite (3rd) order PCE representation of the links between the nodes. We can also see the same trends with decreasing PCE-order representation of the links. Furthermore, for a specific number of nodes (subdomains) or PCE-order of links, we see a slower convergence rate for locations further away from the boundary of the computational domain. This
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Figure 3.20: Strong scalability results for 2D heat equation: (a) iteration count versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$, (b) serial execution time of solver versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$, (c) parallel execution time of solver versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$. J or G-S label denotes the use of Jacobi or Gauss-Seidel iterations, respectively. Gauss-Seidel iterations executed with optimal permutation matrix resulting in minimal parallel execution times.


Figure 3.21: Weak scalability results for 2D heat equation: (a) iteration count versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$, (b) serial execution time of solver versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$, (c) parallel execution time of solver versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$. J or G-S label denotes the use of Jacobi or Gauss-Seidel iterations, respectively. Gauss-Seidel iterations executed with optimal permutation matrix resulting in minimal parallel execution times.


Figure 3.22: Strong scalability results for 2D heat equation with random permutation matrix for Gauss-Seidel iterations with $\omega=1$ : (a) iteration count versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$, (b) serial execution time of solver versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$, (c) parallel execution time of solver versus network size (number of subdomains) until convergence with normalized residual of $1 \times 10^{-3}$. Red curve represents the mean and grey region the confidence interval as plus-or-minus three standard deviations.


Figure 3.23: Network-related error for 2D heat equation: normalized error for solution (PC coefficients) at isolated physical locations for varying network size with fixed 3-rd order PCE representation of inter-node links.
is expected since those locations are both physically and network distance-wise further away from the sources of uncertainty and thus a larger number of iterations is required to propagate the uncertainty to those locations through the network.

### 3.4 DDUQ acceleration

The iterative process induced by the fixed point system (3.5) is not guaranteed to converge and, if it does, convergence cannot be more than linear [40]. Several acceleration methods can be found in the literature to overcome these issues. For instance, vector extrapolation methods [39] transform a sequence of vectors generated by some iterative process to a new set of vectors that converge faster than the initial sequence. Depending on the method used to compute such transformation, we can distinguish between polynomial methods (Reduced-Rank Extrapolation, MinimalPolynomial Extrapolation, etc. [111]) or $\varepsilon$-methods (scalar or vector $\varepsilon$-algorithms [112]). A different approach is adopted by the family of Anderson Acceleration (AA)


Figure 3.24: Network-related error for 2D heat equation: normalized error for solution (PC coefficients) at isolated physical locations for varying PCE-order representation of links between the nodes for a 4-node network.
methods [12]. Here the iterates are not modified, but stored and used to compute the new iterate via linear combination. It has been proved that this is analogous to the so-called Pulay mixing for electronic applications and to non-linear GMRES $[102,196]$. Moreover, the authors in [71] show how AA is related to the multi-secant quasi-Newton method and, for the linear case, to GMRES.

Anderson Acceleration has been successfully applied to the DDUQ problem in [113]. However, this method is merely algebraic and unrelated to the specificity of the problem. Therefore, our goal is to improve the performance of the solver accelerated via AA, possibly exploiting more information about the (non-linear) DDUQ problem. On the one hand, since the network formulation arises from the DD approach, the mathematical and geometrical setting suggests the creation of a hierarchy of subproblems by combining neighboring components to obtain a coarser network. On the other hand, the PC modal expansion employed to represent uncertainties in the UQ problem leads to the idea of coarsening by truncating the PCE at lower polynomial degrees. With either perspective, the multilevel structure of the problem is evident. However, while multigrid (MG) methods strongly rely on the concept
of mesh coarsening, or on the adjacency graph of the system matrix, the network problem is mesh-free, and the DDUQ problem may not admit a matrix formulation, in general. Moreover, the Spectral Theory does not apply to the PCE right away because the modal coefficients are not just algebraic quantities, since they involve multiple PDE solves and a projection on the stochastic space. Therefore, a direct application of the already well-established MG methods is not possible. In order to understand how the basic principles of MG may be applied to our problem, we start by recalling some basics concepts (see [42] for details).

### 3.4.1 The idea

Smoothing processes are characterized by a fast decay of the error in the first few iterations, followed by a drastic decrease of the convergence rate. This behavior is explained by the smoothing action of the iterative solver, that quickly filters out the high-frequency components of the error within the first few iterations, but is less efficient in damping the slow persistent modes, resulting in the necessity of a larger computational effort to achieve the same error reduction. Multigrid methods are designed to accelerate the reduction of the slow components of the error. The key idea is that slow frequencies on a fine grid are fast frequencies on a coarse grid. Hence, an approximate solution on the fine grid obtained after few smoothing steps can be corrected with an accurate approximation of the error on the coarse grid, which accelerates damping the slow components.

### 3.4.2 Geometric Multigrid

Consider a linear system in the form

$$
\begin{equation*}
\mathbf{A} \boldsymbol{u}=\mathbf{b} \tag{3.38}
\end{equation*}
$$

with the corresponding residual equation $A \mathbf{e}=\mathbf{r}$. Referring to quantities on the fine and coarse grid with the subscripts $h$ and $H$, respectively, what Geometric Multigrid
(GMG) does is (see Algorithm 4): calculating an approximate solution on the fine grid with few iterations and the corresponding residual (line 1 ); transferring these two quantities to the coarse grid via a restriction operator $R$ (line 2 ); solving the residual equation on the coarse grid to obtain the error (line 3), that is then transferred back to the fine grid via a prolongation operator P (line 4), to correct the solution (line 5). Finally, the corrected solution is used as initial guess for some post-smoothing (line 6 ). This procedure can be applied recursively, generating $\mathrm{V}^{-}, \mu^{-}$, or hybrid cycles.

```
Algorithm 4: Geometric Multigrid method (2 levels)
    \(\mathbf{1}_{1}\) Pre-smoothing: Calculate an approximate solution \(\mathbf{v}_{h}\) to \(\mathbf{A}_{h} \mathbf{u}_{h}=\mathbf{f}_{h}\) and the
        residual \(\mathbf{r}_{h}\);
    \(\mathbf{2}\) Restrict \(\mathbf{v}_{h}\) and \(\mathbf{r}_{h}\) to the coarse grid: \(\mathbf{v}_{H}=R \mathbf{v}_{h}, \mathbf{r}_{H}=R \mathbf{r}_{h}\);
    \(\mathbf{3}\) Solve the coarse-grid residual equation \(\mathbf{A}_{H} \mathbf{e}_{H}=\mathbf{r}_{H}\);
    4 Interpolate the error on the fine grid: \(\mathbf{e}_{h}=P \mathbf{e}_{H}\);
    \(\mathbf{5}_{5}\) Correct the solution on the fine grid: \(\mathbf{v}_{h} \leftarrow \mathbf{v}_{h}+\mathbf{e}_{h}\)
    6 Post-smoothing: Calculate an approximate solution to \(\mathbf{A}_{h} \mathbf{u}_{h}=\mathbf{f}_{h}\) with
        initial guess \(\mathbf{v}_{h}\).
```


### 3.4.3 Full Approximation Scheme (FAS) for non-linear problems

While for a linear problem like (3.38) the error can be obtained directly from the residual equation, for non-linear problems more work is necessary, since the residual itself is non-linear. More precisely, the residual equation yields the approximate solution perturbed by the error, which is a full approximation of the solution, rather then the error itself. Then, the error can be obtained as the difference between the perturbed and the non-perturbed approximate solution. The multigrid method for a non-linear problem is called "Full Approximation Scheme" (FAS), after this feature.
Consider a system of nonlinear equations

$$
\begin{equation*}
\mathbf{A}(\boldsymbol{u})=\mathbf{b} \tag{3.39}
\end{equation*}
$$

where $\boldsymbol{u}, \mathbf{b} \in \mathbb{R}^{n}$. Let $\boldsymbol{v}$ be an approximation to the exact solution $\boldsymbol{u}$, and $\mathbf{e}=\boldsymbol{u}-\boldsymbol{v}$, $\mathbf{r}=\mathbf{b}-\mathbf{A}(\boldsymbol{v})$ the corresponding error and residual, respectively. By substituting the original equation (3.39) in the definition of the residual, we obtain

$$
\begin{equation*}
\mathbf{A}(\boldsymbol{u})-\mathbf{A}(\boldsymbol{v})=\mathbf{r} \tag{3.40}
\end{equation*}
$$

Note that, since the operator $\mathbf{A}$ is non-linear, it is not possible to express (3.40) in terms of the error $\mathbf{e}$. In order to employ the non-linear residual equation (3.40) in a non-linear multigrid method, we express the exact solution $\boldsymbol{u}$ as the current approximation corrected by the error, i.e., $\boldsymbol{u}=\boldsymbol{v}+\mathbf{e}$, so that equation (3.40) reads as

$$
\begin{equation*}
\mathbf{A}(\boldsymbol{v}+\mathbf{e})-\mathbf{A}(\boldsymbol{v})=\mathbf{r} \tag{3.41}
\end{equation*}
$$

Hence, one step of the two-level FAS algorithm can be formulated as follows:

## Algorithm 5: Full Approximation Scheme (2 levels)

$\mathbf{1}$ Pre-smoothing: Calculate an approximate solution $\mathbf{v}_{h}$ of $\mathbf{A}_{h}\left(\mathbf{u}_{h}\right)=\mathbf{f}_{h}$ on the fine grid and the corresponding residual $\mathbf{r}_{h}$;

2 Restrict the approximate solution and the residual on the coarse grid:
$\mathbf{v}_{H}=R \mathbf{v}_{h}, \mathbf{r}_{H}=R \mathbf{r}_{h} ;$
3 Solve the coarse-grid problem $\mathbf{A}_{H}\left(\mathbf{v}_{H}+\mathbf{e}_{H}\right)=\mathbf{A}_{H}\left(\mathbf{z}_{H}\right)=\mathbf{A}_{H}\left(\mathbf{v}_{H}\right)+\mathbf{r}_{H}$;
4 Obtain the error on the coarse grid as $\mathbf{e}_{H}=\mathbf{z}_{H}-\mathbf{v}_{H}$;
5 Prolongate the error back to the fine grid $\mathbf{e}_{h}=P \mathbf{e}_{H}$;
6 Correct the solution on the fine grid $\mathbf{v}_{h} \leftarrow \mathbf{v}_{h}+\mathbf{e}_{h}$;
7 Post-smoothing: Calculate an approximate solution of $\mathbf{A}_{h}\left(\mathbf{u}_{h}\right)=\mathbf{f}_{h}$ on the fine grid with initial guess $\mathbf{v}_{h}$.
where $P$ and $R$ are the prolongation and restriction operators, respectively, and the subscripts $h, H$ refer to the fine and coarse grid, respectively.

### 3.4.4 Algebraic Multigrid

Algebraic Multigrid (AMG) is a grid-free version of the multigrid method, that can be applied when the physical locations of the unknowns are themselves unknown or immaterial. For AMG the coarse-grid unknowns are a subset of the original variables. The grid points are are the indices of the unknowns and the connections within the grid are determined by the undirected adjacency graph of the matrix. For the sake of simplicity, assume that $A=\left\{a_{i j}\right\}$ is a symmetric M-matrix, i.e., it is symmetric positive-definite with positive diagonal entries and non-positive off-diagonal entries. The selection of the coarse grid is based on the following definition:

Definition. Given a threshold value $0<\vartheta \leq 1$, the variable $u_{i}$ strongly depends on the variable $u_{j}$ if

$$
\begin{equation*}
-a_{i j} \geq \vartheta \max _{k \neq i}\left\{-a_{i k}\right\} \tag{3.42}
\end{equation*}
$$

i.e., if the coefficient $a_{i j}$ is comparable in magnitude to the largest off-diagonal coefficient in the $i$-th equation. Conversely, if $u_{i}$ strongly depends on $u_{j}$, then $u_{j}$ strongly influences $u_{i}$. Furthermore, we define the following sets:

- $N_{i}$, the set of all points $j \neq i$ such that $a_{i j} \neq 0$;
- $C_{i}$, the set of neighboring coarse-grid points that strongly influence $i$;
- $D_{i}^{s}$, the set of neighboring fine-grid points that strongly influence $i$;
- $D_{i}^{w}$, the set of neighboring fine- or coarse-grid points that do not strongly influence $i$.

It can be shown that smooth error varies slowly in the direction of strong connection. Hence, the prolongation (interpolation) operator $P=I_{H}^{h}$ can be defined as

$$
\left(I_{H}^{h} \mathbf{e}\right)_{i}= \begin{cases}e_{i} & \text { if } i \in C  \tag{3.43}\\ \sum_{j \in C_{i}} \omega_{i j} e_{j} & \text { if } i \in F\end{cases}
$$

where $C$ and $F$ are the sets of the coarse- and fine-grid variables, respectively, with $C \cap F=\emptyset$, and $\omega_{i j}$ are the interpolation weights defined by

$$
\begin{equation*}
\omega_{i j}=-\frac{a_{i j}+\sum_{m \in D_{i}^{s}}\left(\frac{a_{i m} a_{m j}}{\sum_{k \in C_{i}} a_{m k}}\right)}{a_{i i}+\sum_{n \in D_{i}^{w}} a_{i n}} . \tag{3.44}
\end{equation*}
$$

Although this is the "traditional" formulation of AMG, alternative definitions for the coarsening (compatible relaxation-based, path length-based, ...) and interpolation (long range, adaptive, red-black, ...) can be found in the literature.

### 3.5 Multigrid Methods for DDUQ Network Problems in Matrix Form

For any Multigrid algorithm, the following "ingredients" are required: (i) A sequence of grids; (ii) Prolongation and restriction operators between grids; (iii) A relaxation operator; (iv) A coarse-grid version of the relaxation operator; (v) A solver for the coarse grid. Depending on the definition of the grid, different classes of MG methods can be derived. As anticipated above, in what follows we design two new MG methods by defining the grid as the (partially ordered) set of the coefficients of the PCE that describes the uncertainties $(p M G)$, or as the network $(h M G)$. We derive a formulation of the method for UQ problems in networks that can be expressed in matrix form, and we discuss how this approach can be generalized to any network problem.

### 3.5.1 p-Multigrid

In a generalized spectral expansion, the Spectral Theorem guarantees that, under suitable assumptions, the most significative information is captured by the low-order coefficients (associated with the smallest eigenvalues). Hence, solving the residual
equation for the lower frequencies is expected to be beneficial for the convergence of the full solution. The extension of such reasoning to a PCE is not straightforward. In this case, the coefficients are obtained by integrating a spatial solution over the stochastic space, and the corresponding approximation is given by a linear combination of solutions in space, associated with different samples of the parameter space. The behavior of the solution as a response to the choice of the parameters is not easily predictable, especially for non-linear problems. Therefore, dropping highorder coefficients may lead to loss of information and, consequently, to low-quality corrections.
In order to better understand the effects of a pMG scheme on a problem of uncertainty quantification, as a first step we assess the numerical behavior of the method for linear problems that admit a matrix formulation.

Prolongation and Restriction Operators. In a UQ network problem, each edge is the vehicle of the propagation of the uncertainty, in our case represented via the coefficients of a PCE of order $p$. Let such coefficients be stored in a vector $\mathbf{p}$ of length $N$, which we define as the size of the edge. The outcome of a restriction operation on an edge $\mathbf{p}^{F}$ of size $N^{F}$ is a new edge $\mathbf{p}^{C}$ of size $N^{C}<N^{F}$. The restriction operation $R$ can be defined in different ways. We explore the following alternatives, summarized in Table 3.1:

- Truncate coefficient: at each pMG level, drop the last coefficient.
- Truncate order: at level $\ell>1$, drop all the coefficients associated with the order $p_{\ell}=p-\ell+2$.
- Average forward: at each pMG level, average consecutive coefficients pairwise.
- Average last: at each pMG level, average the last two PCE coefficients.
- Average by order: at level $\ell>1$, average all the PCE coefficients corresponding to orders $p-\ell+2: p$.
- Average all orders: for each order, average the PCE coefficients corresponding to the same order (2-level pMG only).
- Average all: average all the PCE coefficients (2-level pMG only).
- Adaptive: use the PCE coefficients at the fine level as a projector (2-level pMG only).

| Type | Description | $N^{C}$ | Operator |
| :--- | :--- | :--- | :--- |
| Truncate coeff. | Drop last coeff. | $N^{F}-1$ | $\mathbf{p}_{N^{F}}^{F}=0$ |
| Truncate order | Drop highest order | $N_{\ell}$ | $\mathbf{p}_{i}^{F}=0, i=N^{C}+1, \ldots, N^{F}$ |
| Avg forward | Avg coeff. pairwise | $N^{F}-1$ | $\mathbf{p}_{i}^{C}=\operatorname{avg}\left(\mathbf{p}_{i}^{F}, \mathbf{p}_{i+1}^{F}\right)$ |
| Avg last | Avg last two coeff. | $N^{F}-1$ | $\mathbf{p}_{N^{C}}^{C}=\operatorname{avg}\left(\mathbf{p}_{N^{F}-1}^{F}, \mathbf{p}_{N^{F}}^{F}\right)$ |
| Avg by order | Avg highest order | $N_{\ell}+\ell-1$ | $\mathbf{p}_{N_{\ell}+\ell-1}^{C}=\operatorname{avg}\left(\mathbf{p}_{N_{\ell}+1}^{F}, \ldots, \mathbf{p}_{N_{\ell+1}}^{F}\right)$ |
| Avg all orders | Avg each order | $p+1$ | $\mathbf{p}_{\ell}^{C}=\mathbf{p}_{N_{\ell}+\ell-1}^{C} \forall \ell=1, \ldots, p+1$ |
| Avg all | Avg all coeff. | 1 | $\mathbf{p}_{N^{C}}^{C}=\operatorname{avg}\left(\mathbf{p}_{1}^{F}, \mathbf{p}_{N^{F}}^{F}\right)$ |
| Adaptive | Project on fine sol. | 1 | $\mathbf{v}^{F} \cdot \mathbf{p}^{F}$ |

Table 3.1: pMG coarsening types.

Then, the prolongation operator $P$ is obtained from $R$ by transposition $\left(P=R^{T}\right)$.

Remark. A coarsening of type pMG does not affect the topology or the connectivity of the network. Rather, it acts on the edge size. In other words, pMG is a conservative (non-intrusive) method, since the network solver can be used as a blackbox. This feature makes it extremely flexible in terms of applicability. Moreover, from a user perspective it requires no effort in terms of setup.

### 3.5.2 h-Multigrid

In an hMG method, the grid is defined as the network. This means that the nodes of the coarse network are "hyper-nodes", obtained by the aggregation of nodes of the fine network, according to some rule. As a result, the edges of the network are coarsened as well.

Definition (hMG coarsening type). Level $l(\geq 2)$ of h-MG is of type $\left(m_{l}, n_{l}\right)_{l}$ if components at level $l-1$ are combined in intersecting (overlapping) sets of cardinality $m_{l}$, with intersection (overlap) of cardinality $n_{l}$.

In order to guarantee that the coarse network is well-defined, the following conditions must be satisfied:

1. $m_{l} \geq 2 n_{l}$ : the connectivity of the graph is uniquely defined (for each input port there exist one and only one output port connected to it);
2. $N_{\text {comp }}^{C}=\frac{N_{\text {comp }}^{F}-n_{l}}{m_{l}-n_{l}}$ : all the components of the coarse network are the same size.

Condition (2) is enforced to facilitate the implementation of the coarsening but can be removed.
The definition of coarsening can be applied recursively, to obtain a multiple-level multigrid method. Figure 3.25 shows an example of $(2,1)-(3,1)$-hMG for a 1D network of 8 components. Note that, from a geometrical viewpoint, such 3-level hMG coarsening is equivalent to a 2 -level $(4,2) \mathrm{hMG}$ coarsening. More in general, a 3-level hMG of type $\left(m_{2}, n_{2}\right)_{2}-\left(m_{3}, n_{3}\right)_{3}$ is geometrically equivalent to a 2-level
hMG of type $\left(m_{2}^{(3)}, n_{2}^{(3)}\right)_{2}$, with

$$
\begin{align*}
m_{2}^{(3)}= & \left\lceil\frac{m_{3}}{2}\right\rceil m_{2}+\left(\left\lfloor\frac{m_{3}}{2}\right\rfloor-\left(1-\left(\left\lceil\frac{m_{3}}{2}\right\rceil-\left\lfloor\frac{m_{3}}{2}\right\rfloor\right)\right)\right)\left(m_{2}-2 n_{2}\right)+ \\
& \left(1-\left(\left\lceil\frac{m_{3}}{2}\right\rceil-\left\lfloor\frac{m_{3}}{2}\right\rfloor\right)\right)\left(m_{2}-n_{2}\right), \\
n_{2}^{(3)}= & \left\lceil\frac{n_{3}}{2}\right\rceil m_{2}+\left(\left\lfloor\frac{n_{3}}{2}\right\rfloor-\left(1-\left(\left\lceil\frac{n_{3}}{2}\right\rceil-\left\lfloor\frac{n_{3}}{2}\right\rfloor\right)\right)\right)\left(m_{2}-2 n_{2}\right)+  \tag{3.45}\\
& \left(1-\left(\left\lceil\frac{n_{3}}{2}\right\rceil-\left\lfloor\frac{n_{3}}{2}\right\rfloor\right)\right)\left(m_{2}-n_{2}\right) .
\end{align*}
$$

This property can be applied recursively to obtain $\left(m_{2}^{(l)}, n_{2}^{(l)}\right)_{2}$ at level $l$ :

Property. An hMG level $l$ of type $\left(m_{l}, n_{l}\right)_{l}$ is geometrically equivalent to a 2-level hMG coarsening of type $\left(m_{2}^{(l)}, n_{2}^{(l)}\right)_{2}$, with

$$
\begin{align*}
m_{2}^{(l)}= & \left\lceil\frac{m_{l}}{2}\right\rceil m_{2}^{(l-1)}+\left(\left\lfloor\frac{m_{l}}{2}\right\rfloor-\left(1-\left(\left\lceil\frac{m_{l}}{2}\right\rceil-\left\lfloor\frac{m_{l}}{2}\right\rfloor\right)\right)\right)\left(m_{2}^{(l-1)}-2 n_{2}^{(l-1)}\right)+ \\
& \left(1-\left(\left\lceil\frac{m_{l}}{2}\right\rceil-\left\lfloor\frac{m_{l}}{2}\right\rfloor\right)\right)\left(m_{2}^{(l-1)}-n_{2}^{(l-1)}\right) \\
n_{2}^{(l)}= & \left\lceil\frac{n_{l}}{2}\right\rceil m_{2}^{(l-1)}+\left(\left\lfloor\frac{n_{l}}{2}\right\rfloor-\left(1-\left(\left\lceil\frac{n_{l}}{2}\right\rceil-\left\lfloor\frac{n_{l}}{2}\right\rfloor\right)\right)\right)\left(m_{2}^{(l-1)}-2 n_{2}^{(l-1)}\right)+ \\
& \left(1-\left(\left\lceil\frac{n_{l}}{2}\right\rceil-\left\lfloor\frac{n_{l}}{2}\right\rfloor\right)\right)\left(m_{2}^{(l-1)}-n_{2}^{(l-1)}\right) . \tag{3.46}
\end{align*}
$$

For network problems arising from cartesian domains in higher dimensions, the hMG type is defined as the cartesian product of the 1D hMG coarsening in each dimension. For instance, a $(2,1) \times(3,1)$ coarsening of a 2 D cartesian domain is obtained with a $(2,1)$ coarsening along the $x$-axis and a $(3,1)$ coarsening along the $y$ direction.

Prolongation and Restriction Operators Preliminary studies have been performed on AMG applied to the matrix formulation of a linear 1D heat problem to understand how algebraic coarsening can be interpreted from a geometrical viewpoint. For network UQ problems that admit an algebraic formulation, prolongation and restriction operators can be designed in a similar fashion. Recalling that the unknowns at any coarse level are a subset of the unknowns at the finer level(s), a prolongation operator $P$ can be constructed as follows:


Figure 3.25: Sketch of a $(2,1)-(3,1)$ hMG type: Domain Decomposition (left) and network (right) representation. The action of the prolongation operator is represented by dashed arrows.

- If the unknown $u_{i}$ on the fine grid is also an unknown on the coarse grid, the value is injected from the coarse to the fine grid;
- If the unknown $u_{i}$ on the fine grid is not an unknown on the coarse grid, and the corresponding location in space lies outside the range of output locations on the coarse grid, then the value is injected from the closest location on the coarse grid;
- Otherwise, the value is averaged from the two closest locations on the coarse grid.

Then, the restriction operator is defined as the transposed prolongation operator $\left(R=P^{T}\right)$. A sketch of the prolongation operator is shown in Figure 3.25.

### 3.5.3 Preliminary results

As a preliminary investigation, we consider the linear 1D heat equation. In this case, in fact, the UQ problem can be formulated as a system of linear 1D heat problems,
one for each PCE coefficient, and can be expressed in matrix form [45]. As a result, the prolongation and restriction operators can be assembled explicitly and the pMG algorithm has the same flavor of an AMG method ${ }^{1}$.
In order to measure the performance of pMG or hMG, we define the serial cost of one MG iteration as

$$
\begin{equation*}
c_{M G}=2 N_{F} \sum_{l=1}^{L-1} \frac{c_{l}}{c_{\max }}+N_{C} \frac{c_{L}}{c_{\max }} \tag{3.47}
\end{equation*}
$$

where

- $N_{F}, N_{C}$ is the number of iterations on the fine and coarse grid, respectively,
- $L$ is the number of MG levels,
- $c_{l}$ is the cost of one iteration at level $l$,
- $c_{\max }=\max _{l=1, \ldots, L} c_{l}=c_{1}$.

The performance of all the methods presented here is expressed in terms of the serial cost defined in (3.47). The cost of a parallel MG solver depends on the choice of the smoother. If the smoother is a Jacobi iterative solver, at each level the work of one propagation is distributed across $N_{\text {comp }}^{l}$ processors, where $N_{\text {comp }}^{l}$ is the number of components at level $l$, and executed simultaneously in one step. Conversely, if the smoother is of type Gauss-Seidel, at each level the work of one propagation is distributed across $N_{\text {comp }}^{l}$ processors and executed in $N_{s}\left(\pi_{l}\right)$ sequential steps, depending on the level of parallelism of the pemutation $\pi_{l}$ of the network components. In either case, the parallel cost can be expressed as

$$
\begin{equation*}
c_{M G}^{p a r}=2 N_{F} \sum_{l=1}^{L-1} \frac{c_{l}}{c_{\max }} \frac{N_{s e q}^{l}}{N_{c o m p}^{l}}+N_{C} \frac{c_{L}}{c_{\max }} \frac{N_{s e q}^{L}}{N_{c o m p}^{L}} \tag{3.48}
\end{equation*}
$$

where $N_{\text {seq }}^{l}=1$ or $N_{s}\left(\pi_{l}\right)$ for a Jacobi or Gauss-Seidel smoother, respectively.

[^0]
## pMG

The setting of the tests is summarized in Table 3.2. The performance of the pMG method is measured in terms of relative residual as a function of number of iterations, time (averaged over 10), and cost in terms of matrix-vector products and deterministic solves ${ }^{2}$. In (3.47), the cost of a lower-triangular matrix-vector product is calculated as

$$
\begin{equation*}
c_{l}=2\left(\frac{\left(N_{p}^{l} N_{E}\right)^{2}-N_{p}^{l} N_{E}}{2}+N_{p}^{l} N_{E}\right) \tag{3.49}
\end{equation*}
$$

where $N_{p}^{l}$ is the number of PCE coefficients at level $l$, and $N_{E}$ is the number of edges of the network (constant at each level), while the number of deterministic solves is

$$
\begin{equation*}
c_{l}=\left(p_{l}+1\right)^{d} \tag{3.50}
\end{equation*}
$$

where $p_{l}$ is the order of the PCE at level $l$, and $d$ is the dimension of the stochastic space.

The results for each pMG level are shown in Figures 3.26, 3.27, 3.28, 3.29. The coarsening types "adaptive" and "average all orders" are the cheapest in terms of costs (in fact they support only two levels), whereas "average last" is the fastest in terms of time (for $L>2$ ). However, in general none of the pMG coarsening types brings a significant improvement compared to the standard relaxation process and AMG features the best performance in all the cases.

## hMG

The hMG method is tested on the linear 1D heat problem in matrix form with parameter setting as in Table 3.3. The hMG coarsening types tested are listed in Table 3.4. Note that not any combination of coarsening is feasible, due to the constraint (2) stated in paragraph 3.5.2.

[^1]| Parameter | Description | Value |
| :--- | :--- | :--- |
| $L_{x}$ | Length of the physical domain | 1 |
| $N_{F E}$ | Number of FE | 10 |
| $N_{\text {comp }}$ | Number of network components | 32 |
| $p$ | PCE order | 5 |
| $N_{p}$ | Number of PCE coefficients | 21 |
| $T_{1}, T_{2}$ | Stochastic boundary conditions | Random (loaded) |
| csnType | Coarsening type | All of above |
| $L$ | Number of pMG levels | $1, \ldots, p$ |
| intpType | Interpolation type | All of above |
| smoother | Smoother for pMG | Gauss-Seidel |
| $\omega$ | Relaxation parameter | 1 |
| perms | Permutations | $1: N_{\text {comp }}$ |
| $N_{V c y c l e s ~}$ | Maximum number of V-cycles | 10,000 |
| tol | Tolerance for stopping criterion | $10^{-3}$ |
| $N_{F}=N_{C}$ | Interations on fine/coarse grid | $1, \ldots, 3$ |

Table 3.2: pMG for linear 1D heat DDUQ network problem: parameter setting.





Figure 3.26: 1D heat test: 2-level pMG relative residual vs. number of iterations (top), incremental cost in terms of matrix-vector products (upper center) and number of deterministic solves (lower center), and time (bottom) for $N_{F}=N_{C}=\{1,2,3\}$ (left-right).








Figure 3.27: 1D heat test: 3-level pMG relative residual vs. number of iterations (top), incremental cost in terms of matrix-vector products (upper center) and number of deterministic solves (lower center), and time (bottom) for $N_{F}=N_{C}=\{1,2,3\}$ (left-right).


Figure 3.28: 1D heat test: 4-level pMG relative residual vs. number of iterations (top), incremental cost in terms of matrix-vector products (upper center) and number of deterministic solves (lower center), and time (bottom) for $N_{F}=N_{C}=\{1,2,3\}$ (left-right).






Figure 3.29: 1D heat test: 5-level pMG relative residual vs. number of iterations (top), incremental cost in terms of matrix-vector products (upper center) and number of deterministic solves (lower center), and time (bottom) for $N_{F}=N_{C}=\{1,2,3\}$ (left-right).

As for the pMG test cases, the performance is measured in terms of relative residual as a function of number of iterations, time (averaged over 10), and cost in terms of matrix-vector products and deterministic solves. Here, in (3.47) the cost of a lowertriangular matrix-vector product is calculated as

$$
\begin{equation*}
c_{l}=2\left(\frac{\left(N_{p} N_{E}^{l}\right)^{2}-N_{p} N_{E}^{l}}{2}+N_{p} N_{E}^{l}\right) \tag{3.51}
\end{equation*}
$$

where $N_{p}$ is the number of PCE coefficients (constant at each level), and $N_{E}^{l}$ is the number of edges of the network at level $l$, while the number of deterministic solves is

$$
\begin{equation*}
c_{l}=N_{c o m p}^{l}(p+1)^{d} \tag{3.52}
\end{equation*}
$$

where $N_{c o m p}^{l}$ is the number of components at level $l, p$ is the order of the PCE, and $d$ is the dimension of the stochastic space.
Note that, unlike a pMG coarsening, the accuracy of the stochastic representation of the unknown in terms of PCE (i.e., the edge size) is constant across levels, whereas the number of edges decreases at each level.
The results for $L=\{2,3,4\}$ levels are shown in Figures 3.30-3.35. First of all, as a consistency check, notice that $(2,1)$-hMG coincides with 2-level AMG (strong connection), as expected (see Figures 3.30-3.31). In general, for a 2-level hMG the slowest types are those with no overlap $\left(n_{2}=0\right)$, whereas the fastest are those that maximize the overlap ratio $((16,8),(8,4),(4,2): n / m=50 \%)$. Interestingly, among the fastest hMG types, $(8,4)$ is the best, probably because it achieves the best trade-off between accuracy and propagation speed.
For more than 2 levels, a performance analysis is less straightforward. As for the basic case, Figures $3.32-3.33$ show that $(2,1)-(3,1)$-hMG is equivalent to 3 -level AMG, as expected, and the slowest hMG types are those with no overlap at the second level $\left(n_{2}=0\right)$. Although it is hard to identify the coarsening type that has the best performance for $L \geq 3$, a comparison across the levels shows that number of iterations, costs and times decrease significantly as the number of levels increases (see also Figures 3.34-3.35). This justifies further investigation on more complex cases.

| Parameter | Description | Value |
| :--- | :--- | :--- |
| $L_{x}$ | Length of the physical domain | 1 |
| $N_{F E}$ | Number of FE | 10 |
| $N_{\text {comp }}$ | Number of network components | 64 |
| $p$ | PCE order | 5 |
| $N_{p}$ | Number of PCE coefficients | 21 |
| $T_{1}, T_{2}$ | Stochastic boundary conditions | Random (loaded) |
| csnType | Coarsening type | see Table 3.4 |
| $L$ | Number of hMG levels | $2,3,4$ |
| intpType | Interpolation type | As above |
| smoother | Smoother for hMG | Gauss-Seidel |
| $\omega$ | Relaxation parameter | 1 |
| perms | Permutations | $1: N_{\text {comp }}$ |
| $N_{V c y c l e s ~}$ | Maximum number of V-cycles | 10,000 |
| tol | Tolerance for stopping criterion | $10^{-6}$ |
| $N_{F}=N_{C}$ | Interations on fine/coarse grid | $1,2,3$ |

Table 3.3: hMG for linear 1D heat DDUQ network problem (matrix form): parameter setting.

| 2 levels | 3 levels | 4 levels |
| :---: | :---: | :---: |
| $(2,0)$ | $(2,0)-(2,1)$ |  |
|  | $(2,0)-(4,2)$ |  |
| $(2,1)$ | $(2,1)-(3,1)$ | $(2,1)-(3,1)-(3,1)$ |
|  | $(2,1)-(7,3)$ |  |
| $(4,0)$ | $(4,0)-(4,1)$ |  |
|  | $(4,0)-(4,2)$ |  |
| $(4,1)$ | $(4,1)-(3,1)$ | $(4,1)-(3,1)-(4,1)$ |
|  | $(4,1)-(9,3)$ |  |
| $(4,2)$ | $(4,2)-(3,1)$ | $(4,2)-(3,1)-(3,1)$ |
|  | $(4,2)-(6,1)$ |  |
| $(8,0)$ | $(8,0)-(2,1)$ |  |
|  | $(8,0)-(4,2)$ |  |
|  | $(8,0)-(3,1)$ |  |
|  | $(8,0)-(5,1)$ |  |
| $(8,1)$ |  |  |
| $(8,4)$ | $(8,4)-(3,1)$ | $(8,4)-(3,1)$ |
|  | $(8,4)-(8,1)$ |  |
| $(16,4)$ | $(16,4)-(3,1)$ |  |
| $(16,8)$ | $(16,8)-(3,1)$ |  |

Table 3.4: hMG types for linear 1D heat DDUQ network problem.

$\begin{aligned} & \text { Relative Residual vs. Incremental Time, } \mathbf{N}_{\text {fine }}=\mathbf{3}, \mathbf{N}_{\text {levels }}=\mathbf{2} \\ & 10^{0}\end{aligned}$








Figure 3.32: 1D heat test: 3-level hMG relative residual vs. number of iterations (top) and time (bottom)
for $N_{F}=N_{C}=\{1,2,3\}$ (left-right).


 n terms of matrix-vector
products (top) and number of deterministic solves (bottom) for $N_{F}=N_{C}=\{1,2,3\}$ (left-right).



Time
Figure 3.34: 1D heat test: 4-level hMG relative residual vs. number of iterations (top) and time (bottom)
for $N_{F}=N_{C}=\{1,2,3\}$ (left-right).


## 3.6 h -Multigrid Methods for UQ in Networks

A matrix formulation of the network problem may not be available, either because of the intrinsic non-linearity of the problem, or because of the heterogeneity of the components. Therefore, while the notion of network coarsening can still be applied, the prolongation and restriction operators as well as the smoother and the solver on the coarse network need to be re-designed. In what follows we discuss how it is possible to generalize the matrix version of the methods to network form, highlighting some delicate issues that need particular care, or desirable mathematical properties that require some effort to be guaranteed. Numerical results are work in progress and will be presented in [?].

### 3.6.1 Prolongation and restriction operators

Since the hyper-nodes of the coarse networks are aggregates of the nodes of the fine network, the edges of the coarse network are a subset of the edges of the fine network. Consequently, the restriction operator $R$ selects the edges of the fine network that are also edges of the coarse network and injects the corresponding values of the solution. Conversely, the construction of a prolongation operator is more involved. First of all, notice that the effect of a network propagation at the coarse level is that new values for the outputs are generated not only for the edges of the coarse network, but also for those edges of the fine network that are dropped during the coarsening. If the mesh is preserved across levels, such values are directly accessible. Differently, if the mesh of a component of the coarse network is coarser than the corresponding one at the fine level, the values can be retrieved via interpolation. Either way, the solution after a propagation in the coarse network is defined both on the edges of the coarse network and on "dummy" edges within each component, corresponding to the dropped edges of the fine network. The dummy edges are inherited from the fine-level network and remain inactive during the propagation in the coarse network. However, since the solution to a propagation in the coarse network is defined herein,
it can be injected to the fine network.
It is desirable for a generic MG method to satisfy the variational property defined by [42]

$$
\begin{equation*}
\boldsymbol{f}_{H}\left(\mathbf{x}_{H}, \mathbf{u}_{H}\right)=R \boldsymbol{f}_{h}\left(P \mathbf{x}_{H}, \mathbf{u}_{h}\right) \tag{3.53}
\end{equation*}
$$

For an hMG method this is hard to obtain because of the non-uniqueness of the solution on the overlapping region, but the prolongation operator can be designed so that relation (3.53) holds (at least) for some choices of propagation. For instance, suppose that the propagator $\boldsymbol{f}_{H}\left(\mathbf{x}_{H}, \mathbf{u}_{H}\right)$ is one iteration of Gauss-Seidel or Jacobi, and that the prolongation operator fulfills the additional property that, if an output edge of component $i$ of the fine network is an output edge of component $j$ of the coarse network, then the input edges of component $i$ are injected from component $j$. Then, the variational property (3.53) is satisfied. To see this, consider the DomainDecomposition setting in Figure 3.36 (top) with a 2-level coarsening of type ( 3,1 ), and corresponding network representation as in Figure 3.36 (center). Suppose that all the outputs are initialized to zero, with some non-zero exogenous inputs $\mathbf{x}_{L}, \mathbf{x}_{R}$. Then, after one iteration of Jacobi on the coarse grid, the solution is as in Figure 3.36 (top). Now, we wish to prolongate such solution to the fine network, run one Jacobi iteration on the fine network, restrict back to the coarse network and find the same outputs we started with.
Consider output $\mathbf{x}_{2}$ of the fine network, which is output $\hat{\mathbf{x}}_{1}$ of component $\Omega_{1}^{C}$ of the coarse network. The value at such location on the fine network depends on outputs $\mathbf{x}_{1}$ and $\mathbf{x}_{7}$. If the prolongation operator injects the value to output $\mathbf{x}_{7}$ from the corresponding location of the component $\Omega_{2}^{C}$, the solution at output $\mathbf{x}_{2}$ on $\Omega_{2}^{F}$ will be inconsistent with the solution on $\Omega_{1}^{C}$. Therefore, since output $\mathbf{x}_{2}$ is generated by component $\Omega_{2}^{F}$, which belongs to component $\Omega_{1}^{C}$, all the inputs to component $\Omega_{2}^{F}$ have to be injected from $\Omega_{1}^{C}$.
More formally, consider the dual network in Figure 3.36 (bottom), which is obtained from the network above by switching the role of nodes and edges (subdomains and outputs, respectively). This representation is convenient to highlight the dependen-
cies between edges. The outputs of the fine network that are outputs of the coarse network are highlighted in red. For instance, output $\mathbf{x}_{2}$ is determined by output $\mathbf{x}_{1}$ and output $\mathbf{x}_{7}$ through component $\Omega_{2}^{F}$. Note that overlapping components leads to the replication of outputs (in the intersection). For each "red" node ( $\mathrm{x}_{2} \in \Omega_{1}^{C}$ and $\left.\mathbf{x}_{6} \in \Omega_{2}^{C}\right)$, select the adjacent input nodes $\left(\left\{\mathbf{x}_{1}, \mathbf{x}_{7}\right\} \subset \Omega_{1}^{C}\right.$ and $\left.\left\{\mathbf{x}_{3}, \mathbf{x}_{5}\right\} \subset \Omega_{2}^{C}\right)$. In order for the variational property to be satisfied, the solution on this instance of the fine edges has to be injected. Any other duplicate ( $\mathrm{x}_{7} \in \Omega_{2}^{C}, \mathrm{x}_{3} \in \Omega_{1}^{C}$ ) has to be discarded.
Property (1) is relatively easy to implement in the 1D case because each coarse edge can correspond to one and only one fine edge. However, as the dimensionality of the domain grows, each edge of the coarse network can be a subset of edges of the fine network (see Figure 3.37), which makes the variational property hard to implement.

### 3.6.2 Smoother and coarse-grid operators

The relaxation operator is a block-Jacobi or block-Gauss-Seidel network solver. A Jacobi iteration is equivalent to "splitting" all edge data so that all the components can perform uncertainty propagation independently and simultaneously at each iteration. Gauss-Seidel, instead, is equivalent to decomposing the network in a directed acyclic graph, so that each iteration corresponds to propagation in a feed-forward network.

Note that, since each coarse component is a sub-network, one may define the local solver on each coarse component to be a network solver. However, in such a way a coarse network solve would be equivalent to a solve on the fine network, with a particular choice of permutations. Therefore, in order to apply a MG method, the coarse local solver must be a (stochastic) solver on the whole physical coarse component. Moreover, the cost of one deterministic solve on a coarse component should be approximately the same as the cost of a deterministic solve on a fine component. In a traditional Multigrid fashion, this can be achieved by coarsening
the mesh on each coarse component. Alternatively, one may fix the mesh size, and reduce the cost of a deterministic solve via Reduced-Order Models.

### 3.6.3 The definition of the residual

We wish to solve the network problem (3.5) on the fine network. To easy the reading, with abuse of notation we will omit the adjacency matrix $\boldsymbol{I}_{\mathbf{x}}^{y}$, to highlight the fixedpoint nature of the problem, which leads to the iterative procedure

$$
\begin{equation*}
\mathbf{x}_{h}^{k}=\boldsymbol{f}_{h}\left(\mathrm{x}_{h}^{k-1}, \mathbf{u}_{h}\right), \tag{3.54}
\end{equation*}
$$

with corresponding residual

$$
\begin{equation*}
\mathbf{r}_{h}^{k}=-\mathbf{A}_{h}\left(\mathbf{x}_{h}^{k}, \mathbf{u}_{h}\right)=\boldsymbol{f}_{h}\left(\mathbf{x}_{h}^{k}, \mathbf{u}_{h}\right)-\mathbf{x}_{h}^{k} \tag{3.55}
\end{equation*}
$$

The definition (3.55) is non-intrusive, since it only involves the network solver (3.5). Differently, a more intrusive definition could include the residual of the PDE solver defined on each subsystem. For the sake of completeness, we present the FAS formulation for this case as well.
Consider the local stochastic problem defined on the $i$-th subsystem

$$
\begin{equation*}
Q_{i}\left(\mathbf{x}_{i}, \mathbf{u}_{p, i}\right)=\mathscr{F}_{i}\left(f_{i}, \mathbf{x}_{i}, \mathbf{u}_{B C, i}\right) \tag{3.56}
\end{equation*}
$$

where $Q$ defines a (PDE) problem on each local component, $\mathbf{u}_{p, i}$ are the (stochastic) parametric inputs, $f_{i}$ is the forcing term of the deterministic problem, and $\mathbf{u}_{B C, i}$ are the (stochastic) exogenous boundary conditions, and the corresponding vectorization

$$
\begin{equation*}
\mathbf{Q}\left(\mathbf{x}, \mathbf{u}_{p}\right)=\mathscr{F}\left(f, \mathbf{x}, \mathbf{u}_{B C}\right) . \tag{3.57}
\end{equation*}
$$

This leads to the iterative process on the fine network

$$
\begin{equation*}
\mathbf{Q}_{h}\left(\mathbf{x}_{h}^{k}, \mathbf{u}_{h, p}\right)=\mathscr{F}_{h}\left(f_{h}, \mathbf{x}_{h}^{k-1}, \mathbf{u}_{h, B C}\right), \tag{3.58}
\end{equation*}
$$

with corresponding residual

$$
\begin{equation*}
\mathbf{r}_{h}^{k}=\mathscr{F}_{h}\left(f_{h}, \mathbf{x}_{h}^{k}, \mathbf{u}_{h, B C}\right)-\mathbf{Q}_{h}\left(\mathbf{x}_{h}^{k}, \mathbf{u}_{h}\right) . \tag{3.59}
\end{equation*}
$$

One step of FAS consists of the following steps:

(a) Domain-Decomposition setting: prolongation operator (dashed arrows) between fine (top) and coarse (bottom) domain.

(b) Fine (top) and coarse (bottom) network representation.

(c) Fine (top) and coarse (bottom) dual network.

Figure 3.36: Variational property for hMG: 1D example.


Figure 3.37: $(2,0) \times(1,0)-\mathrm{hMG}$ coarsening: Domain Decomposition setting (left), fine (center) and coarse (right) network representation. The action of the coarsening is depicted with dashed lines. Note that the (thick) edges of the coarse network are subsets of (thin) edges of the fine network.

1. Pre-smoothing: obtain $\mathbf{x}_{h}^{k}$ and $\mathbf{r}_{h}^{k}$;
2. If $R$ and $P$ are the restriction and prolongation operators between the fine and the coarse network, respectively, restrict $\mathbf{x}_{H, 0}=R \mathbf{x}_{h}^{k}$.
3. Compute $\mathbf{Q}_{H}\left(\mathbf{x}_{H, 0}, \mathbf{u}_{H, p}\right)$, where $\mathbf{Q}_{H}$ is the global stochastic solver on the coarse network. Note that this operation consists of:

- Evaluating the PCE coefficients of each local solution at the quadrature nodes (or samples);
- Building the local matrix corresponding to each sample and applying it to the sampled solution;
- Calculating the PCE coefficients of such resulting samples.

Solve the coarse-network problem

$$
\begin{equation*}
\mathbf{Q}_{H}\left(\mathbf{z}_{H}, \mathbf{u}_{H, p}\right)=\mathbf{Q}_{H}\left(\mathbf{x}_{H, 0}, \mathbf{u}_{H, p}\right)+R \mathbf{r}_{h}^{k} \tag{3.60}
\end{equation*}
$$

4. Compute the error $\mathbf{e}_{H}=\mathbf{z}_{H}-\mathbf{x}_{H, 0}$ and prolongate it to the fine network: $\mathbf{e}_{h}=P \mathbf{e}_{H} ;$
5. Correct the solution on the fine grid $\mathbf{x}_{h}^{k} \leftarrow \mathbf{x}_{h}^{k}+\mathbf{e}_{h}$;
6. Post-smoothing: Calculate an approximate solution of $\mathbf{Q}_{h}\left(\mathbf{x}_{h}^{k}, \mathbf{u}_{h, p}\right)=\mathscr{F}_{h}\left(f_{h}, \mathbf{x}_{h}^{k-1}, \mathbf{u}_{h, B C}\right)$ on the fine network with initial guess $\mathbf{x}_{h}^{k}$.

The MG formulation that derives from definition (3.59), however valid, in some sense defeats the purpose of the DDUQ method to treat each component (and the relative solver and discretization) as a black-box. Therefore, definition 3.55 will be used in future numerical experiments.

### 3.7 Conclusions

In this Chapter we addressed the issue of propagating uncertainties in large-scale networks, which is often impractical or even intractable, due to the computational burden. While domain-decomposition based methods for UQ in large-scale problems have been proposed in the literature, they are still tied to the need of (unaffordably) expensive high-fidelity simulations, or to poor scalability properties. The DDUQ method that we propose is a bottom-up approach that exploits the benefits of Domain Decomposition in an offline phase to decompose the system in elementary components, so that UQ (and potentially model reduction) can be performed online only locally, at the (tractable) subsystem level. This approach is (i) rigorous, since it enforces strong compatibility constraints by matching random variables; (ii) weakly and strongly scalable with respect to the number of components; (iii) general, because each network component can be treated as a black-box with its own
physics, solver, discretization, etc.; (iv) modular, because it facilitates the design of the network configuration by handling components as in a Lego-like approach.
While this approach facilitates the parallel execution of the solver, with a dramatic reduction of the execution time, the underlying fixed-point iteration is known to feature slow convergence. Besides Anderson Acceleration, we propose novel multigrid methods tailored to the network problem, to further accelerate convergence. While lower-order truncations of the PCE are not beneficial, coarsening the network by clustering adjacent components improves convergence even more than the traditional algebraic multigrid method. The method has been validated on a wide variety of MG configurations for 1D problems that admit an algebraic formulation. We refer to [?] for more elaborate numerical results in higher-dimensional domains.
We explore the potential of DDUQ combined with model reduction in Chapter 4, on 3D vector problems. Further investigations will address non-stationary problems, and the combination of the multigrid methods proposed here with Anderson Acceleration.

## Chapter 4

## Reduced-order models for uncertainty quantification in the cardiovascular network via DDUQ

Acknowledgements. This chapter contains part of the content of the paper [96], written in collaboration with Alonso Mansilla Alvarez, Pablo Blanco, Kevin Carlberg, and Alessandro Veneziani, that has been part of the research of the author during a visiting period at the Scientific Computing National Laboratory of Brazil.

### 4.1 Introduction

Over the last decades, we assisted to a breakthrough of computational hemodynamics into clinical practice, as a tool to support clinicians in the decision process of surgical planning and clinical trials [185, 54, 76]. This change, that is expected to consistently affect the implementation of clinical protocols, has been possible thanks to the recent advances in mathematical and computational models, as well as to the availability and accessibility of computational resources. However, simulating the complex physiological, biological, and mechanical dynamics of the whole cardiovascular system (CVS) or of portions of it - not to mention the integrated simulation of the interaction between the CVS and other physiological compartments - is still an
open challenge. For such large-scale problems, the amount of computational power required by high-fidelity models, such as the Finite Element Method (FEM), can be prohibitive, and the access to off-site or remote computational platforms is often impractical for many users, such as hospitals, due to privacy and security policies that have to be enforced at all times [92, 91]. Moreover, (i) the time due to the physical transfer of data, (ii) the potential wait time associated with the use of shared resources, (iii) the execution time of the simulation, and (iv) the post-processing operations, may make numerical models impractical for fast-paced clinical environment [97] (see Chapter 5).
Reduced-order models (ROMs) have been developed and used to alleviate the complexity of the problem. One-dimensional models, for example, average the crosssectional dynamics, resulting in a 1D description of the blood vessel, representative only of the main-stream dynamics [104, 76, 33]. Then, the effect of other physiological compartments or of the peripheral circulation on the local hemodynamics can be encoded in the boundary conditions via lumped-parameter models [197, 76, 33]. These models are widely employed to study the propagation of pressure waves induced by the mutual interaction between the fluid and the wall of compliant blood vessels. In fact, the interplay between anomalous pressure waves and pathologies like atherosclerotic plaques or devices like stents is of great interest from a medical viewpoint [161, 85, 177]. However, the transverse dynamics of the blood flow, which plays a major role in the initiation and development of diseases like stenoses or aneurysms [115], are completely ignored, which makes these models often impractical from the clinical perspective.
In addition, both high- and low-fidelity mathematical and numerical models still suffer from several limitations, such as (i) underlying assumptions that may not be true in general [179]; (ii) missing data, such as boundary conditions, physical forces, parameters, geometry, flow-split, and material properties, among others [72, 194, 43]; (iii) intrinsic variability of parameters and data - not only from patient to patient, but also within the same individual, depending on physiological conditions (e.g., rest
vs. stress) [76, 74]; (iv) numerical errors in the approximation process. These limitations motivated the design of mathematical and numerical techniques to quantify the model uncertainty (or reliability). However, because of these factors, feasibility and reliability of numerical simulations are in fact competing goals. Quantifying the uncertainty (reliability) of accurate mathematical models is often computationally unfeasible, while simplified, computationally affordable models are not accurate enough for clinical purposes.

Uncertainty quantification (UQ) studies on the cardiovascular network (CVN) have been performed, e.g., in [201, 51, 166, 189, 165]. In [201], uncertainties are described via a generalized polynomial chaos expansion (gPCE), and sensitivity analysis is performed via stochastic collocation methods. The study is applied to 1D models of a simple bifurcation with one source of uncertainty (a model parameter encoding geometric and mechanical properties of the vessel) for each branch, and of a realistic network of 37 vessels, with one random parameter for each segment. A more sophisticated analysis is carried out in [51] by splitting the flow into an elastic and a visco-elastic component, and studying the sensitivity of the solution in a onedimensional arterial network with 103 segments and 47 outflow boundaries. Flow rate, terminal resistance, reference area of the arterial wall, and Young modulus, are first considered individually as univariate sources of uncertainty. Then, wall thickness, viscosity, density, characteristic time, capacitance, and external and venous pressure are added to the former uncertainties and studied as an ensemble. Finally, 47 values of resistance and 103 instances of reference area - one for each outflow and segment, respectively - are considered. While these studies are realistic in terms of dimension of the stochastic problem and in the sources of uncertainty, they still rely on the simplistic 1D reduced models.

UQ preliminary studies in 3D vascular models via stochastic collocation were first performed in [165], and applied to idealized models of an abdominal aortic aneurysm (AAA) and of a carotid artery bifurcation, and to a patient-specific geometry of a Fontan surgery for congenital heart defects. Uncertainties are modeled via simple
distributions (Gaussian, Uniform) and the number of random parameters is limited to one or two. Schiavazzi et al. in [166] assess the confidence of virtual surgery hemodynamics predictions for single ventricle palliation. First, distributions of boundary conditions that match the observed right pulmonary artery flow split and average pulmonary pressure are obtained via Bayesian parameter estimation. Then, the uncertainty is propagated to characterize predictions of post-operative hemodynamics in models with and without pulmonary artery stenosis. The solution of the forward problem is obtained with 3D geometric multiscale simulations, that required the computational power of a large parallel cluster. The more recent studies in [189] assess confidence in predictions of wall shear stress and wall strain in 3D patientspecific geometries with arterial and venous grafts, obtained with multi-scale models that account for uncertainty in peripheral compartments and material properties. A stochastic submodeling approach is developed to reduce the computational cost of several multi-scale solutions required by the stochastic model. A polynomial surrogate is trained on a set of full-model simulations, to predict the boundary conditions of the sub-model (the grafts). In this way, a large number of less expensive simulations can be run only in the regions of interest.
Although far from being exhaustive, two major challenges or limitations related to conducting UQ analysis in the CVS stand out: (i) Reduced 1D models can be inaccurate in capturing anomalies of the physiology in presence of cardiovascular pathologies like stenoses or aneurysms, especially since quantities of clinical interest such as the wall shear stress (WSS), related to cross-sectional dynamics, are inaccessible; (ii) Full 3D models are extremely costly and require computational resources that may not be easily accessible by users like healthcare institutions.
In this work we propose a new flexible reduced-order model of the CVS to retrieve a level of accuracy comparable to 3D models roughly at the same computational cost as 1D models, while efficiently quantifying its reliability. This is achieved by (i) enabling rapid and scalable simulations in decomposable systems - such as the cardiovascular network, by propagating the uncertainty information via Domain De-
composition (DD) techniques, and performing uncertainty quantification and model reduction locally, at the component level, following the guidelines of the DDUQ method introduced in the previous Chapter, and by (ii) replacing the simplified 1D models with educated reduced models capable of retaining the local cross-sectional dynamics, by properly enriching the one-dimensional main dynamics, as illustrated in Chapter 2.
This Chapter is organized as follows. Section 4.2 presents an overview of the socalled TEPEM reduced-order model, already mentioned in Chapter 2. In Section 4.3, we describe the UQ problem for hemodynamics applications, and the DDUQTEPEM coupling proposed for the efficient and accurate quantification of uncertainties. Numerical examples are reported and analyzed in Section 4.4. In Section 4.5 the DDUQ method is validated on unsteady stochastic problems based on 1D reduced models, and concluding remarks are drawn in Section 4.6.

### 4.2 The Transversally-Enriched Pipe-Element Method

Recently proposed as a numerical strategy oriented to simulate the blood flow in three-dimensional patient-specific vasculature, the Transversally-Enriched Pipe-Element Method (TEPEM) has proven to be an effective strategy to deal with the trade-off between accuracy and computational burden, which strongly limits the massive use of current numerical approximations in real clinical applications. In [127, 128], this methodology was introduced and extensively tested on synthetic and patient-specific vasculatures. Several numerical results addressed in former works highlight the TEPEM ability to speed up hemodynamic simulations while maintaining a level of precision comparable with the one provided by high-fidelity FE method. As for HiMod, the effectiveness of this novel numerical strategy relies on the combination of an educated discretization of the geometrical domain - tailored to geometries that feature a leading direction coupled with transverse dynamics that can be locally relevant, and a sort of enriched one-dimensional approximation for the physical fields
which allow us to take into account the transverse dynamics, commonly dropped by classical reduced-order models and of major relevance to understand the local flow dynamics. Although TEPEM and HiMod were originally conceived to speed-up blood flow simulations, the strategy is quite general and can be applied to any problem set on pipe-like domains (e.g., gas/water pipes networks, fluvial networks, etc.). The basic ingredients of TEPEM are described in this section.

### 4.2.1 Pipe discretization strategy

In the TEPEM methodology, the region of interest is assumed to be a connected network of tubular structures, as presented in Figure 4.1. Let us consider a domain $\Omega \subset \mathbb{R}^{3}$ of this type. By slicing this structure along the centerline we obtain a onedimensional partition composed by a reduced number of elements, named as pipeelements, and generically denoted by $\mathscr{K}$. This partition, $\mathscr{T}_{h}(\Omega)$, is characterized by the mesh parameter $h$, that stands for the axial length of the pipe-elements.
Each pipe-element $\mathscr{K} \in \mathscr{T}_{h}(\Omega)$ clearly identifies the axial direction, where the fluid is driven, and the direction where the secondary dynamics occurs, named as transversal direction. For each element, a geometrical mapping $\chi_{\mathscr{K}}: \mathscr{K}_{0} \mapsto \mathscr{K}$ is defined between the reference pipe-element $\mathscr{K}_{0}=[-1,1]^{3}$ (in $\xi \eta \zeta$-space) and the physical pipe element (in $x y z$-space) as:

$$
\begin{equation*}
\chi_{\mathscr{K}}(\xi, \eta, \zeta)=\sum_{k=1}^{3} \sum_{i=1}^{12} \mathbf{x}_{i}^{k} \mathcal{S}_{i}(\xi, \eta) Q_{k}(\zeta) \tag{4.1}
\end{equation*}
$$

where $\left\{\mathcal{S}_{i}: i=1, \ldots, 12\right\}$ is the set of cubic Serendipity functions defined in the square $[-1,1]^{2}$ (see $\left.[204]\right)$, the set $\left\{Q_{k}: k=1,2,3\right\}$ is the classical Lagrangian basis for the space $\mathbb{P}_{2}([-1,1])$ (quadratic polynomials defined on the segment $[-1,1]$ ), and the points $\left\{\mathbf{x}_{i}^{k}\right\}$ are selected on the lateral surface of the deformed element. As a result, the geometrical representation of each pipe-element relies on the combination of piecewise cubic and quadratic polynomials. The main difference between TEPEM and HiMod lies precisely in the mapping between the physical and the reference


Figure 4.1: Details of a pipe-type discretization of a patient-specific vasculature, red line stands by the centerline. (a) Discretization of a non-branched region slabbing the geometry along the centerline. (b) Mesh refinement by axial (left) and transversal (right) split. (c) Discretization of a junction through the use of the transition element $\mathscr{K}^{*}$. (c) Mapping relating deformed and reference pipe-element.
element: while the former method maps a tubular structure into the unit cube which is very convenient because of the Cartesian setting but introduces singularities (corners), the latter employs a unit cylinder as a reference domain, resulting in a smooth map (which is essentially a scaling of the physical radius) that, however, suffers from the intrinsic singularity of a polar reference system (the origin).
Special attention is needed to perform a pipe-type discretization in complex regions, as junctions, due to the lack of a mainstream direction inside those structures. As seen in panel (a) in Figure 4.1, tubular branches are discretized by slabbing the geometry along the centerline and condensing the local secondary dynamics in a single element. As commonly performed in classical by-element strategies, each element can be subdivided to locally refine the mesh. In this case, each pipe-element (with length $h)$ can be split in two ways: (i) In the axial direction, obtaining two pipe-elements with axial length $h / 2$, or (ii) In the transversal direction, obtaining two pipe-elements with the same length $h$, each covering a portion of the transversal section. Both al-
ternatives are outlined in panel (b) in Figure 4.1. This refinement strategy allows us to naturally cluster two (or more) pipe-elements in the transversal section of regions with higher complexity (geometrical or physical) and, specifically for the case of discretize branched domains, decompose the mesh in one sub-mesh where a single pipe-element is employed for the local secondary dynamics (non-bifurcated branches) and another where two pipe-elements are considered in the transversal direction (for the discretization of the junctions). Finally, these two sub-meshes are conformally coupled through the introduction of the so-called transition element, denoted by $\mathscr{K}^{*}$, as can be seen in panel (c) in Figure 4.1. For a deeper description of the pipetype discretization, as well as further details of the transition element, the reader is referred to [126, 128].

### 4.2.2 Transversally enriched approximation

The TEPEM and HiMod can be understood as a smooth fashion to link one-dimensional approximations (where the transversal dynamic is commonly dropped) and full threedimensional approximations. The ability to a priori control the model capabilities relies in the way in which physical fields are approximated in the reference element. Any scalar field $w$, defined in the domain $\Omega$, is approximated with TEPEM by the function $w^{h}$ defined by

$$
\begin{equation*}
w^{h} \circ \chi_{\mathscr{K}}(\xi, \eta, \zeta)=\sum_{k=1}^{\mathrm{s}+1}\left(\sum_{i, j=1}^{\mathrm{p}+1} w_{i j k}^{h} \phi_{i}(\xi) \phi_{j}(\eta)\right) \varphi_{k}(\zeta), \quad \mathscr{K} \in \mathscr{T}_{h}(\Omega), \tag{4.2}
\end{equation*}
$$

where $\mathscr{T}_{h}(\Omega)$ is a pipe-type discretization of $\Omega, \mathrm{p}$ and s are positive integer numbers, and the sets $\left\{\phi_{i}: i=1, \ldots, \mathrm{p}+1\right\}$ and $\left\{\varphi_{i}: i=1, \ldots, \mathrm{~s}+1\right\}$ are Lagrangian bases for the spaces $\mathbb{P}_{\mathbf{p}}([-1,1])$ and $\mathbb{P}_{\mathbf{s}}([-1,1])$, respectively. The parameters p and s are denominated as transversal and axial polynomial order, respectively, and the functions $\left\{\phi_{i}\right\}_{i}$ and $\left\{\varphi_{i}\right\}_{i}$ as transversal and axial approximation functions. Formally, any scalar field $w$ is approximated through a function $w^{h}$ living in the finite-dimensional
space $\mathbb{T}_{h}^{\mathrm{p}, \mathrm{s}}$, defined as

$$
\begin{equation*}
\mathbb{T}_{h}^{\mathrm{p,s}}=\left\{w^{h} \in L^{2}(\Omega): w^{h} \circ \chi_{\mathscr{K}} \in\left[\mathbb{P}_{\mathrm{p}}\right]^{2} \times \mathbb{P}_{\mathrm{s}}, \mathscr{K} \in \mathscr{T}_{h}(\Omega)\right\} \tag{4.3}
\end{equation*}
$$

Notice that the TEPEM and HiMod approximation spaces (4.3) and (2.12), respectively, share the same structure of a one-dimensional approximation enriched with a transversal modal basis. However, while the radial HiMod basis functions are coupled to the angular functions through the angular frequency, the TEPEM transversal functions are completely decoupled thanks to the Cartesian reference setting. Moreover, by the way in which the approximation functions are defined, this structure allows to independently control the model capabilities according to the direction, enriching the capacities to represent the transverse phenomena by increasing the value of the parameter p or, analogously for the axial direction, by increasing the value of the parameter s. Assuming that the local transversal dynamics on each pipe-elements can be satisfactorily approached by considering a reduced number of transversal functions, while the axial dynamics can be approximated employing low order polynomials, we choose $4 \leq \mathrm{p} \leq 10$ and, for the axial dynamic, $1 \leq \mathrm{s} \leq 2$, leading to a drastic reduction of the computational burden (we refer to Chapter 2 for more details on the problem size reduction).

In [31], it was noticed that spurious oscillations appear in the TEPEM approximation if polynomials defined on equidistant nodes are employed as transversal functions. In fact, it is known from interpolation theory that the use of high-order Lagrange polynomials defined on a uniformly spaced set of nodes is affected by spurious oscillations, commonly referred to as Runge phenomenon (see [67]). Differently, the Chebyshev-Gauss-Lobatto (CGL) nodes, defined as

$$
\begin{equation*}
x_{i}=-\cos \left(\frac{i-1}{\mathrm{p}} \pi\right) \quad i=1, \ldots, \mathrm{p}+1, \tag{4.4}
\end{equation*}
$$

for a fixed value of p , are proved to mitigate the spurious oscillations by clustering nodes near the end-points of the interval $[-1,1]$ (see Figure 4.2). Therefore, in order to avoid the appearance of spurious oscillations in the TEPEM solution, the selected

(a) Degrees of freedom by transversal plane. A total of 75 degrees of freedom are considered.

(b) Magnitude of four transversal basis for the case $\mathrm{p}=4$.

Figure 4.2: (a) Geometrical distribution of the degrees of freedom, on a generic pipeelement, for the combination $\mathrm{p}=4$ and $\mathrm{s}=2$. (b) Planar view of some functions on the transversal basis for $\mathrm{p}=4$.
functions employed for the transversal approximation are Lagrange polynomials defined on the CGL set.

### 4.3 Uncertainty quantification on blood flow problems

As illustrated in Section 4.1, the traditional methods that can be found in the literature for quantifying uncertainties in large-scale problems suffer from the intensive computational cost associated with high-fidelity models, or from inaccuracy due to the reduced 1D models. In this context, DDUQ and TEPEM feature the perfect capabilities to "fill the gap" between feasibility and reliability: while, on one hand,
the DDUQ method provides an effective way to quantify the model uncertainties by promoting the independence of the subsystems, on the other hand, the TEPEM provides an effective way to solve the local problems maintaining accuracy and reduced computational burden.
Thus, in this work we embed the TEPEM solver into the DDUQ framework, in order to provide relevant statistical information about quantities of clinical interest, such as the wall shear stress, with a level of detail currently out of reach for the traditional one-dimensional models, and in a fraction of the computational time demanded by full three-dimensional approaches.

### 4.3.1 Blood flow problem

The blood motion is described by the incompressible Navier-Stokes equations, completed with suitable boundary conditions [76]. Let us denote by $\Omega \in \mathbb{R}^{3}$ an isolated region from the cardiovascular system and by $\Gamma$ its boundary. The whole boundary can be subdivided into three regions: inlet $\left(\Gamma_{i}\right)$, outlet $\left(\Gamma_{o}\right)$ and lateral $\left(\Gamma_{L}\right)$ boundaries. We assume inlet and outlet boundaries to be planar sections, and $\Gamma_{L}$ to be a smooth surface (see Figure 4.3). At either boundaries $\Gamma_{i}$ and $\Gamma_{o}$, Neumann or Dirichlet boundary conditions can be prescribed. In more realistic scenarios, we may expect that not all the data needed by the mathematical model is available (defective data problems). In this case, we may consider other approaches for the prescription of boundary conditions, like Lagrange multipliers [72], the distribution of a total resistance among multiple outlets [43, 194], the control approach [78, 79], or generally the geometric multiscale approach [155]. Over the lateral boundary $\Gamma_{L}$, no-slip boundary conditions are considered for the velocity field.

The flow dynamic is totally described through the velocity ( $\mathbf{u}$ ) and pressure ( $p$ ) fields, and the variational formulation of this problem reads as follows: find $(\mathbf{u}, p) \in$


Figure 4.3: Schematic setting for the model problem. In the example, the domain $\Omega$ is an isolated region from the intracranial system.
$\mathscr{V} \times L^{2}(\Omega)$ such that

$$
\begin{align*}
& \int_{\Omega}\left[\rho \frac{\partial \mathbf{u}}{\partial t} \cdot \hat{\mathbf{u}}+\rho(\nabla \mathbf{u}) \mathbf{u} \cdot \hat{\mathbf{u}}+2 \mu \varepsilon(\mathbf{u}) \cdot \varepsilon(\hat{\mathbf{u}})-p \operatorname{div} \hat{\mathbf{u}}-\hat{p} \operatorname{div} \mathbf{u}\right] d \Omega= \\
& \int_{\Gamma_{i}} t_{i} \mathbf{n} \cdot \hat{\mathbf{u}} d \Gamma_{i}+\int_{\Gamma_{o}} t_{o} \mathbf{n} \cdot \hat{\mathbf{u}} d \Gamma_{o} \quad \forall(\hat{\mathbf{u}}, \hat{p}) \in \mathscr{V} \times L^{2}(\Omega), \tag{4.5}
\end{align*}
$$

where $\rho$ and $\mu$ are the fluid density and viscosity, respectively, $\boldsymbol{\varepsilon}(\cdot)=(\nabla(\cdot))^{S}$ is the symmetric part of the gradient, $\mathbf{n}$ is the outward normal unit vector, the hat sign $(\hat{\cdot})$ denotes an admissible variation of field $(\cdot)$, and $t_{i}$ and $t_{o}$ are given data which stand for the magnitude of the normal component of the traction vector imposed at $\Gamma_{i}$ and $\Gamma_{o}$, respectively. The space $\mathscr{V}$ is defined as

$$
\begin{equation*}
\mathscr{V}=\left\{\mathbf{u} \in \mathbf{H}^{1}(\Omega) ;\left.\mathbf{u}\right|_{\Gamma_{L}}=\mathbf{0},\left.\left(\boldsymbol{\Pi}_{\mathbf{n}} \mathbf{u}\right)\right|_{\Gamma_{i}}=\mathbf{0},\left.\left(\boldsymbol{\Pi}_{\mathbf{n}} \mathbf{u}\right)\right|_{\Gamma_{o}}=\mathbf{0}\right\}, \tag{4.6}
\end{equation*}
$$

with $\mathbf{H}^{1}(\Omega)=\left[H^{1}(\Omega)\right]^{3}$, and where $\boldsymbol{\Pi}_{\mathbf{n}}=\mathbf{I}-\mathbf{n} \otimes \mathbf{n}$ is the projection operator over the surface with normal unit vector $\mathbf{n}$. Since the domain is an isolated region of the cardiovascular system, we assume that the incoming and outgoing fluid is fully developed by enforcing the condition $\left(\boldsymbol{\Pi}_{\mathbf{n}} \mathbf{u}\right)=\mathbf{0}$ on the inlet and outlet boundaries.
In the TEPEM scope, the numerical solution of the fluid flow problem is obtained by discretizing the domain $\Omega$ with a pipe-type mesh $\mathscr{T}_{h}(\Omega)$, and by approximating
the velocity and pressure fields by the functions $\mathbf{u}^{h} \in \mathscr{V}_{h}^{\mathrm{p}}$ and $p^{h} \in \mathcal{Q}_{h}^{\frac{\mathrm{p}}{2}}$, respectively, in the discrete spaces defined as

$$
\begin{equation*}
\mathscr{V}_{h}^{\mathrm{p}}=\left[\mathbb{T}_{h}^{\mathrm{p}, 2}\right]^{3} \cap C(\bar{\Omega}) \cap \mathscr{V}, \quad \widehat{Q}_{h}^{\frac{\mathrm{p}}{2}}=\mathbb{T}_{h}^{\frac{\mathrm{p}}{2}, 1} \cap C^{*}(\bar{\Omega}), \tag{4.7}
\end{equation*}
$$

where $p \in \mathbb{N}$ is an even parameter which stands for the transversal order of the model, and $C^{*}(\bar{\Omega})$ stands for the space of continuous functions with discontinuities at the interfaces of transition elements. This combination, inspired by classical infsup stable spaces for FEM and spectral methods, is expected to fulfill the inf-sup condition due to the absence of spurious modes in all the simulations addressed so far. Furthermore, this combination satisfies the discrete inf-sup test proposed by Chapelle in [48], which can be understood as a numerical proof of the pair stability (see [126]). In general, the inf-sup condition for HiMod-type discretizations is an open problem. A specific proof is available only for 2D cases, with a combination of polynomials (axial)/sinusoidal (transverse) functions (see [26]).

### 4.3.2 Geometrical decomposition of the vasculature

In [128], a simple procedure to discretize patient-specific vasculatures in pipe-type elements was presented. This procedure can be easily adapted to perform an automatic decomposition of the whole vasculature with overlapping components, taking each bifurcation in the geometry as a basic component of this subdivision. Then, each component is discretized with a pipe-type mesh. The decomposition process, outlined in Figure 4.4, follows these steps:
(i) An overlapping by-bifurcation partitioning of the centerline is performed. Since the decomposition of a one-dimensional structure is a trivial process, this step do not introduce further complexities in the whole algorithm.
(ii) A global decomposition is performed by applying the algorithm presented in [128] to each centerline segment, to construct the vasculature components and the corresponding pipe-discretization. In this step, artificial internal boundaries


Figure 4.4: Details in the geometrical decomposition. Left: Decomposition of the centerline in two components (red and blue lines) with a common portion (green line). Center: Generation of the three-dimensional components with the creation of interfaces $\left(\partial \Omega^{i n}\right)$. Right: Local decomposition of each component.
are created for each component (denoted as $\partial \Omega^{i n}$ ) and where suitable boundary conditions need to be imposed to achieve (at the convergence) the continuity of the global velocity field.
(iii) An auxiliary internal decomposition on each three-dimensional component is performed by splitting the overlapping section from the rest of the whole component, which allows exchanging information between neighboring subdomains. As we detail in the next subsection, each subdomain is connected to its neighbors by a Lagrange-multiplier approach that enforces the continuity of the velocity field on corresponding interface sections of adjacent components. For example, the continuity of the velocity field over the internal cross-section of $\Omega_{2}$ (denoted as $\gamma_{2 \rightarrow 1}$ ) that corresponds to the artificial boundary $\partial \Omega_{1}^{i n}$ of component $\Omega_{1}$ is enforced through an outer traction that plays the role of a Lagrange
multiplier. It is important to highlight that this subdivision is performed at the level of the pipe discretization of each component, without the creation of any additional component for the DD algorithm.

This algorithm exploits the pipe structure of the domain of interest to reduce the complex task of decomposing a three-dimensional geometry and meshing the generated overlapping components into a simple routine of decomposing a one-dimensional centerline. This 1D-like decomposition is extremely inexpensive. As matter of fact, the geometrical decomposition and meshing process for the larger geometry addressed in this work (Section 4.4) takes less than 0.5 minutes.

### 4.3.3 Formulation by subdomain

Let us consider an overlapping partition $\left\{\Omega_{1}, \ldots, \Omega_{n}\right\}$ of the region of interest $\Omega$, i.e., $\Omega=\bigcup_{k=1}^{n} \Omega_{k}$, with $\Omega_{k} \subset \Omega$ and $\Omega_{i} \cap \Omega_{j} \neq \emptyset$ for any $i, j \in\{1, \ldots, n\}, i \neq j$. In order to ease the notation in the definition of the blood flow problem, we introduce the forms $\mathscr{N}_{\Omega}((\mathbf{u}, p) ;(\hat{\mathbf{u}}, \hat{p}))=\int_{\Omega}\left[\rho \frac{\partial \mathbf{u}}{\partial t} \cdot \hat{\mathbf{u}}+\rho(\nabla \mathbf{u}) \mathbf{u} \cdot \hat{\mathbf{u}}+2 \mu \boldsymbol{\varepsilon}(\mathbf{u}) \cdot \boldsymbol{\varepsilon}(\hat{\mathbf{u}})-p \operatorname{div} \hat{\mathbf{u}}-\hat{p} \operatorname{div} \mathbf{u}\right] d \Omega$
$\mathscr{L}_{\Omega}((\hat{\mathbf{u}}, \hat{p}))=\int_{\partial \Omega} \mathbf{t} \cdot \hat{\mathbf{u}} d \Gamma$,
then, the so-called monolithic problem can be formulated as: find $(\mathbf{u}, p) \in \mathscr{V} \times L^{2}(\Omega)$ such that

$$
\begin{equation*}
\mathscr{N}_{\Omega}((\mathbf{u}, p) ;(\hat{\mathbf{u}}, \hat{p}))=\mathscr{L}_{\Omega}((\hat{\mathbf{u}}, \hat{p})) \quad \forall(\hat{\mathbf{u}}, \hat{p}) \in \mathscr{V} \times L^{2}(\Omega) \tag{4.10}
\end{equation*}
$$

Using the same notation, in each component $\Omega_{k}(k=1, \ldots, n)$ we define the local problem as: find $(\mathbf{u}, p, \mathbf{t}) \in \mathscr{V}_{k} \times L^{2}\left(\Omega_{k}\right) \times \mathscr{T}_{k}$ such that

$$
\begin{align*}
& \mathscr{N}_{\Omega_{k}}((\mathbf{u}, p) ;(\hat{\mathbf{u}}, \hat{p}))+\sum_{i=1}^{n} \int_{\gamma_{k \rightarrow i}}\left[\llbracket \mathbf{u} \rrbracket \cdot \hat{\mathbf{t}}_{k \rightarrow i}+\llbracket \hat{\mathbf{u}} \rrbracket \cdot \mathbf{t}_{k \rightarrow i}\right] d \Gamma= \\
& \mathscr{L}_{\Omega_{k}}((\hat{\mathbf{u}}, \hat{p}))+\sum_{i=1}^{n} \int_{\gamma_{i \rightarrow k}} \mathbf{t}_{i \rightarrow k} \cdot \hat{\mathbf{u}} d \Gamma \quad \forall(\hat{\mathbf{u}}, \hat{p}) \in \mathscr{V}_{k} \times L^{2}\left(\Omega_{k}\right) \times \mathscr{T}_{k}, \tag{4.11}
\end{align*}
$$

with $\mathbf{t}_{i \rightarrow k}$ the traction computed in the component $\Omega_{i}$ and imposed as a boundary condition on the component $\Omega_{k}, \llbracket \cdot \rrbracket$ denotes the jump of the function and the spaces $\mathscr{V}_{k}$ and $\mathscr{T}_{k}$ defined by

$$
\begin{align*}
& \mathscr{V}_{k}=\left\{\mathbf{u} \in \mathbf{H}^{1}\left(\Omega_{k}\right) ;\left.\mathbf{u}\right|_{\Gamma_{L} \cap \partial \Omega_{k}}=\mathbf{0},\left.(\boldsymbol{\Pi} \mathbf{u})\right|_{\Gamma_{i} \cap \partial \Omega_{k}}=\mathbf{0},\left.(\boldsymbol{\Pi} \mathbf{u})\right|_{\Gamma_{o} \cap \partial \Omega_{k}}=\mathbf{0}\right\},  \tag{4.12}\\
& \mathscr{T}_{k}=\left\{\left(\mathbf{t}_{k \rightarrow 1}, \ldots, \mathbf{t}_{k \rightarrow n}\right): \mathbf{t}_{k \rightarrow i} \in \mathbf{H}^{1 / 2}\left(\gamma_{k \rightarrow i}\right), i=1, \ldots, n\right\} \tag{4.13}
\end{align*}
$$

Notice that, imposing the traction on each artificial boundary, we are ensuring that each local problem is well-defined with the corresponding spaces for velocity and pressure. Also, the space $\mathscr{T}_{k}$ is formed by the Lagrange multipliers employed to enforce the continuity in the velocity field in the component $\Omega_{k}$. In a domain decomposition framework, the values of the traction from neighboring subdomains are enforced on the corresponding artificial boundaries $\partial \Omega_{k}$ as boundary conditions. Then, the local problems are solved (simultaneously in an additive strategy), and the traction on the internal interfaces $\gamma_{k \rightarrow i}$ is computed to be exchanged at the next iteration. The process is repeated until convergence is reached (we refer to Section 4.4 for details on the convergence criterion).

### 4.3.4 The DDUQ-TEPEM algorithm

Our solver is characterized by a nested structure (see Figure 3.4). At the outer level, the network solver receives global stochastic BC and model parameters as inputs, and handles the relaxation iterative process until convergence. At each iteration, the exogenous inputs specific to each component are selected, and the endogenous inputs are exchanged. With a block-Jacobi network solver, since all the components are decoupled, the endogenous interface conditions can be exchanged simultaneously; with a Gauss-Seidel or SOR network solver, the order in which they are exchanged depends on the permutation of the network components, which can be picked to maximize the level of concurrency. Then, for each component, the local stochastic solver evaluates the $Q$ realizations of the stochastic inputs, and calls the TEPEM
deterministic solver for each instance of the inputs. Finally, the output PC coefficients are computed according to (3.10), and the termination criterion is checked by the network solver. The process is repeated until convergence. The general features of the method are reported in Chapter 3 and in [45].
The stochastic component of the problem is handled via the C++ library UQTk [61], developed at the Sandia National Laboratories, which has been embedded in a MATLAB implementation of the DDUQ network solver.

### 4.4 Numerical results

To study the numerical and predictive capabilities of the coupling TEPEM-DDUQ for the quantification of uncertainties in fluid flow simulations, two sets of studies are addressed: (i) weak scalability tests in phantom branched domains, and (ii) accuracy tests in more realistic vasculatures generated from the one-dimensional ADAN model [32]. The scalability properties of the DDUQ method have been previously tested in [45] on linear and non-linear scalar equations in 1D or 2D elementary domains, as reported in Chapter 3. The numerical results feature excellent scaling for all the variations of the network solvers. Here, for the first time we extend the scalability benchmarking of the DDUQ solver to non-linear vector problems in $3 D$ domains. The performance of the solver with such setting is not easily predictable, due to the complexity and intrinsic randomness of the underlying physics induced by the higher-dimensional non-linearity of the governing equations. In addition, while the stochastic solver in [45] relies on an underlying high-fidelity FE deterministic model, here we attempt accurate UQ based on deterministic ROM, to alleviate the cost of subsystem sampling. Finally, we move from academic proof of concept to real-life applications by simulating UQ in patient-specific geometries.

### 4.4.1 Test setting

For all the cases addressed, the fluid flow is simulated in a steady state regime with deterministic fluid density $\rho=1.04 \mathrm{~g} / \mathrm{cm}^{3}$ and viscosity $\mu=0.04 \mathrm{P}$ (although stochastic model parameters are also supported by the method). Since a stochastic solution in closed form is unavailable, statistical moments of the quantities of interest (QoI) are computed in the whole domain monolithically as a reference solution. The uncertainties are assumed to be Gaussian, with variability set to $10 \%$ of the corresponding average value, and are represented via first-order PCE. The additive version of the DDUQ network solver with Anderson Acceleration [12] is employed, with termination criterion based on relative residual, where the tolerance is set to $\varepsilon=10^{-4}$, and the normalization factor is the norm of the first DDUQ Jacobi iterate with zero initial condition. It has been verified numerically that the level/order of the quadrature rules is accurate enough to capture the variability of the physics.
Since the focus of this preliminary work is showing the effectiveness of the strategy, rather than quantifying the potential computational saving, the TEPEM inner solver uses a direct serial algebraic LU solver on the local problem. The natural parallelism of the system matrix assembling phase will be exploited in future studies. Differently, due to the large size of the monolithic domain, the reference solution sampling is performed by TEPEM using an iterative GMRES method. Within each subsystem (in a DDUQ or monolithic setting) the sampling is sequential, although the use of shared-memory paradigms for parallel execution can be applied and will be subject of future studies.
All the numerical experiments presented here have been performed on $\operatorname{Intel}(\mathrm{R})$ Core(TM) i7-2600 CPU @ 3.40GHz machines.

### 4.4.2 Scalability tests

Weak scalability is tested on three different network configurations. Networks 1 and 2 feature a binary structure that mimics the physiological topology of the human

(a) From left to right: Network 1, Network 2, Network 3.

(b) Basic component employed in the whole system decomposition and subnetworks.

Figure 4.5: Geometrical setting for the weak scalability test. Three phantom branched geometries are considered and decomposed employing a single bifurcation as basis component.
vascular system, with one and two global inflows, respectively. Network 3 is characterized by a denser connectivity, that allows modeling multiple internal merging flows. In each network, the basic component is a bifurcated vessel with constant radius, where each branch may feature different length or radius, depending on the network configuration. The description of these geometries is outlined in Figure 4.5. To study how the problem scales with respect to the problem size, each network is subdivided in four levels or subnetworks.
As said before, we consider stochastic boundary conditions and deterministic density and viscosity, although stochastic model parameters are also supported by the
method. In particular, since the number of outlets increases with the network size, uncertainty is localized only at the inlets, so that the dimension of the stochastic space is constant for every subnetwork. It is also worth stressing that uncertainty in boundary data for cardiovascular simulations is an important topic, in view of massive use of numerical modeling in the clinical routine, as done, for instance, by the company HeartFlow [1].
Deterministic stages are solved employing the TEPEM with transversal polynomial order $\mathrm{p}=4$, which was verified to be enough to obtain convergence of the NavierStokes equation. The spatial discretization considers 50 pipe-elements on each basic component, corresponding to an axial discretization with size $h=0.1$, and the overlap between components is composed by 6 pipe-elements.
For each network configuration, the cost of a local stochastic solve is fixed as the network size increases. The scalability of the solver is measured in terms of number of iterations to convergence and ideal parallel execution time as functions of the network size. In an ideal scenario with no constraints on computational resources, the additive network solver is embarrassingly parallelizable by defining a task as one local stochastic solve, and by creating a one-to-one task-processor mapping. This way, the ideal parallel time $T_{p}$ (i.e., not including overhead) is computed as the sum of the execution time of the slowest processor at each iteration, over all iterations. Analogously, the ideal serial time $T_{s}$ is the sum of the execution times of all components over all iterations. In formulae,

$$
\begin{equation*}
T_{p}=\sum_{j=1}^{n_{\varepsilon}} \max _{i=1, \ldots, n} T_{i}^{j}, \quad T_{s}=\sum_{j=1}^{n_{\varepsilon}} \sum_{i=1}^{n} T_{i}^{j} \tag{4.14}
\end{equation*}
$$

where $n_{\varepsilon}$ is the number of iterations to convergence, $n$ is the number of network components, and $T_{i}^{j}$ is the execution time of component $i$ at iteration $j$. Then, the ideal speedup is given by $S=T_{s} / T_{p}$.

Figure 4.6 shows that the number of iterations and the ideal parallel time grow sub-linearly with respect to the number of network components, which highlights the scalability properties of the DDUQ approach also for vector problems in 3D
geometries, with a roughly linear ideal speedup. The accuracy of the DDUQ solver is tested against a high-fidelity solution obtained with a traditional UQ approach in the corresponding monolithic domain. The quantities of interest relative error of mean value and standard deviation normalized by the high-fidelity solution is bounded as the network size increases (see Figure 4.7). As assessed in [45], this confirms that the local PCE truncation error is not propagated through the iterative process. A detailed report of the accuracy of the proposed strategy, together with the total number of components and pipe-elements needed to discretize each subnetwork, is presented in Table 4.1. Note that, as for the DDUQ scalability studies on 2D scalar problems in Chapter 3, the error on higher-order moments (i.e., in this case, the standard deviation), is higher than the corresponding error on lower-order moments. Moreover, the error on the expected value decreases with the network size. This is due to the fact that, in a domain decomposition framework, adding components entails additional exchange of information through the interfaces, leading to a more accurate approximation. This corrective effect does not happen for higher-order moments, since the error is dominated by the PCE truncation error.

### 4.4.3 Towards realistic geometries

Increasing the geometrical complexity on the numerical assessment, we study the accuracy of the proposed strategy on two domains, named Geometry A and Geometry B, which are constructed based on the one-dimensional ADAN model according to the radii information. These two cases represent different levels of complexity: (i) In the number of sources of uncertainties, and (ii) In the geometrical structure (and consequently on the network size), as can be seen in Figure 4.8. As before, to measure the accuracy of the coupling DDUQ-TEPEM we compare the predicted results against a reference solution obtained with traditional UQ approach in the whole domain. Besides the average value and standard deviation of the quantities of interest, we are also interested in the spatial distribution of the coefficient of variation (CV) of the QoI, also known as relative standard deviation [70]. The CV is computed


Figure 4.6: TEPEM-DDUQ weak scalability: number of iterations (top), ideal parallel time (center), and speedup (bottom) of network 1 (o), network $2(\times)$, network $3(\diamond)$.


Figure 4.7: TEPEM-DDUQ weak scalability: relative error for pressure expected value ( $\circ$ ) and standard deviation ( $\square$ ), and WSS expected value $(\times)$ and standard deviation $(+)$ for network 1 (top), network 2 (center) and network 3 (bottom).
Table 4.1: Number of components (DD) and pipe-elements (Pipe) employed to discretize each subnetwork. Also, are presented the relative error in the average (avg) and standard deviation (std) for the pressure and wall shear stress between the DDUQ-TEPEM solution and the monolithic solution for the three networks
considered on the scalability test.

|  |  | Elements |  | Pressure error |  | WSS error |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | DD | Pipe | Avg | Std | Avg | Std |
| Network 1 | Subnetwork 1 | 3 | 196 | $3.88 \cdot 10^{-5}$ | $1.46 \cdot 10^{-3}$ | $7.14 \cdot 10^{-4}$ | $3.91 \cdot 10^{-3}$ |
|  | Subnetwork 2 | 7 | 448 | $6.60 \cdot 10^{-5}$ | $2.86 \cdot 10^{-3}$ | $4.59 \cdot 10^{-4}$ | $3.56 \cdot 10^{-3}$ |
|  | Subnetwork 3 | 15 | 952 | $4.39 \cdot 10^{-5}$ | $1.72 \cdot 10^{-3}$ | $2.47 \cdot 10^{-4}$ | $2.08 \cdot 10^{-3}$ |
|  | Subnetwork 4 | 32 | 1960 | $3.01 \cdot 10^{-5}$ | $2.90 \cdot 10^{-3}$ | $9.86 \cdot 10^{-5}$ | $2.96 \cdot 10^{-3}$ |
| Network 2 | Subnetwork 1 | 3 | 195 | $7.90 \cdot 10^{-5}$ | $6.35 \cdot 10^{-3}$ | $5.73 \cdot 10^{-4}$ | $6.20 \cdot 10^{-3}$ |
|  | Subnetwork 2 | 6 | 402 | $1.36 \cdot 10^{-5}$ | $6.15 \cdot 10^{-4}$ | $6.68 \cdot 10^{-5}$ | $1.23 \cdot 10^{-3}$ |
|  | Subnetwork 3 | 12 | 810 | $7.29 \cdot 10^{-6}$ | $2.31 \cdot 10^{-3}$ | $1.78 \cdot 10^{-5}$ | $2.33 \cdot 10^{-3}$ |
|  | Subnetwork 4 | 24 | 1626 | $9.17 \cdot 10^{-6}$ | $3.33 \cdot 10^{-3}$ | $1.11 \cdot 10^{-5}$ | $3.25 \cdot 10^{-3}$ |
| Network 3 | Subnetwork 1 | 3 | 196 | $2.99 \cdot 10^{-5}$ | $9.01 \cdot 10^{-4}$ | $1.33 \cdot 10^{-4}$ | $3.58 \cdot 10^{-3}$ |
|  | Subnetwork 2 | 8 | 462 | $3.71 \cdot 10^{-5}$ | $7.08 \cdot 10^{-4}$ | $1.32 \cdot 10^{-4}$ | $3.30 \cdot 10^{-3}$ |
|  | Subnetwork 3 | 15 | 827 | $1.87 \cdot 10^{-5}$ | $7.40 \cdot 10^{-4}$ | $9.97 \cdot 10^{-5}$ | $2.86 \cdot 10^{-3}$ |
|  | Subnetwork 4 | 24 | 1291 | $1.06 \cdot 10^{-5}$ | $2.43 \cdot 10^{-3}$ | $8.27 \cdot 10^{-5}$ | $3.56 \cdot 10^{-3}$ |

## Geometry A



Geometry B


Figure 4.8: Three-dimensional geometries constructed based on the 1D ADAN model. (a) Isolated section from the intracranial system. Uncertainties are imposed on the inlet and also on the four outlets with $10 \%$ of variability on each boundary $\left(\sigma_{0}=0.1 q_{0}, \sigma_{i}=0.1 p_{i}, i=1, \ldots, 4\right)$. (b) Left coronary arterial tree. Uncertainties are imposed on the inlet ( $10 \%$ of variability) and two outlets (variability of 0.1 ). The other boundaries are outlets with deterministic zero traction.
as the ratio of the standard deviation to the average value, and provides a measure of the dispersion of the output distribution that is independent from the variable's unit measure. More specifically, the higher the CV, the higher the QoI variability.
The first geometry (left panel of Figure 4.8) is a small structure composed by 7 branches, 3 bifurcations, and 5 global boundaries. This structure is decomposed in three subnetworks - one per bifurcation. Uncertainties are introduced at each global boundary, with a level of variability of $10 \%$. Specifically, the inlet flow is equal to $q_{0}=0.25 \mathrm{~cm}^{3} / \mathrm{s}$ and, on the outlets, the normal component of the traction is defined by the values $p_{1}=1800 \mathrm{dyn} / \mathrm{cm}^{2}, p_{2}=1500 \mathrm{dyn} / \mathrm{cm}^{2}, p_{3}=1600 \mathrm{dyn} / \mathrm{cm}^{2}$ and $p_{4}=2000 \mathrm{dyn} / \mathrm{cm}^{2}$. These values are selected to be in concordance with physiological values. Notice that the number of uncertainty sources increases the dimension of the PCE space ( $\operatorname{dim}=5$ ) and also the number of samples needed for


Figure 4.9: Geometry A. Left: Global view of the coefficient of variation of the pressure computed via DDUQ-TEPEM strategy. Right: Quantities of interest related to the WSS on three selected regions.
the convergence (samples $=81$ ), in comparison with the simpler examples addressed in the scalability test part.

In Figure 4.9 the pressure CV in the whole geometry as well as the detailed view of the WSS statistical moments on the three junctions are presented. As expected, the pressure CV is higher in proximity of the sources of the uncertainty (inlets and outlets), and lower in the interior of the domain, with a maximum value of the same order of the input variability percentage ( $10 \%$ ). The pattern of the WSS spatial distribution in proximity of the bifurcations is similar in mean value and standard deviation. However, in this case the CV is much higher in the smaller vessels, indi-
cating that a low mean WSS is typically characterized by a higher variability.
For the second geometry, a left coronary arterial tree, we consider three sources of uncertainty. On the inlet, a flow value of $\tilde{q}_{0}=0.5 \mathrm{~cm}^{3} / \mathrm{s}$ with variability of $10 \%$ is considered. Two outlets are selected, as seen in the right panel of Figure 4.8, to consider a stochastic traction with zero mean value and a variation of 0.1 . Over the other outlets, zero traction is considered. The geometrical complexity of this case is higher in comparison with the former cases. Therefore, a higher spatial variability of the QoI is expected. On this larger structure, the proposed strategy allow us to obtain a detailed spatial description of the statistical moments and, for a better visualization, five regions were selected to present the average, standard deviation and CV of the WSS field (see Figure 4.10). As seen in the first geometry, the average and standard deviation spatial patterns are quite similar (but with different order of magnitude), and with a maximum value for the average of the same order of the imposed variability (10\%). In the same figure we can see that the higher values of the CV are localized near the junctions (specially at the tip of each bifurcation), suggesting the need of further research to check a possible relation between this (or other) statistical index with regions prone to develop cardiovascular diseases.
A detailed comparison of the errors summarized in Table 4.2 confirms the accuracy of the DDUQ method on 3D non-trivial geometries, even when using ROM for sampling. In the same table are also detailed the number of component, pipe-elements employed in the discretization of the whole geometry and the parameters related to the PCE space.

### 4.5 DDUQ for unsteady problems

In this section we extend the DDUQ method to unsteady problems. In this case, we follow a discretize-then-split-procedure. This means that we first discretize in time, then we apply the DDQ approach at each time step. Here, we consider the traditional 1D models, that describe the fluid-structure interaction (FSI) between


Figure 4.10: Geometry B. WSS average (top), standard deviation (std) and coefficient of variation (CV) on five selected regions.

Table 4.2: Relative error in the average and standard deviation for the pressure and wall shear stress between the DDUQ-TEPEM solution and the monolithic solution for the three networks considered on the scalability test. Also, the number of components considered on the DD partition and the number of pipe-elements for each subnetwork are reported.

| Geo | Components |  | PCE space |  | Pressure error |  | WSS error |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | DD | Pipe | Dime | $N_{S}$ | Avg | Std | Avg | Std |
| A | 3 | 296 | 5 | 81 | $8.84 \cdot 10^{-5}$ | $5.87 \cdot 10^{-4}$ | $1.26 \cdot 10^{-4}$ | $1.06 \cdot 10^{-3}$ |
| B | 9 | 719 | 3 | 37 | $2.71 \cdot 10^{-4}$ | $1.74 \cdot 10^{-3}$ | $2.75 \cdot 10^{-4}$ | $2.15 \cdot 10^{-3}$ |

blood and vessel wall. In future work, we plan to model FSI with TEPEM, and to embed it in the evolutionary version of the DDUQ solver.

### 4.5.1 Reduced 1D models

Reduced 1D models have been widely used in the literature as an efficient tool to represent the main dynamics of a large portion of the cardiovascular system at an affordable cost (see, eg., [76, 201, 51, 125, 155, 73, 74, 77]). Although these models are extremely simplified compared to the real 3D dynamics, they are easy to interpret, which makes them "user-friendly", especially when the users are clinicians. In what follows we recall the 1D governing equations following the notation and definitions in [76], we describe how the DDUQ approach can be applied to unsteady problems, and we validate it by comparing numerical results with the literature.

## Fluid-structure interaction model

Consider a compliant pipe with rectilinear axis along the $x$ direction, spanning the interval $\left[x_{i n}, x_{\text {out }}\right]$. The governing equations - conservation of mass and momentum - are derived from Reynold's transport theorem [151] by averaging, respectively, the
unit constant and the velocity on the cross-section, which yields [76]

$$
\left\{\begin{array}{l}
\frac{\partial A}{\partial t}+\frac{\partial Q}{\partial x}=0  \tag{4.15}\\
\frac{\partial Q}{\partial t}+\frac{\partial}{\partial x}\left(\frac{Q^{2}}{A}\right)+\frac{A}{\rho} \frac{\partial p}{\partial x}+K_{R} \frac{Q}{A}=0
\end{array}\right.
$$

where $A, Q, p$ denote, respectively, the cross-sectional area, the flux, and the pressure. The coefficient $K_{R}>0$ represents the viscous resistance of the flow per unit length of pipe, and $\rho$ is the blood viscosity. Equations (4.15) can be re-written in a more compact form as

$$
\begin{equation*}
\frac{\partial \mathbf{Q}}{\partial t}+\frac{\partial \mathbf{G}}{\partial x}(\mathbf{Q})=\mathbf{B}(\mathbf{Q}) \tag{4.16}
\end{equation*}
$$

where

$$
\mathbf{Q}=\left[\begin{array}{l}
A  \tag{4.17}\\
Q
\end{array}\right], \quad \mathbf{G}=\left[\begin{array}{c}
Q \\
\frac{Q^{2}}{A}+\int_{A_{0}}^{A} \frac{a}{\rho} \frac{\partial p}{\partial a} d a
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{c}
0 \\
-K_{R} \frac{Q}{A}-\frac{A}{\rho}\left(\frac{\partial p}{\partial A_{0}} \frac{\partial A_{0}}{\partial x}+\frac{\partial p}{\partial \beta} \frac{\partial \beta}{\partial x}\right)
\end{array}\right] .
$$

As the number of unknowns exceeds the number of equations, it is common practice to close the system by providing a constitutive relationship that describes the pressure $p$ as a function of the vessel area $A$. For instance, by assuming that the wall is instantaneously in equilibrium with the pressure forces acting on it, the following physical law can be derived [76]:

$$
\begin{equation*}
p(x, t)=p_{0}+\beta(x)\left(\sqrt{\frac{A(x)}{A_{0}(x)}}-1\right) \tag{4.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta(x)=\frac{\sqrt{\pi} h_{0} E(x)}{\left(1-\nu^{2}\right) \sqrt{A_{0}(x)}}, \tag{4.19}
\end{equation*}
$$

being $p_{0}$ the external pressure, $h_{0}$ and $A_{0}$ the vessel thickness and cross-sectional area at the equilibrium state, $E$ the Young modulus, and $\nu$ the Poisson ratio, typically set to $1 / 2$, since the blood vessel walls are practically incompressible. More sophisticated constitutive laws can be derived adding, for example, a model of the viscoelastic behavior of the vessel [125].

## Boundary conditions

By recalling that $Q=A u$, where $u$ is the average velocity, system (4.16) can be re-written in non-conservative form as

$$
\begin{equation*}
\frac{\partial \mathbf{U}}{\partial t}+\mathbf{H} \frac{\partial \mathbf{U}}{\partial x}(\mathbf{Q})=\mathbf{f}(\mathbf{Q}) \tag{4.20}
\end{equation*}
$$

where

$$
\mathbf{U}=\left[\begin{array}{l}
A  \tag{4.21}\\
u
\end{array}\right], \quad \mathbf{H}=\left[\begin{array}{cc}
u & A \\
\frac{c^{2}}{A} & u
\end{array}\right], \quad \mathbf{f}=\left[\begin{array}{c}
0 \\
\frac{1}{\rho}\left[K_{R} u-\frac{\partial p}{\partial \beta} \frac{\partial \beta}{\partial x}+\frac{\partial p}{\partial A_{0}} \frac{\partial A_{0}}{\partial x}\right]
\end{array}\right]
$$

and $c^{2}=\frac{\beta \sqrt{A}}{2 \rho}$. The matrix $\mathbf{H}$ has two real eigenvalues $\lambda_{1,2}=u \pm c$ and corresponding eigenvectors $\mathbf{l}_{1,2}^{T}=[ \pm c / A, 1]$, and characteristic variables $W_{1,2}=u \pm 4 c$ (Riemann invariants). Notice that, through the definition of $c$, the characteristic variables $W_{1}$, $W_{2}$ can be expressed in terms of the system variables $A$, $u$ (or $Q$ ), and conversely. For the typical values of the physical parameters in the cardiovascular system, the system is strictly hyperbolic and subcritical $\left(\lambda_{1}>0, \lambda_{2}<0\right)$. Therefore, only one condition at each boundary is required.
Typically, at the proximal boundary we prescribe a given velocity (or flux) profile $u_{i n}(t)$ or pressure function $p_{i n}(t)$ (or area, through the constitutive law (4.18)). If both pieces of information are available, the boundary condition can be encoded in the incoming Riemann invariant $W_{1}$ as

$$
\begin{equation*}
W_{1}\left(x_{i n}, t\right)=W_{1}\left(u_{i n}(t), p_{i n}(t)\right) \tag{4.22}
\end{equation*}
$$

At the distal boundary, we will enforce absorbing conditions as $W_{2}=0$, or reflecting conditions $W_{2}=-\alpha W_{1}$, with $0<\alpha \leq 1$, that model, respectively, a pressure wave exiting the domain, or (partially) reflected.
The boundary conditions enforce one constraint at each boundary. However, when solving the global system, the values of both variables $Q$ (or $u$ ) and $A$ need to be
calculated. A compatibility relation to close the boundary problem can be obtained by projecting equation (4.20) onto the outgoing characteristics, which yields

$$
\begin{equation*}
\frac{d W_{2}(x(t), t)}{d t}-\mathbf{l}_{2}^{T} \mathbf{f}(\mathbf{U})=0 \tag{4.23}
\end{equation*}
$$

at $x=x_{i n}$, and analogously for $W_{1}, \mathbf{l}_{1}$ at $x=x_{\text {out }}$. Equation (4.23) can be approximated by following the characteristics backward. With a first-order discretization in time, we have

$$
\begin{equation*}
W_{2}\left(x_{i n}, t^{n+1}\right)=W_{2}\left(x_{i n}-\lambda_{2} \Delta t, t^{n}\right)+\Delta t \mathbf{l}_{2}^{T} \mathbf{f}(\mathbf{U}):=W_{2}^{*} \tag{4.24}
\end{equation*}
$$

The identity (4.24) is known as extrapolation of the characteristic variable.

## Bifurcations modeling

The 1D model of a compliant blood vessel can be extended to represent bifurcations via non-overlapping domain decomposition techniques. If applied repeatedly, this procedure allows modeling the whole arterial tree.

Consider a simple bifurcation where the parent vessel $\Omega_{1}$ branches out into two daughter vessels $\Omega_{2}, \Omega_{3}$ (see Figure 4.11, left). At the branching point $x^{*}$, area and velocity at the outlet of the parent vessel, and at the inlet of each daughter vessel need to be determined, for a total of six unknowns (see Figure 4.11, center). The corresponding equations are obtained by (i) enforcing the conservation of mass flux through the bifurcation point; (ii) enforcing the continuity of the total pressure $p_{T}=$ $\rho u^{2} / 2+\beta\left(\sqrt{A}-\sqrt{A_{0}}\right)$ across the boundary; (iii) extrapolating the characteristics
as in (4.24). As a result, the system of equations reads as

$$
\left\{\begin{array}{l}
u_{1} A_{1}=u_{2} A_{2}+u_{3} A_{3}  \tag{4.25}\\
\rho \frac{u_{1}{ }^{2}}{2}+\beta_{1}\left(\sqrt{A_{1}}-\sqrt{A_{0,1}}\right)=\rho \frac{u_{2}^{2}}{2}+\beta_{2}\left(\sqrt{A_{2}}-\sqrt{A_{0,2}}\right) \\
\rho \frac{u_{1}{ }^{2}}{2}+\beta_{1}\left(\sqrt{A_{1}}-\sqrt{A_{0,1}}\right)=\rho \frac{u_{3}^{2}}{2}+\beta_{3}\left(\sqrt{A_{3}}-\sqrt{A_{0,3}}\right) \\
u_{1}+4 A_{1}^{1 / 4} \sqrt{\frac{\beta_{1}}{2 \rho}}=W_{1,1}^{*} \\
u_{2}-4 A_{2}^{1 / 4} \sqrt{\frac{\beta_{2}}{2 \rho}}=W_{2,2}^{*} \\
u_{3}-4 A_{3}{ }^{1 / 4} \sqrt{\frac{\beta_{3}}{2 \rho}}=W_{2,3}^{*}
\end{array}\right.
$$

where the unknowns are $\left(A_{i}, u_{i}\right), i=1,2,3$, and the notation $W_{j, i}^{*}, j=1,2, i=1,2,3$, indicates the $j$-th Riemann invariant in vessel $\Omega_{i}$. More in general, denoting the parent vessel by $\Omega_{1}$, for $N_{d}$ daughter vessels we can extend conditions (4.25) to

$$
\begin{cases}\sum_{i=1}^{N_{d}+1} A_{i} u_{i}=0 &  \tag{4.26}\\ p_{T, 1}=p_{T, i+1}, & i=1, \ldots, N_{d} \\ W_{1,1}=W_{1,1}^{\star}, \quad W_{2, i+1}=W_{2, i+1}^{\star} & i=1, \ldots, N_{d}\end{cases}
$$

Equations (4.25) or (4.26) form a non-linear system that can be solved, for instance, with Newton's method. Note that, in the literature, different formulations can be found, based on variations of the definitions of the quantities involved, or of the constitutive laws. We provide a synopsis of $[76,201,51,125,155,73,74,77]$ in Tables 4.3-4.4.

## Numerical model

We discretize system (4.16) with a second-order Taylor-Galerkin method, which entails expanding the system unknowns with a second-order Taylor expansion in time, and replacing time derivatives with space derivatives. After some manipulations, the


Figure 4.11: 1D bifurcation model (left), domain decomposition (center) and numerical (right) setting. BC and IC stand for boundary and interface conditions, respectively.
final formulation reads

$$
\begin{align*}
\mathbf{U}^{n+1}=\mathbf{U}^{n} & -\Delta t \frac{\partial}{\partial x}\left[\mathbf{G}^{n}+\frac{\Delta t}{2} \mathbf{G}_{U}^{n} \mathbf{B}^{n}\right] \\
& -\frac{\Delta t^{2}}{2}\left[\mathbf{B}_{U}^{n} \frac{\partial \mathbf{G}^{n}}{\partial x}-\frac{\partial}{\partial x}\left(\mathbf{G}_{U}^{n} \frac{\partial \mathbf{G}^{n}}{\partial x}\right)\right]  \tag{4.27}\\
& +\Delta t\left(\mathbf{B}^{n}+\frac{\Delta t}{2} \mathbf{B}_{U}^{n} \mathbf{B}^{n}\right)
\end{align*}
$$

were we used the compact notation $(\cdot)^{n}$ to indicate the evaluation of a certain quantity at time $t^{n}=n \Delta t$, and $(\cdot)_{U}$ for the partial derivative $\partial(\cdot) / \partial \mathbf{U}$. Then, the solution to (4.27) is approximated with a classical Finite Elements method. We subdivide the linear vessel $\Omega$ into $N_{e}$ elements of length $h$, and herein define $\mathbf{V}_{h}$ as the space of piecewise linear vector functions, and $\mathbf{V}_{h}^{0}$ as the space of piecewise linear vector functions that vanish at the boundaries $x_{i n}, x_{\text {out }}$. Then, for every $n=1, \ldots, N_{t}$, we need to find $\mathbf{U}_{h}^{n+1} \in \mathbf{V}_{h}$ such that, for every $\psi_{h} \in \mathbf{V}_{h}^{0}$,

$$
\begin{align*}
\left(\mathbf{U}_{h}^{n+1}, \psi_{h}\right)=\left(\mathbf{U}_{h}^{n}, \psi_{h}\right) & +\Delta t\left(\mathbf{G}_{L W}^{n}, \frac{\partial \psi_{h}}{\partial x}\right)-\frac{\Delta t^{2}}{2}\left(\mathbf{B}_{U}^{n} \frac{\partial \mathbf{G}^{n}}{\partial x}, \psi_{h}\right) \\
& -\frac{\Delta t^{2}}{2}\left(\mathbf{G}_{U}^{n} \frac{\partial \mathbf{G}^{n}}{\partial x}, \frac{\partial \psi_{h}}{\partial x}\right)+\Delta t\left(\mathbf{B}_{L W}, \psi_{h}\right) \tag{4.28}
\end{align*}
$$

where we defined $\mathbf{G}_{L W}=\mathbf{G}+\Delta t / 2 \mathbf{G}_{U} \mathbf{B}, \mathbf{B}_{L W}=\mathbf{B}+\Delta t / 2 \mathbf{B}_{U} \mathbf{B}$, and $(\cdot, \cdot)$ denotes the standard $L^{2}(\Omega)$ inner product. It is important to remark that, in order to
guarantee the stability of the numerical scheme (4.28), the following CFL condition, that relates the space and time discretization steps, needs to be fulfilled:

$$
\begin{equation*}
\mathrm{CFL}=\frac{\Delta t}{h} \max \left\{\lambda_{1}, \lambda_{2}\right\} \leq \frac{1}{\sqrt{3}} \tag{4.29}
\end{equation*}
$$

Note that, for a Finite Difference solver, the upper bound of the same condition is 1 .

### 4.5.2 DDUQ formulation

1D models of the cardiovascular tree are characterized by several parameters, such as Young modulus, compliance, reference area or pressure for each vessel, that feature variability from patient to patient, or even within the same individual, depending on age or physical conditions (stress/rest). UQ studies have been performed in [201, 51], among others, to assess the sensitivity of the results to input uncertainty.
Since 1D models are computationally inexpensive, the UQ task is affordable even for large networks. However, as for steady problems, our goal is to enable computationally affordable UQ in large networks governed by evolutionary dynamics, while preserving the transverse components dropped by the traditional 1D models. While 1D networks can be tackled monolithically because they are inexpensive, the introduction of 3D TEPEM-FSI solvers will likely benefit from the DDUQ approach, since the independence of the subsystems facilitates a higher level of parallelization.

As a first step, we apply DDUQ to the traditional 1D models. At this stage, our focus is not on parallel performance and computational savings, but rather on benchmarking the method for evolutionary problems, as a validation step before introducing the educated reduced models.

Consider a generic 1D network with $N_{v}$ vessels and $N_{b}$ bifurcation points with $N_{d}$ daughter vessels each. The stochastic network problem is described by the stochastic counterpart of equations (4.16)-(4.26), where the unknowns are now random variables expressed as PCEs (we refer to [201] for a rigorous formulation of the problem). Since 1D bifurcation models are intrinsically formulated via domain decomposition, DDUQ can be naturally applied by identifying the simple vessel and the bifurcation

|  | CVM [76] | Xiu et al. [201] | Rozza et al. [51] | Blanco et al. [125] |
| :---: | :---: | :---: | :---: | :---: |
| $(A, Q)$ | (10.27) | - | (2) | (1) |
| Q | (10.29), (Q, G, B) | - | (6), ( $U, F, S$ ) | $\begin{align*} & (3),(\mathbf{U}, \mathbf{F}, \mathbf{S})  \tag{3}\\ & (6),(\mathbf{U}, \mathbf{H}, \mathbf{B}) \end{align*}$ |
| ( $A, u$ ) | $(10.28), \alpha=1$ | (1)-(2) | - | - |
| U | $(10.35),(\mathbf{U}, \mathbf{H}, \mathbf{f})$ | (5), (U, H, 0) | ${ }^{-}$ | ${ }^{-}$ |
| $\beta$ | $\frac{\sqrt{\pi} h_{0} E}{\left(1-\nu^{2}\right) A_{0}}(10.22)$ | $\frac{\sqrt{\pi} h_{0} E}{\left(1-\nu^{2}\right) A_{0}}(3)$ | $\frac{\sqrt{\pi} h_{0} E}{\left(1-\nu^{2}\right) \sqrt{A_{0}}}$ | $\frac{\sqrt{\pi} h_{0} E}{\left(1-\nu^{2}\right) \sqrt{A_{0}}}(2)$ |
| $p-p_{0}$ | $\beta\left(\sqrt{A}-\sqrt{A_{0}}\right)(10.21)$ | $\beta\left(\sqrt{A}-\sqrt{A_{0}}\right)(3)$ $\sqrt{\beta}$ | $\begin{equation*} \beta\left(\frac{\sqrt{A}}{\sqrt{A_{0}}}-1\right)+\tilde{\psi}(A) \tag{5} \end{equation*}$ | $\begin{equation*} \beta\left(\frac{\sqrt{A}}{\sqrt{A_{0}}}-1\right)+\tilde{\psi}(A) \tag{3} \end{equation*}$ |
| c | $A^{1 / 4} \sqrt{\frac{\beta}{2 \rho}}(10.35)$ | $A^{1 / 4} \sqrt{\frac{\beta}{2 \rho}}(4)$ | - | $\left(\frac{A}{A_{0}}\right)^{1 / 4} \sqrt{\frac{\beta}{2 \rho}}(6)$ |
| $W_{1,2}$ | $u \pm 4 c(10.37)-(10.38)$ | $u \pm 4\left(c-c_{0}\right)(7)$ | - | - |
| $A$ $u$ | $\begin{gathered} \left(\frac{W_{1}-W_{2}}{4}\right)^{4}\left(\frac{\rho}{2 \beta}\right)^{2} \\ \frac{W_{2}+W_{1}}{2}(10.39) \end{gathered}$ | - | - | - |
| $G(2)$ | $\begin{align*} & \alpha \frac{Q^{2}}{A}+\int_{A_{0}}^{A} \frac{a}{\varphi} \frac{\partial \rho}{\partial a} d a(10.30)  \tag{10.39}\\ & \alpha \frac{Q^{2}}{A}+\frac{\beta}{3 \rho} A^{3 / 2} \text { (old) } \end{align*}$ | - | - | $\begin{aligned} & \alpha \frac{Q^{2}}{A}+\int_{A_{0}}^{A} \frac{a}{\rho} \frac{\partial p}{\partial a} d a(3) \\ & \alpha \frac{Q^{2}}{A}+\frac{\beta A_{0}^{3}}{3 \rho}\left(\left(\frac{A}{A_{0}}\right)^{3 / 2}-1\right) \end{aligned}$ |
| $W_{2}^{*}$ | $\begin{aligned} & W_{2}\left(x_{1}-\lambda_{2} \Delta t, t^{n}\right) \\ & +\Delta t \mathbf{l}_{2}^{T} \mathbf{B}(\mathbf{Q}) \end{aligned}$ | - | - |  |

Table 4.3: Synopsis of Euler's equations formulation (I).

\begin{tabular}{|c|c|c|c|c|}
\hline \& Quarteroni et al. [155] \& Formaggia et al. [73] \& Lamponi et al. [74] \& Formaggia Veneziani [77] <br>
\hline $$
\begin{gathered}
(A, Q) \\
\mathbf{Q} \\
(A, u) \\
\mathbf{U}
\end{gathered}
$$ \& $$
\begin{aligned}
& (9),(\mathbf{U}, \mathbf{F}, \mathbf{S}) \\
& (7),(\mathbf{U}, \mathbf{H}, \mathbf{B})
\end{aligned}
$$ \& $$
\begin{gathered}
(2)-(3) \\
(13),(\mathbf{U}, \mathbf{F}, \mathbf{B})
\end{gathered}
$$ \& $$
(1)-(2)
$$ \& $$
\begin{aligned}
& (1.8) \\
& (1.16),(\mathbf{U}, \mathbf{F}, \mathbf{B}) \\
& (1.14),(\mathbf{U}, \mathbf{H}, \mathbf{S})
\end{aligned}
$$ <br>
\hline $\beta$
$p-p_{0}$
$c$
$W_{1,2}$
$A$
$u$
$u$

$G(2)$ \& \[
$$
\begin{gather*}
\frac{\sqrt{\pi} h_{0} E}{\left(1-\nu^{2}\right)}(11)  \tag{11}\\
\frac{\beta}{A_{0}}\left(\sqrt{A}-\sqrt{A_{0}}\right) \\
A^{1 / 4} \sqrt{\frac{\beta}{2 \rho A_{0}}}(11) \\
u \pm 4 c(32) \\
-  \tag{11}\\
- \\
\alpha \frac{Q^{2}}{A}+\int_{A_{0}}^{A} \frac{a}{\rho} \frac{\partial p}{\partial a} d a
\end{gather*}
$$

\] \& \[

$$
\begin{gather*}
\sqrt{\pi} h_{0} E(\nu=0)(10) \\
\frac{\beta}{A_{0}}\left(\sqrt{A}-\sqrt{A_{0}}\right)(9) \\
A^{1 / 4} \sqrt{\frac{\beta}{2 \rho A_{0}}}(12) \\
u \pm 4 c(18) \\
\left(\frac{W_{1}-W_{2}}{8}\right)^{4}\left(\frac{2 \rho A_{0}}{\beta}\right)^{2} \\
\frac{W_{2}+W_{1}}{2}(19) \\
\alpha \frac{Q^{2}}{A}+\int_{0}^{A} \frac{a}{\rho} \frac{\partial p}{\partial a} d a(14), \\
\alpha \frac{Q^{2}}{A}+\frac{\beta}{3 \rho A_{0}} A^{3 / 2}(14) \tag{19}
\end{gather*}
$$

\] \& \[

$$
\begin{gather*}
\sqrt{\pi} h_{0} E(\nu=0 ?)(4) \\
\frac{\beta}{A_{0}}\left(\sqrt{A}-\sqrt{A_{0}}\right)(4) \\
A^{1 / 4} \sqrt{\frac{\beta}{2 \rho A_{0}}}(5) \\
u \pm 4\left(c-c_{0}\right)(7)  \tag{5}\\
\left(\frac{W_{1}-W_{2}}{8}+c_{0}\right)^{4}\left(\frac{2 \rho A_{0}}{\beta}\right)^{2}  \tag{4}\\
\frac{W_{2}+W_{1}}{2}(8) \\
\alpha \frac{Q^{2}}{A}+\int_{A_{0}}^{A} \frac{a}{\rho} \frac{\partial p}{\partial a} d a \tag{4}
\end{gather*}
$$

\] \& \[

$$
\begin{align*}
& \frac{\sqrt{\pi} h_{0} E}{\left(1-\nu^{2}\right)}(1.12) \\
& \frac{\beta}{A_{0}}\left(\sqrt{A}-\sqrt{A_{0}}\right) \\
& A^{1 / 4} \sqrt{\frac{\beta}{2 \rho A_{0}}}(1.17) \\
& u \pm 4\left(c-c_{0}\right) \\
& \left(\frac{W_{1}-W_{2}}{8}+c_{0}\right)^{4}\left(\frac{2 \rho A_{0}}{\beta}\right)^{2}  \tag{1.34}\\
& \frac{W_{2}+W_{1}}{2}(1.34) \\
& \alpha \frac{Q^{2}}{A}+\int_{A_{0}}^{A} \frac{a}{\rho} \frac{\partial p}{\partial a} d a(1.16), \\
& \alpha \frac{Q^{2}}{A}+\frac{\beta}{3 \rho A_{0}} A^{3 / 2}(1.17)
\end{align*}
$$
\] <br>

\hline $W_{2}^{*}$ \& $W_{2}\left(x_{1}-\lambda_{2} \Delta t, t^{n}\right)(\mathrm{p} .219)$ \& $W_{2}\left(x_{1}-\lambda_{2} \Delta t, t^{n}\right)(\mathrm{p} .260)$ \& $W_{2}\left(x_{1}-\lambda_{2} \Delta t, t^{n}\right)(20)$ \& $W_{2}\left(x_{1}-\lambda_{2} \Delta t, t^{n}\right)(1.50)$ <br>
\hline
\end{tabular}

[^2]

Figure 4.12: Unsteady 1D DDUQ network problem: component representation with inputs/outputs for a bifurcation point with $N_{d}=2$ daughter vessels (left) and a simple vessel (right). Note that all the quantities exchanged are the PC coefficients of the unknowns (area $A_{P C E}$, flow $Q_{P C E}$, and extrapolated Riemann invariants $W_{1, P C E}^{*}$, $\left.W_{2, P C E}^{*}\right)$ at a fixed time instant.
point as two different network components with two and $N_{d}+1$ input/output ports, respectively (see Figure 4.12). Since we are dealing with a time-advancing scheme dictated by (4.28)-(4.26) (where now the quantities involved are the PCEs of the quantities involved), at each time step the bifurcation points receive the PC coefficients of the extrapolated Riemann invariants from the previous step, and return the PC coefficients of area and flow at the current time step (see Figure 4.12, left), which are received by the vessel components to compute the current stochastic extrapolated Riemann invariants that will be used as inputs by the bifurcation points at the next step (see Figure 4.12, right). As a result, the time-advancing network solver works as a sort of red-black tree, where bifurcations and vessels correspond to red and black nodes, respectively. The numerical procedure described here is outlined in Algorithm 6.

### 4.5.3 Numerical results

In order to validate the DDUQ method on unsteady problems, we closely follow the numerical tests performed in [201] on a simple bifurcation and in a 37-vessel network.

```
Algorithm 6: DDUQ in 1D unsteady networks.
    for \(n=1, \ldots, N_{t}\) do // Time loop
        Update exogenous inputs and forcing term
        for \(n_{b}=1, \ldots, N_{b}\) do // Loop on bifurcations
            Select input \(W_{1, P C E}^{* n-1}, W_{2, P C E}^{* n-1}\)
            Evaluate \(N_{s}\) samples
            for \(n_{s}=1, \ldots, N_{s}\) do
                Solve problem (4.26) with \(n_{s}\)-th input
            end
            Evaluate output PCE \(A_{P C E}^{n}, Q_{P C E}^{n}\)
            end
            for \(n_{v}=1, \ldots, N_{v}\) do // Loop on vessels (segments)
            Select input \(A_{P C E}^{n}, Q_{P C E}^{n}\)
            Evaluate \(N_{s}\) samples
            for \(n_{s}=1, \ldots, N_{s}\) do
                Solve problem (4.28) with \(n_{s}\)-th input
            end
            Evaluate output PCE \(W_{1, P C E}^{* n}, W_{2, P C E}^{* n}\)
    end
    end
```


## Simple bifurcation

We consider a simple bifurcation model where parent and daughter vessels are 20 cm long, with diameter of 1 cm and $1 / \sqrt{6} \mathrm{~cm}$, respectively. The sources of uncertainty are the parameters $\beta_{i}, i \in\{1,2,3\}$, encoding the mechanical and geometrical properties of the vessel. We assume the random variables to be independent and uniformly distributed in $(-1,1)$, with first-order PCE

$$
\begin{equation*}
\beta_{i}(\xi)=\left\langle\beta_{i}\right\rangle\left(1+\sigma_{i} \xi_{i}\right) \tag{4.30}
\end{equation*}
$$

where $\sigma_{i}$ quantifies the variability of the parameter, and $\langle\cdot\rangle$ denotes the expected value of the random variable. For this specific case, we set $\left\langle\beta_{1}\right\rangle=32,497 \mathrm{~g} /\left(\mathrm{s}^{2} \mathrm{~cm}^{2}\right)$ and $\left\langle\beta_{2,3}\right\rangle=79,602 \mathrm{~g} /\left(\mathrm{s}^{2} \mathrm{~cm}^{2}\right)$ for the parent and daughter vessels, respectively, and $\sigma_{i}=10 \%$ for all. The output quantity of interest is the pressure as a function of time, at the inlet and midpoint of the parent vessel, at the bifurcation point, and at the midpoint and outlet of a daughter vessel. Each point is labeled as A, B, C, D, E, in corresponding order. We compare the zero- and first-order moments (mean and standard deviation) of the DDUQ solution with the literature, as well as the sensitivity with respect to the uncertain input parameters, defined in [201] as

$$
\begin{equation*}
S_{i}=\left\langle\beta_{i}\right\rangle\left\langle\frac{\partial p(\boldsymbol{\xi})}{\partial \beta_{i}(\boldsymbol{\xi})}\right\rangle=\frac{1}{\sigma} \int \frac{\partial p(\boldsymbol{\xi})}{\partial \xi_{i}} \pi(\boldsymbol{\xi}) d \boldsymbol{\xi}, \tag{4.31}
\end{equation*}
$$

where $\pi(\boldsymbol{\xi})$ is a uniform probability density function.
At the inlet we prescribe the following velocity and area profiles:

$$
\begin{equation*}
U_{i n}\left(0^{-}, t\right)=U_{0} e^{-C\left(t-t_{0}\right)^{2}}, \quad A_{\text {in }}\left(0^{-}, t\right)=\frac{\pi}{4} \tag{4.32}
\end{equation*}
$$

with $U_{0}=1 \mathrm{~cm} / \mathrm{s}, C=5000 \mathrm{~s}^{-2}$, $t_{0}=0.05 \mathrm{~s}$, through the Riemann invariants, and and absorbing condition on the incoming characteristic. In other words, we set

$$
\left\{\begin{array}{lll}
W_{1}=W_{1}\left(A_{i n}, U_{i n}\right), & W_{2}=0 & t<L / c_{0}  \tag{4.33}\\
W_{1}=0, \quad W_{2}=W_{2}^{*} & t \geq L / c_{0}
\end{array}\right.
$$

where $t=L / c_{0}$ is the time instant when the wave hits the bifurcation point according to [168], and from (4.33) we obtain $A_{\text {in }}=A\left(W_{1}, W_{2}\right), U_{\text {in }}=U\left(W_{1}, W_{2}\right)$. The outflow boundary conditions are set to absorbing or reflecting. Each case is discussed in the following paragraphs.

Absorbing conditions. Absorbing outflow conditions are modeled as $W_{1}=W_{1}^{*}$, $W_{2}=0$. Before comparing the traditional UQ method with DDUQ, we calibrate the space-time discretization of the underlying deterministic solver by performing a sensitivity study of the stochastic solution to the CFL number (4.29). We tune the

CFL number by fixing the mesh size to $h=0.25 \mathrm{~cm}$, and by varying the time step $\Delta t$ to obtain a CFL value that is $10 \%, 40 \%$, or $90 \%$ of the upper bound $(M=1 / \sqrt{3})$. The DDUQ pressure mean value and standard deviation obtained with the three different discretizations as functions of time at the five probe locations (A-E) are shown in Figures 4.13-4.14. While for the expected value the peaks are roughly independent of the CFL number at all locations (see Figure 4.13), the standard deviation is more sensitive to the underlying discretization, with a peak slightly decreasing in value as the CFL number approaches the upper bound (see Figure 4.14). Since the variation is not significant, we perform the remaining simulations with a CFL in the mid range ( $40 \%$ of the upper bound), corresponding to $\Delta t=5 \cdot 10^{-4}$, and simulate a period of $T=0.5 \mathrm{~s}$.
Figures 4.15-4.16 show a comparison of the baseline solution from [201] and the DDUQ solution. Although a quantitative comparison is impossible due to lack of numerical data, a visual comparison of the temporal profiles shows good agreement between the two solutions, both for average value and standard deviation. The peaks of the standard deviation happen to be lower in value, and the wave shape does not match perfectly, with lower and sharper dips between peaks (see Figure 4.16). This could be due to the different time steps, mesh sizes, and discretization methods employed here (Taylor-Galerkin) and in [201] (Discontinuous Galerkin), that feature different dispersion/diffusion properties. However, the time instants when the peaks happen are precisely captured.
The temporal pattern of the sensitivity of the solution with respect to the uncertain input parameters is in good agreement with the literature. However, there is a significant mismatch in the values, likely due to a scaling factor not reported in [201]. Therefore, for a more quantitative comparison, we define the quantity

$$
\begin{equation*}
R_{i}=\left|\frac{\max _{t} S_{i}(t)}{\max _{t} S_{i}^{X S}(t)}-\frac{\min _{t} S_{i}(t)}{\min _{t} S_{i}^{X S}(t)}\right| \tag{4.34}
\end{equation*}
$$

as a normalized measure of the mismatch between peaks, where $S_{i}$ denotes the DDUQ sensitivity and $S_{i}^{X S}$ is the corresponding value from [201]. Assuming that $S_{i}=\alpha S_{i}^{X S}$ for some scaling factor $\alpha$, we expect $R_{i} \simeq 0$. In fact, from Table 4.5 the error


Figure 4.13: Propagating pressure wave in a simple bifurcation with absorbing outflow boundary conditions: mean of DDUQ solution at inflow (first row), parent vessel mid-point (second row), bifurcation point (third row), daughter vessel midpoint (fourth row), and outflow (fifth row) for a CFL number equal to $10 \%$ (left), $40 \%$ (center), or $90 \%$ (right) of the upper bound ( $M=1 / \sqrt{3}$ ).


Figure 4.14: Propagating pressure wave in a simple bifurcation with absorbing outflow boundary conditions: standard deviation of DDUQ solution at inflow (first row), parent vessel mid-point (second row), bifurcation point (third row), daughter vessel mid-point (fourth row), and outflow (fifth row) for a CFL number equal to $10 \%$ (left), $40 \%$ (center), or $90 \%$ (right) of the upper bound $(M=1 / \sqrt{3})$.


Figure 4.15: Propagating pressure wave in a simple bifurcation with absorbing outflow boundary conditions: mean of baseline solution from [201] (left) and DDUQ solution (right) at inflow (first row), parent vessel mid-point (second row), bifurcation point (third row), daughter vessel mid-point (fourth row), and outflow (fifth row). Deterministic solution is shown in dashed line for comparison.


Figure 4.16: Propagating pressure wave in a simple bifurcation with absorbing outflow boundary conditions: standard deviation of baseline solution from [201] (left) and DDUQ solution (right) at inflow (first row), parent vessel mid-point (second row), bifurcation point (third row), daughter vessel mid-point (fourth row), and outflow (fifth row).

|  | Point B | Point C | Point D | Point E |
| :---: | :---: | :---: | :---: | :---: |
| $R_{1}$ | 0.0952 | 0.1681 | 0.0349 | 0.09997 |
| $R_{2}$ | N/A | N/A | 0.1492 | 0.0030 |

Table 4.5: Propagating pressure wave in a simple bifurcation with absorbing outflow boundary conditions: mismatch between peaks of DDUQ sensitivities and the results reported in [201].
ranges between $0.3 \%-17 \%$, which is acceptable, considering that the values from the literature were extracted by visual inspection from the figures provided. Moreover, notice that, for this case, not all data is available, since the description of some results in [201] does not match the corresponding figures, and is therefore impossible to extract the data needed for comparison purposes.

Reflecting conditions. Reflecting outflow conditions are modeled as $W_{1}=W_{1}^{*}$, $W_{2}=-\alpha W_{1}$, with $\alpha=50 \%$. We simulate a period of $T=1 \mathrm{~s}$, with the same spacetime discretization as the previous test. The same considerations as the absorbing case hold for the pressure average and standard deviation: the temporal features are perfectly captured, although the standard deviation profile features deeper and sharper dips, probably due to the choice of the discretization scheme (see Figures 4.17-4.18). A full comparison on the sensitivities in Figure 4.19 shows good agreement in the pattern, with peaks mismatch of $0.08 \%-25 \%$, which is acceptable, considering the potential inaccuracy of the reference values, extracted visually from the literature (see Table 4.6).

## 37-vessel network

We now consider the more realistic case of a network with 37 vessels and 16 bifurcations, built in [129] from an in vitro model. At the inlet, the flow profile obtained from experimental data in [129] is prescribed periodically. The outflow boundary


Figure 4.17: Propagating pressure wave in a simple bifurcation with reflecting outflow boundary conditions: mean of baseline solution from [201] (left) and DDUQ solution (right) at inflow (first row), parent vessel mid-point (second row), bifurcation point (third row), daughter vessel mid-point (fourth row), and outflow (fifth row).


Figure 4.18: Propagating pressure wave in a simple bifurcation with reflecting outflow boundary conditions: standard deviation of baseline solution from [201] (left) and DDUQ solution (right) at inflow (first row), parent vessel mid-point (second row), bifurcation point (third row), daughter vessel mid-point (fourth row), and outflow (fifth row).


Figure 4.19: Propagating pressure wave in a simple bifurcation with reflecting outflow boundary conditions: baseline sensitivities from [201] (left) and DDUQ sensitivities (right) at different probe locations.

|  | Point A | Point B | Point D | Point E |
| :---: | :---: | :---: | :---: | :---: |
| $R_{1}$ | 0.0051 | 0.1427 | 0.1870 | 0.0896 |
| $R_{2}$ | 0.1715 | 0.2482 | 0.0600 | 0.1393 |
| $R_{3}$ | 0.1715 | 0.2482 | $8.4 \cdot 10^{-4}$ | 0.1646 |

Table 4.6: Propagating pressure wave in a simple bifurcation with reflecting outflow boundary conditions: mismatch between peaks of DDUQ sensitivities and [201].
conditions are described as

$$
\begin{equation*}
Q=\frac{p-p_{o u t}}{R_{p}} \tag{4.35}
\end{equation*}
$$

where $p$ is the computed (or measured) pressure at the outlet of the terminal vessel, $p_{\text {out }}=3.2 \mathrm{mmHg}$ is the constant hydrostatic pressure measured experimentally, and $R_{p}$ is the peripheral resistance, reported in $[129,201]$. Due to the large size of the system, we are interested in the solution in 9 output representative vessels, identified in Figure 4.20. The deterministic solution obtained with DDUQ after 10 deterministic cycles is in good agreement with the literature (see Figure 4.21). Note that, as remarked in [129], "due to the simple resistance boundary conditions used in the experiment, the measured pulse waves become less physiological in the more distal vessels. They contain many non-physiological oscillations, in both pressure and the flow, whose frequency is surprisingly well captured by the 1-D model."
For the stochastic test we consider 37 random inputs, corresponding to the parameter $\beta_{i}$ in each vessel, represented via first-order PCE as in (4.30). Due to the high dimensionality of the problem, Smolyak sparse quadrature rules are employed [178]. Since 10 stochastic cycles are computationally expensive, we run $N_{\text {det }}<10$ deterministic cycles, and $N_{\text {stoch }}=10-N_{\text {det }}$ stochastic cycles initialized in such a way that the initial expected value is set to the deterministic solution, and the initial standard deviation is $10 \%$ of the latter.


Figure 4.20: 37 -vessel network and output probe vessels.

We introduce the notation

$$
\begin{equation*}
S_{i, j}=\left\langle\beta_{j}\right\rangle\left\langle\partial p_{i}(\xi) / \partial \beta_{j}(\xi)\right\rangle, \quad R_{i, j}=\left|\frac{\max _{t} S_{i, j}(t)}{\max _{t} S_{i, j}^{X S}(t)}-\frac{\min _{t} S_{i, j}(t)}{\min _{t} S_{i, j}^{X S}(t)}\right| \tag{4.36}
\end{equation*}
$$

to denote the sensitivity of the solution in the $i$-th vessel with respect to the $j$-th parameter, and the corresponding peak mismatch. As for the simple bifurcation case, assuming that $S_{i, j}=\alpha S_{i, j}^{X S}$ for some scaling factor $\alpha$, we expect $R_{i, j} \simeq 0$. Maximum and minimum values of sensitivities are provided in [201], therefore it is possible to compute $R_{i, j}$ precisely. The results for $N_{\text {det }}=9$ and $N_{d e t}=7$ are shown in Figure 4.22. The mismatch is significantly high in both cases, likely because one or three stochastic cycles are not enough for the unsteady stochastic problem to got to regime. However, we noticed a drastic reduction passing from an initialization with $N_{d e t}=9$ to $N_{d e t}=7$. Therefore, we expect $R_{i j}$ to further decrease as long as $N_{d e t}$ is decreased. Simulations for such cases have been launched, but crashed because of memory issues. In the future we plan to optimize the current code to improve the efficiency of the data structures employed, for a solid successful validation of the method in realistic geometries.
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Figure 4.21: Deterministic baseline solution form [201] (left) and DDUQ solution (right) in output probe vessels of 37 -vessel network.

| $\boldsymbol{R}_{\boldsymbol{i j}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{1 0}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{1 7}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{2 7}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{1 1}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{2 9}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{1 4}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{3 4}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{7}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{2 0}}$ |
| :---: | :---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{1 0}}$ | 3976.98 | 662.25 | 630.49 | 668.02 | 234.22 | 559.64 | 108.62 | 998.96 | 175.42 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{1 7}}$ | 1606.98 | 1643.57 | 355.65 | 606.66 | 152.97 | 538.95 | 63.97 | 923.22 | 253.92 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{2 7}}$ | 1753.52 | 760.55 | 1079.76 | 717.33 | 110.79 | 632.86 | 90.46 | 917.23 | 71.44 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{1 1}}$ | 2014.02 | 624.61 | 649.71 | 402.02 | 347.07 | 4.82 | 66.58 | 262.89 | 146.86 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{2 9}}$ | 1009.92 | 505.68 | 380.76 | 576.76 | 350.39 | 350.45 | 52.99 | 710.43 | 74.65 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{1 4}}$ | 1175.18 | 761.86 | 527.04 | 104.46 | 186.68 | 836.38 | 63.38 | 224.36 | 224.99 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{3 4}}$ | 582.71 | 494.12 | 273.78 | 453.47 | 35.53 | 297.05 | 380.72 | 580.83 | 72.99 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{7}}$ | 1245.33 | 803.49 | 674.66 | 552.93 | 293.95 | 157.07 | 106.87 | 1365.38 | 295.33 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{2 0}}$ | 892.74 | 812.94 | 46.34 | 392.97 | 79.74 | 79.42 | 40.48 | 432.98 | 348.11 |


| $\boldsymbol{R}_{\boldsymbol{i j}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{1 0}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{1 7}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{2 7}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{1 1}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{2 9}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{1 4}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{3 4}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{7}}$ | $\boldsymbol{\partial} \boldsymbol{\beta}_{\mathbf{2 0}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{1 0}}$ | 58.52 | 78.12 | 57.14 | 111.68 | 31.00 | 61.04 | 11.61 | 83.01 | 38.80 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{1 7}}$ | 52.25 | 69.07 | 44.02 | 100.15 | 26.20 | 66.32 | 10.70 | 68.94 | 41.08 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{2 7}}$ | 33.09 | 58.02 | 31.23 | 97.26 | 14.48 | 65.85 | 5.28 | 58.22 | 19.22 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{1 1}}$ | 32.81 | 58.05 | 63.60 | 14.11 | 40.44 | 13.93 | 10.92 | 35.57 | 27.52 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{2 9}}$ | 25.64 | 33.70 | 17.91 | 49.13 | 8.37 | 30.75 | 1.57 | 37.30 | 15.61 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{1 4}}$ | 26.86 | 55.37 | 45.45 | 20.52 | 23.89 | 2.42 | 7.75 | 29.07 | 27.02 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{3 4}}$ | 9.41 | 32.89 | 14.92 | 43.26 | 2.03 | 23.25 | 1.05 | 22.02 | 11.15 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{7}}$ | 17.09 | 54.66 | 48.66 | 54.02 | 26.96 | 19.96 | 8.59 | 2.58 | 32.83 |
| $\boldsymbol{\partial} \boldsymbol{p}_{\mathbf{2 0}}$ | 28.02 | 59.27 | 32.03 | 65.81 | 18.00 | 36.64 | 9.76 | 68.56 | 3.66 |

Figure 4.22: Mismatch coefficient for the sensitivity peaks in a 37 -vessel network with 9 (top) and 7 (bottom) deterministic initialization cycles.

### 4.6 Final remarks

In this Chapter we proposed a new approach to perform uncertainty quantification in the cardiovascular network that is computationally affordable and reliable. This is achieved by combining the DDUQ approach [45], that employs domain decomposition to propagate uncertainties in large-scale networks scalably, with the TEPEM method for the steady Navier-Stokes equations [127], that allows the modeling of 3D dynamics in a fraction of the time employed for classical FEM strategies. The numerical results show that (i) weak scalability can be achieved for non-linear vector problems in realistic 3D domains; (ii) educated reduced models like TEPEM enable rapid and agile subsystem sampling in 3D domains, being computationally more affordable than full high-fidelity models, while comparably accurate, and (iii) provide statistical information about quantities of clinical interest, such as the wall shear stress, that are completely out of reach for the traditional 1D models; (iv) stochastic simulations in patient-specific geometries achieve a good trade-off between computational affordability and accuracy, compared to the traditional models used in the literature. In the future we plan to consolidate the validation of the DDUQ method on unsteady problems, and to model fluid-structure interaction with TEPEM.

## Chapter 5

## Platform and algorithm effects on computational fluid dynamics

Acknowledgements. This chapter reflects the content of [97], in collaboration with Tiziano Passerini, Umberto Villa, Jaroslaw Slawinsky, Alessandro Veneziani, and Vaidy Sunderam.

### 5.1 Introduction and Background

Overall performance of HPC resources depends on two interrelated factors: (1) the architecture of the physical resource and (2) its optimal exploitation for the specific problem to solve. In real production settings, performance must be judiciously balanced with cost.

As for point (1), traditionally performance of HPC applications has been measured by a single metric, i.e., time to completion for the particular application at hand, parameterized with respect to problem size and number of processing elements used. Nevertheless, with the advent of cloud computing, the viability of executing parallel applications on the cloud (either through self-assembly or renting a prebuilt cluster) and the actual dollar cost effectiveness of executing HPC applications on different target platforms have become relevant. On the other hand, communication is an issue of paramount concern in the matter of efficiency. On clouds, a great deal of
attention has been devoted to data handling but there has been relatively little focus on interconnection network capabilities. For explicit message passing parallel programs, such as those which make use of MPI, data handling and interconnection network capabilities lead to substantial heterogeneity in communication, with significant impact on performance. In addition, it is worth stressing that most real-life applications we are interested in are not regular or symmetric and thus their MPI process communication graphs are intrinsically unevenly weighted. The most popular software packages for graph partitioning (see, e.g., [82]) employ algorithms that minimize the edge cut or the communication volume as to obtain load balance. Nevertheless, numerical analysis suggests that a suitable percentage of additional work on each processing unit benefits the overall performance, due to a faster convergence of the iterative solver. The interplay between the additional numerical costs on each processor, the advantages induced by the faster convergence of the iterative method and the total communication time (which in turn relates to the specific architecture employed) is not trivial in problems of practical interest.
In this work we tackle these issues by exploring two aspects related to work partitioning.
(a) We re-map the effective topology of the application's interconnection network by managing the allocation of MPI processes to processor cores before the execution of the application, so that highly coupled MPI processes are "close," i.e., mapped on cores within a single node. In this way the intra-node communication is maximized and the long-distance inter-node communication is reduced.
(b) We consider well-established methods to associate mathematical formalism to the parallel solution of complex systems of partial differential equations (PDEs). In particular, we resort to domain decomposition techniques (DD) to detect the optimal splitting of the tasks that minimizes the computational time. This method was historically introduced - well before the advent of parallel computing - to compute manually the solution of PDEs by splitting the process over different subdomains of the region of interest to take advantage of simple geometries (e.g., a L-shape domain
was split into rectangles Fig. 5.2) where simple methods were available. Nowadays, DD is a powerful approach to manage the solution over different computational resources either with or without overlapping of subdomains, depending on the specific problem of interest and the identification of optimal interfaces to minimize inter-node communications.
Our reference application is the solution of problems related to computational hemodynamics, blood flow and solutes like Oxygen. We aim at demonstrating the relevance of all these issues in a realistic context, when dealing with a patient-specific setting to be considered as one out of many similar - but different- cases to be routinely simulated. We use an object oriented $\mathrm{C}++$ library for the solution of PDEs with the finite element method (FEM) called LiFEV ("Library for Finite Elements 5") [4], extensively adopted in several projects of practical interest - see, e.g., [139, 138, 95, 133, 191, 87].

After providing some background on the numerical setting and the formulation of the two classes of problems used to test the performance of IaaS grids and clouds as opposed to local clusters and to experimentally detect the optimal partitioning that guarantees the fastest convergence of the numerical solver and a brief summary of the packages used, in Section 5.2 we discuss our experiences with comparing cost and utility on three typical platform types: (a) Infrastructure as a Service (IaaS) clouds, (b) grids, and (c) on-premise local resources, with a particular focus on process-tonode mapping vis-a-vis efficiency.
In Section 5.3 we consider the work balance in terms of DD and interface handling. We present an automatic procedure to optimize the mapping of the sub-domains to the available processing units based on graph analysis. We first consider a non overlapping strategy, where each domain shares with the others only the interface (e.g., a surface cutting in our case the volume of the artery of interest). However, it is well known that this is not necessarily the best option. In fact, a faster convergence to the desired solution in the iterative-by-subdomain approach can be attained if we allow some overlapping.

In Section 5.4 we test this option in both idealized and real 3D geometries. We show that the detection of the optimal overlapping in real cases - albeit non trivial has the potential to significantly reduce the computational costs of the entire solution process.

### 5.1.1 The numerical problem

Computational hemodynamics requires the study of incompressible fluids described by the Navier-Stokes equations (NSE) [150, 66]. From the computational viewpoint, these equations are very challenging, for intrinsic mathematical features (see, e.g., [66]). In our tests NSE - completed by appropriate initial and boundary conditions - are solved for computing blood velocity and pressure in an artery affected by a disease, called cerebral aneurysm. The latter consists of an abnormal sac in the artery, inducing non-physiological flow patterns that can lead eventually to rupture of the arterial wall and brain hemorrhage. The application of computational hemodynamics to the study of vascular diseases is time- and cost- sensitive, as it typically entails the generation of large data sets of simulations on patient populations, with the final goal of finding statistical correlations of flow patterns with outcome [47, 139]. Here, in particular, we consider a benchmark problem proposed in the Inaugural CFD Challenge Workshop [199], i. e. the study of blood flow inside a giant brain aneurysm in an internal carotid artery.
The equations are approximated by the Finite Element Method (FEM) combined with backward difference formulas (BDF) to handle the time dependence. With FEM, the solution is approximated by piecewise polynomial functions over subdivisions of the artery, called elements. The collection of elements is called mesh. This step reduces the partial differential equations to a system of ordinary differential equations in time. The latter is finally solved in selected instants by a second order BDF approximation. At each time step a large sparse (i. e. with the majority of entries of the associated matrix equal to 0) linear system needs to be solved. The more elements are introduced in the computational domain and the more instants


Figure 5.1: Solution of the problem, based on NSE, when $t=0.28 \mathrm{~s}$. Streamlines of the velocity field, when the flow rate is maximum over the cardiac cycle.
are collocated for the numerical solution, the higher the computational costs of the procedure are and the more accurate the solution is. In particular, here we consider a mesh with 837,154 elements, such that the total number of unknowns in the linear system is $3,162,146$. The equations are collocated in 100 instants within the cardiac cycle (i. e. the simulation time step is 0.01 s ). A snapshot of the computed solution is shown in Figure 5.1. Although current HPC facilities handle larger problems, these numbers can be considered representative of the size of problems of interest in CACT and SP in computational hemodynamics - as a reasonable trade-off between the accuracy requested by clinical applications and the expected timeline.

### 5.1.2 Domain decomposition techniques for the solution of Partial Differential Equations

DD techniques provide an important framework to associate mathematical formalism to the parallel solution of a complex PDEs system - see, e.g., [154, 188]. The PDE problem over a region of interest $\Omega$ is decomposed in subproblems to be iteratively solved by single processors or clusters up to the fulfillment of a convergence criterion


Figure 5.2: Schematic representation of (a) non overlapping and (b) overlapping DD in a L-shaped domain $\Omega$. In the first case conditions on the interface $\Gamma$ must fulfill compatibility constraints depending on the nature of the PDE for the split-bysubdomain solution to be equivalent to the unsplit one.
stating that the solution found is equivalent to the one of the unsplit system. Each subproblem exchanges information with the neighborhood ones by means of interface conditions. In non overlapping splittings, these conditions need to be properly chosen to guarantee that the split-by-subdomain solution is equivalent to the global one. In overlapping partitions, less constraints are required since synchronization conditions for each subdomain are prescribed on different space locations. In fact, each subdomain has its own interfaces. Notice that with overlap the PDE problem is solved multiple times on the overlapping regions, with a potential computational duplication overhead. However, beyond the more freedom when selecting the interface conditions, the iterative solver requires in general a lower number of iterations to converge. We illustrate the difference between the two approaches for a simple problem in Fig. 5.2.

The interplay of (i) additional numerical costs due to the overlap, (ii) efficiency advantages induced by the specific iterative methods and (iii) versatility of the selection of domain interfaces (and the associated conditions) for the communication time, is not trivial in problems of practical interest. Numerical analysis focuses typically on points (i) and (ii) in idealized or simple geometries, while in the present work we assess the performances when the geometry of $\Omega$ is nontrivial, following up previous works [58, 99].
To this aim we consider the differential Advection-Diffusion-Reaction (ADR) problem

$$
\begin{equation*}
-\sum_{i=1}^{3} \frac{\partial}{\partial x_{i}}\left(\mu \frac{\partial u}{\partial x_{i}}\right)+\sum_{i=1}^{3} \beta_{i} \frac{\partial u}{\partial x_{i}}+\sigma u=f \tag{5.1}
\end{equation*}
$$

for $\left(x_{1}, x_{2}, x_{3}\right) \in \Omega \subset \mathbb{R}^{3}$ with $\mu>0$ and $\sigma$ coefficients for simplicity assumed to be constant. Here the unknown $u$ may represent the density of a species in a region where it diffuses with diffusivity $\mu$, it undergoes to a chemical reaction with rate $\sigma$ and it is convected in the domain by the vector field $\boldsymbol{\beta}=\left[\beta_{1} \beta_{2} \beta_{3}\right]^{T}$, that denotes the blood velocity and it is function of the space coordinates $x_{1}, x_{2}, x_{3}$. When available, it can be prescribed analytically, as we do in the tests in idealized geometries. More in general, it is retrieved by solving the NSE computed as in the previous Sections. The forcing term $f$ is a given function of space too. Hereafter it will be set to 0 for simplicity. We associate with the equations the boundary conditions $u\left(\Gamma_{D}\right)=g\left(x_{1}, x_{2}, x_{3}\right), \quad \frac{\partial u}{\partial \mathbf{n}}\left(\Gamma_{N}\right)=0$, where $\Gamma_{D}$ and $\Gamma_{N}$ are two disjoint portions of the boundary of $\Omega$ such that $\Gamma_{D} \cup \Gamma_{N}=\partial \Omega$. This is a simplified model of the dynamics of blood solutes like Oxygen in the arteries [156]. Specifically, we do not consider time dependence, since it does not introduce significant changes for the focus of the present paper. The NSE solution is therefore retrieved in a particular instant of the hart beat, the so called systolic peak, corresponding to the maximum opening of the ventricular valve.
To take advantage of domain decomposition, we split the domain $\Omega$ into two overlapping subdomains $\Omega_{1}$ and $\Omega_{2}$, such that $\Omega_{1} \cap \Omega_{2}=\Omega_{o}$ and $\Omega_{1} \cup \Omega_{2}=\Omega$. Let us denote by $\Gamma_{j}$ the interfaces between the two subdomains $(j=1,2)$, that is the portion
of the boundary of $\Omega_{j}$ that is not also boundary of $\Omega$, in short $\Gamma_{j} \equiv \partial \Omega_{j} \backslash\left(\partial \Omega_{j} \cap \partial \Omega\right)$. The solution of the problem in each subdomain will be denoted by $u_{j}\left(x_{1}, x_{2}, x_{3}\right)$. We reformulate the original problem in an iterative fashion. Given an initial guess $u_{j}^{(0)}$ (typically $=0$ ), we solve on each subdomain for $k=1,2, \ldots$

$$
\begin{equation*}
-\sum_{i=1}^{3} \frac{\partial}{\partial x_{i}}\left(\mu \frac{\partial u_{j}^{(k)}}{\partial x_{i}}\right)+\sum_{i=1}^{3} \beta_{i} \frac{\partial u_{j}^{(k)}}{\partial x_{i}}+\sigma u_{j}^{(k)}=f \quad \text { in } \Omega_{j}, j=1,2 \tag{5.2}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
u_{j}^{(k)}\left(\Gamma_{D} \cap \partial \Omega_{j}\right)=g\left(x_{1}, x_{2}, x_{3}\right), \quad \frac{\partial u_{j}^{(k)}}{\partial \mathbf{n}}\left(\Gamma_{N} \cap \partial \Omega_{j}\right)=0, \quad u_{j}^{(k)}\left(\Gamma_{j}\right)=u_{\hat{\jmath}}^{(k-1)}\left(\Gamma_{j}\right) \tag{5.3}
\end{equation*}
$$

(where $\widehat{\jmath}=2$ for $j=1$ and $\widehat{\jmath}=1$ for $j=2$ ) up to the fulfillment of the convergence condition to check that the solution in the overlapping region is not changing significantly along the iterations.

At each iteration we solve two independent problems in each subdomain, while the communication by subdomain occurs in the latter of boundary conditions (5.3). The convergence of the iterative scheme depends in general on the size of the overlapping region. In fact, if the overlapping is $100 \%$ of $\Omega$, convergence is trivially guaranteed as at the first iteration (5.2-5.3) we are solving (twice) the unsplit problem. On the other hand, if the overlapping reduces to a volume-zero region, convergence is not guaranteed, as in general the juxtaposition of the two problems does not coincide with the original problem (if the interface conditions are chosen properly).
The one presented here is the so called additive formulation of the overlapping DD method, where the two subdomain problems can be solved simultaneously - as opposed to the multiplicative version, where one subdomain can be solved only when the problem on the other subdomain is completed. In the multiplicative formulation a faster convergence is guaranteed in terms of number of iterations (about one half of the additive scheme), but the algorithm has an intrinsically sequential structure. From now on, we refer only to the additive algorithm.

The selection of the interfaces $\Gamma_{j}$ has the only constraint to guarantee a non empty overlapping. The optimal selection is the result of the trade-off between the compu-
tational cost of each subproblem and the reduction of the communication between processors. This will be investigated in Sect. 5.4 - see also [99].

### 5.1.3 Packages used by the numerical solver

For a more detailed description of the implementation of the numerical solver we refer to [173, 99]. We report here the complete list of required packages:

- LiFEV library [4], for the formulation of the algebraic counterparts to differential problems; this library is the direct dependency for our solver application;
- Third-party scientific libraries: (1) Trilinos [163] for the solution of linear systems (data structures and algorithms); (2) ParMETIS [82], used for mesh partitioning; ad hoc MATLAB scripts were prepared to add an overlapping region to an existing non-overlapping partition. (3) SuiteSparse [6], as a support library extending the capabilities of Trilinos; (4) BLAS/LAPACK libraries (generic or vendor-specific implementations); (5) NetGen [114] for generating the mesh to partition.
- General-purpose and communication libraries: (1) Boost C++ libraries [2] 1.44 or above, mainly used for memory management (smart pointers); (2) HDF5 [187], for the storage of large data on file; (3) MPI libraries (e.g., Open MPI);
- Compilers: C++ compiler (e.g., GCC version 4 or above); [optional] Fortran compiler, compatible with $\mathrm{C}++$;
- Deployment tools: (1) GNU make; (2) Autotools; (3) CMake (version 2.8 or above).


### 5.2 CFD Experiences on clouds, grids and on-premise resources

Grids and especially clouds present real opportunities for CFD applications to execute on platforms other than their home environments [80]. Nevertheless, applications often continue to be executed only on the default "home" platform, even if other viable and better options are present, since executing the application on different target platforms may require a non-trivial amount of re-building effort (even if the actual application source code is untouched). Message passing parallel programs are a staple modality of numerical simulations and computational analyses. In addition to the parallel framework (e.g., MPI), codes depend on various other auxiliary components: scientific and mathematical libraries, header files, particular compiler options and flags. These parameters (or subsets thereof) are quite specific to a particular target platform. In the ADAPT project at Emory [172], we investigated the feasibility and ease of deploying classes of applications on target platforms other than those on which they normally execute. As a benchmark test, we have experimented LiFEV [4] whose home environment is a 128 -core cluster, and ported it on other computational platforms: clusters, grids and Amazon's EC2 cloud. We conduct both a detailed comparison of platforms based on utility of the computational task to the user, function of the wait time and the cost, and further analyze strategies for process mapping when interconnection networks are heterogeneous. ${ }^{1}$
User-oriented performance analysis has recently been applied to research on HPC and Grid scheduling strategies. The value that users associate with a completed job is modeled as a utility function, with a generally non-trivial dependence on time [116]. The importance of a job to a user can be seen as a function of time, combining an index for the importance of the results and the user sensitivity to delay. It has been shown that a proper job scheduling strategy can significantly increase the performance of HPC systems, measured as the aggregate utility of their users [50, 52].

[^3]Several works in the literature discuss an extension to this scenario, in which heterogeneous resources can be discovered and assembled from an arbitrary set of providers. In this case, the utility for the user may be defined based on a more detailed analysis of user-specific requirements. For instance, requirements may include the features of the physical resources (memory, processor speed, presence of GPU), presence of installed software or availability of specific services. It is then possible to discriminate between resource providers based on their ability to satisfy the requirements, in full or in part (partial utility) [169]. The evaluation of the utility function can be done at runtime, to decide whether or not to dynamically re-distribute resources to obtain an optimal "quality of execution," i. e., an optimal trade off between resource savings and performance degradation [170].
In our approach, the platforms are considered as interchangeable - after the conditioning process. We discuss the effort required to provision each platform with an environment adequate to sustain the user's task. Finally, we identify a basic set of user requirements (minimal cost and minimal execution time of the task) to define a user-based ranking of the tested architectures.

### 5.2.1 Heterogeneous Target Platforms

In our study, we compared five heterogeneous computational platforms supporting the parallel hemodynamics simulation. As the starting point for our analyses, we selected the in-house computing cluster puma ${ }^{2}$ constituting a computational test bed for the LiFEV developer team. As a second platform, we used a larger compute cluster called ellipse, provided on a fee-for-use basis within our university. The third platform was the HPC supercomputer lonestar made available to the U. S. research community by Texas Advanced Computing Center. Next, we evaluated the usability of on-demand resources. The first such platform was rockhopper [5] offered as a part of the Penguin's On-Demand HPC Cloud Service [3] and the second platform was the IaaS cloud provided by Amazon's Elastic Compute Cloud (EC2)

[^4]|  | puma | ellipse | lonestar | rockhopper | ec2 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| type | cluster | cluster/grid | grid | cloud cluster | IaaS Cloud |
| cores | 2 x 2 | 2 x 2 | 2 x 6 | 4 x 12 | 4 x 4 |
| RAM | 8 GB | 4 GB | 24 GB | $2.5 \mathrm{~GB} /$ slot | 66 GB |
| network | SDR IB | 1 GbE | QDR IB | QDR IB | 10 GbE |
| storage | NFS | NFS | Lustre | Lustre | local fs |
| support | full | very limited | limited | online | none |
| OS | Rocks 5.1 | CentOS 4.8 | CentOS 5.5 | CentOS 5.6 | AMI 12.03 |
| access | user space | user space | user space | user space | privileged |
| MPI | Open MPI | none | MVAPICH2 | Open MPI | none |

Table 5.1: Specification of a single node of the test architectures.
service. From the rich EC2 resource offerings, we picked the most powerful instances cc2. 8 xl arge from Cluster Compute (referred to as ec2 in the following).
The five platforms are heterogeneous in many respects: they differ in hardware configuration, availability (measured as wait-time before execution), access modality (privileged vs. unprivileged user), storage (e.g., size of user disk space and presence of a shared file system), build (e.g., the compilers and system tools availability), computational aggregation (e.g., presence of configured MPI environment), and execution (e.g., interactive shell). Table 5.1 collects the main features of the chosen targets. We refer to $[173,175]$ for further details.

### 5.2.2 Metrics

We aim to compare different hardware platforms with respect to the execution of the same task, evaluating several different metrics.

As previously mentioned, hemodynamics applications are both time- and costsensitive. It is worth noting that optimizing these two aspects separately leads in general to conflicting strategies, as it is often the case that the most expensive
hardware resource provides the result in the shortest time, as we will see later on. We therefore consider both traditional metrics ("time to completion" and "cost per simulation"), and a user-specific combination of these two, corresponding to the "perceived cost" of the computational experiment.

Time to completion This is the wall clock time from program launch to final exit. In the mainstream HPC community, in which it is a primary focus, it is not common to include the queue waiting time. In terms of utility in the sense adopted in this work, queue time is certainly important but it is highly variable and, in fact, our platforms presented few queue delays compared to the execution time of the application. We decided to exclude queue time in our analysis for the sake of simplicity and uniformity, especially since "on-demand" IaaS clouds are practically characterized by zero waiting time.

Cost per simulation The overall cost for the execution of the job depends mainly on the unit cost of the hardware resource (cost per core-hour), its pricing policy (by core or by node, by hour or prorated), and on the execution wall-clock time. Other factors, that we consider negligible relative to the former (for our application), are the size of occupied storage and/or volume of data staged in and out. A ranking of the different platforms based on the metric cost per simulation is shown in Table 5.2. For each platform, we reported in the table the cost of the cheapest use case.

Utility function The utility function expresses the job's value to a user, as a function of time. This has a user-specific, complex dependency on several parameters, including expenditures, time to completion, and significance of the task. Following [52, 108], we consider a simple linear utility function with customizable maximum

| rank | price per simulation [\$] | target | \# of MPI proc. |
| :---: | :---: | :--- | :---: |
| 1 | $\$ 3.53$ | ec2-1 | 16 |
| 2 | $\$ 4.76$ | ec2-2 | 16 |
| 3 | $\$ 5.31$ | ellipse | 4 |
| 4 | $\$ 5.70$ | puma | 16 |
| 5 | $\$ 7.27$ | ec2-4 | 64 |
| 6 | $\$ 9.52$ | lonestar | 8 |
| 7 | $\$ 13.09$ | ec2-8 | 32 |
| 8 | $\$ 20.99$ | rockhopper | 16 |
| 9 | $\$ 22.59$ | ec2-16 | 32 |

Table 5.2: Cost of the benchmarked architectures
(starting) value and slope, as shown in figure 5.3. The equation reads

$$
U(t)= \begin{cases}U_{\max } & \text { if } t \leq T^{*} \\ U_{\max }\left(\frac{T_{0}-t}{T_{0}-T^{*}}\right) & \text { if } T^{*}<t \leq T_{0} \\ 0 & \text { if } t>T_{0}\end{cases}
$$

$U_{\text {max }}$ is a measure of the importance of the job to the user, and we assume that it can be given a monetary value, as the price that the user would be willing to pay for the simulation. $T^{*}$ is the expected completion time, which can be estimated in several ways. We use a simple averaging method defined in section 5.2.3, based on the performance of the available platforms. $T_{0}$ is the user-defined time at which the utility is zero, while the distance $\left(T_{0}-T^{*}\right)$ is a measure of the user's delay tolerance and can be measured as a multiple of the expected completion time $T^{*}$.

With this formulation, we assume that there is no loss of value during the expected duration of the job (when $t \leq T^{*}$ ). An extension of the model could take into account the decrease in the utility function during runtime, reflecting the fact that faster runtime is valuable to users [116].


Figure 5.3: The considered utility function. $U_{\max }$ is a measure of the importance of the job to the user, $T^{*}$ is the expected completion time, $T_{0}$ is the time at which the utility is zero [52].

### 5.2.3 Experimental Results

Our experiments on different architectures yielded interesting results. This discussion centers on cost and utility.

## Performance, scaling and time to completion

In our study we tested the selected platforms executing a fixed-size simulation (over 3.1 M unknowns) with varying numbers of processors, i.e., a strong scalability benchmark. All tested clusters allowed the reservation of computing resources by specifying the number of processes (or slots) used by the parallel job. However, in the case of the Amazon EC2 cloud, we needed to set the execution policy: we assumed that each ec2 instance can host a maximum of 16 processes (as they have 16 physical cores) and we decided to map the MPI processes onto the physical nodes in round-robin fashion. As Amazon charges users on the basis of running instances, we decided to optimize the cost of the benchmark by testing small assemblies of ec2 first, and then to increase the number of nodes in the assembly by powers of 2 . For this reason, we present several configurations of cloud instances; we label such separate assemblies
as ec2-i, where $i$ is the number of ec2 nodes.
The application repeats the same set of operations in each simulated time frame (in our case corresponding to 0.01 s intervals). For each considered hardware platform, the time required to compute a single frame was observed to be constant during the course of the simulation. We, therefore, use the average computing time for a single frame as a proxy for the performance of the hardware resource. This facilitates a side-by-side comparison of all platforms, including cases when the simulation could not be completed due to cluster usage policies (e.g., ellipse limits the job execution time to 12 hours so for jobs that spanned small numbers of cores only a fraction of the entire simulation could be done).
The graph in Figure 5.4a shows a comparison of the performances of the different platforms, as a function of the number of computing cores. The clusters puma and ellipse, the grid lonestar and the cloud cluster rockhopper achieve good strong scaling up to 128 computing cores, while they show a significant decrease in performance for larger numbers of cores. In particular, Point A in the figure corresponds to the fastest execution case in our experiment, that is running the simulation with 128 computing cores on lonestar. If this metric is used to represent utility or value to the user, it is clear that when using more than 32 cores, lonestar is the best platform.
ec2 resources scale less well. ec2-1 achieves good scaling only in the range 4-8 cores, ec2-2 up to 16 cores, ec2-4 up to 32 , ec2-8 up to 16 cores, while ec2-16 does not achieve strong scaling in any range. Point $\mathbf{C}$ in Figure 5.4a corresponds to the case when the simulation was sustained by 16 computing cores on a single ec2 instance. It is worth noting that the time to completion in this case matches the time to completion obtained using 16 computing cores on lonestar. Most significantly, the time to completion required by ec2-1 when using 8 computing cores is lower than the time required by lonestar with the same number of computing cores. This result suggests that one of the advantages of IaaS clouds is the availability of powerful hardware configurations (both in terms of memory and CPU clock speed), that can
match and outperform the computing nodes provided by standard grid resources. This finding is in agreement with previous reports. A study [157] pointed out that when an EC2 user reserves an entire computing node (this happens in our case using cc2.8xlarge instances) the impact of virtualization is negligible since processor cores are not shared among users (see also [110, 195]). This results in performance comparable to "bare metal" hardware. As predicted by Iosup and coworkers [107], this is a significant advantage of Cluster Compute instances over former offerings by EC2, that were suffering from performance degradation due to concurrency of multiple users or applications using the same processor. On the other hand, the performance of ec2 platforms seems to be sensitive to overload of the instances, as shown by the poor strong scaling achieved by ec2-1 when all of the 16 available computing cores are used for the execution of the simulation.
Point $\mathbf{D}$ corresponds to the fastest execution on ec2 resources, that is running the simulation with 32 computing cores using ec2-16. In this case, we launched 16 EC2 instances and allocated 2 computing cores on each instance in a round robin fashion. The loss of performance of ec2-16 as the number of cores per instance increases suggests that when requiring a relatively large number of instances, the physical connectivity of the nodes may become an issue, and the timings seem to be dominated by communication overheads. The severe impact of network latency and bandwidth on EC2 performance is a known issue, especially for large assemblies of instances [110, 195, 107]. In terms of utility, therefore, individual EC2 nodes offer high performance but when communication across nodes or racks is involved, this platform is less attractive.
Based on the metric time to completion we can rank the different resources Table 5.3 shows the wall clock times for the fastest run on each platform. The grid lonestar is by far the fastest resource, while ec2 is generally the slowest. However, one of the solutions provided by ec2 (namely ec2-16) matches the performance of the clusters ellipse and puma using a smaller amount of computational nodes (16 for ec2-16 and 32 for the clusters ellipse and puma) and for a monetary cost which


Figure 5.4: The average computation time per simulated time step (a) and the relation between the cost and time of the simulation (b).
is about twice as much the estimated operational cost of the in-house computing facilities (renting one node on ec2 is about four times the operational cost of our in-house facilities). This extra cost comes, however, with big advantages: ec2-16 is an on-demand resource and it is immediately available, whereas in-house computing facilities are shared among many users and therefore waiting times to obtain the needed resources may be extremely long. This result further demonstrates one of the strengths of on-demand resources as compared to on-premise resources, i.e., ec2 can count on a more efficient hardware configuration. The cloud cluster rockhopper performs best among the tested on-demand resources and better than the tested on-premise resources. However, it is still significantly slower than the tested HPC cluster.

| rank | time to completion $[\mathrm{s}]$ | target | \# of MPI proc. |
| :---: | :---: | :--- | :---: |
| 1 | 1h 31 m | lonestar | 128 |
| 2 | 3 h 33 m | rockhopper | 128 |
| 3 | 3 h 50 m | ellipse | 128 |
| 4 | 3 h 53 m | ec2-16 | 32 |
| 5 | 4 h 05 m | puma | $124^{*}$ |
| 6 | 4 h 30 m | ec2-8 | 32 |
| 7 | 5 h 00 m | ec2-4 | 64 |
| 8 | 6h 33 m | ec2-2 | 16 |
| 9 | 9 h 43 m | ec2-1 | 16 |

Table 5.3: The performance ranking of the hardware resources for the fastest run based on the metric time to completion.

* One node is permanently down.


## Utility function

Ideally, users desire to minimize both simulation cost and time to completion but these objectives compete with each other. This is confirmed by our tests where the cheapest resource, namely ec2-1, was also the slowest one. In Figure 5.4b we present how the cost per simulation relates to the time to completion for the different architectures. The closest points of the graphs to the origin of the axes represent execution cases that minimize both metrics. Clearly, the decision on which architecture to prefer cannot be made based on a single attribute. The general trend of these characteristics shows an increase in the cost per simulation with the decreasing time to completion. A remarkable exception is ec2, for which cost increases with time to completion. In fact, on this platform slower executions achieved with few computing cores are actually more expensive due to the policy requiring the reservation of 16-core instances.

To define a ranking of the tested platforms based on a user-centric performance
analysis we evaluate the utility function defined in Section 5.2.2. We consider three user profiles,

Case 1. The job has high priority, and the user has little delay tolerance;
Case 2. The job has average priority, and the user has average delay tolerance;
Case 3. The job has low priority, and the user has large delay tolerance.
Referring for the sake of example to the results of our benchmark, we assume that the value of a simulation to the user (i.e., the cost the user would be willing to pay) is in the range between $\$ 3.53$ (low) and $\$ 22.59$ (high). More precisely, we assume that a job with low priority has a value to the user equal to the average cost of the simulation over the tested architectures, i.e., $\$ 10.31$. We assign double this value to a high priority job (\$20.62) while an average priority job will have an intermediate value between the previous two (\$15.465). We further assume that for all the user profiles the expected time to completion $T^{*}$ is the average value of the times measured on the different architectures (cf. table 5.3), i.e., $T^{*}=4 \mathrm{~h} 44 \mathrm{~m}$. A user with an average delay tolerance is represented by a utility function that remains non-negative for a runtime up to twice the expected value (i.e., $T_{0}=2 T^{*}$ ). A user with large delay tolerance accepts twice as much delay $\left(T_{0}=3 T^{*}\right)$, while a user with small delay tolerance accepts half as much (i.e., $T_{0}=1.5 T^{*}$ ).

We plot in Figure 5.5 the user-specific utility functions together with the graphs shown in Figure 5.4b. As discussed in previous sections, each platform was tested in several use cases (varying the number of computing cores); a case is considered useful to the user if it is represented by a point on the cost/time plot located below the graph of the user's utility function. For the sake of example, we reported on the plot the points corresponding to the cases discussed in detail in the previous sections. Point A corresponds to the fastest execution of the simulation in our experiment, obtained when using 128 cores on lonestar. This case is useful to user profiles 1 and 2 , for which the importance of the simulation is greater than the actual cost. User profile 3 would not consider this case useful due to its high cost.

overall execution time in hours
Figure 5.5: Evaluating the cost/time characteristics of the different platforms against the user-specific utility function. $T_{0,1}, T_{0,2}$ and $T_{0,3}$ are the times at which the utility function is zero for user profiles 1,2 and 3 , respectively.

Despite the cost being relatively lower, the use case of lonestar represented by point $\mathbf{B}$ ( 8 computing cores) is not useful for any user profile, because for all of the profiles the time to completion of the simulation exceeds the time $T_{0}$ for which the utility function is zero. The use case of ec2-1 corresponding to the cheapest execution in our experiment ( 16 computing cores) is represented by point $\mathbf{C}$; because of the long time to completion, this use case is only useful to user profile 3. The fastest execution achieved on ec2 resources (2 computing cores on each instance of ec2-16) is represented by point $\mathbf{D}$. This use case has a cost exceeding the maximum value of the utility function for all the user profiles, so it is useful to none of them.
In our experiment, a variety of platforms can meet the requirements of user profile 1. Fast and expensive architectures (e.g., lonestar) can be chosen in alternative to slower and cheaper ones (e.g., ec2). However, because of a small delay tolerance, a cheap option (ec2-2) has to be ruled out, being penalized by high execution times.

The second user profile has the largest pool of useful choices, including the cheaper (and slower) ec2-2. For user profile 3, because of the low priority assigned by the user to the job, most of the fastest options (lonestar, ellipse) have to be discarded. On the other hand, the on-premise cluster puma and some of Amazon's instances (most significantly the very cheap ec2-1) can meet the user's requests.
According to this model, one of the on-demand resources (rockhopper) is not useful to any of the considered user profiles. Amazon's diverse offering allows instead this service to be competitive for a wide range of user profiles, being able to provide reasonably small execution times (ec2-8) or extremely cheap solutions (ec2-1). On-premise resources do not perform well compared to HPC machines, being significantly slower, and in most cases they are also outperformed by cheaper on-demand resources. As a result, they are competitive only in specific execution cases (i.e., with the proper choice of the number of computing cores). Finally, lonestar is a very strong competitor in the first two user scenarios (average to high job priority), while its performance is matched and outperformed both by on-demand and on-premise resources in the third scenario (low job priority and high delay tolerance).
Notably, the on-demand cutting edge offering by Amazon EC2 has the advantage of availability. In fact, our analysis does not consider queue waiting times that may diminish the attractiveness of shorter execution time on grid resources. This feature would make the IaaS choice even more convenient. Moreover, the cost per simulation on the resources offered by Amazon can be optimized with a proper scheduling policy that takes into account the specific pricing policy of Amazon (per-node rather than per-core). Furthermore, if cost needs to be minimized, it is possible to select cheaper Amazon instances such as cc2.4xlarge.

### 5.3 Adaptive mapping of parallel components on physical resources

Communication plays a major role in the performance of parallel architectures, especially when a pondered load balance is hardly achievable, due to the intrinsic irregularity and asymmetry of the physical phenomena under examination. IaaS clouds are particularly sensitive to such an issue, as an effect of the general purpose nature of the interconnection networks. Hence, improving the layout of the tasks of a parallel application on a particular hardware architecture is an attractive research subject as it may increase the performance of the application without requiring modifications to the source code. Rubik [7] is a software toolkit that applies simple geometry transformations (e.g., splits, tilts) to the Cartesian task topology of an application, altering its mapping to the Cartesian network topology. Thanks to the tasks shuffling, the underlying hardware may better support MPI collective operations by utilizing more hardware links while avoiding excessive latency or congestion [28]. Our solution follows a similar approach: we design the layout of MPI tasks before we execute the application. However, as our hemodynamic CFD code mainly uses point-to-point communication and has no statically defined communication topology we need to analyze a data exchange graph for a particular execution use case in order to optimize the tasks mapping.
A successful mapping strategy has to consider also the properties of the network backend. Eliminating unnecessary network hops may improve the overall latency and lead to better performance of the executed application. The project described in [183] considers the homogenous, multilevel IB network and offers an improved MPI implementation that exploits the network topology to increase intra-node communication and reducing the long distance inter-node communication. While this is an end point also for our project, we do not force a different MPI framework implementation. Moreover, even though currently we consider a simple, single hop network topology, we propose methods that can be extended to different scenarios. In
particular, when considering wider networks, a more aggressive planning of the mapping can be applied, aggregating machines from even geographically separated data centers to provide the computational platform for the distributed applications. The possibility of the inter-cloud aggregation and the performance of such conglomerate were evaluated by two of the authors in [174].

### 5.3.1 Test case

We consider here a subject-specific arterial geometry, extracted from medical images acquired and processed during the multi-center research project Aneurisk [13]. This kind of geometries are available for download through the web portal AneuriskWeb (http://ecm2.mathcs.emory.edu/aneuriskweb). To compute blood velocity and pressure in the subject specific geometry we solve numerically the NSE equations, using LiFEV. We simulate blood motion under pulsatile flow conditions, representing the pumping action of the heart. Blood is described as a Newtonian fluid with density $1 \mathrm{~g} / \mathrm{cm} 3$ and dynamic viscosity $0.035 \mathrm{dyn} / \mathrm{cm} 2$. For the sake of the analyses presented here, we limit our simulation to a short time interval ( 0.10 seconds), solving the discretized NS equations at 10 instants (i.e., the simulation time step is $0.01 s$ ). A snapshot of the computed solution is shown in Fig. 5.6a.

### 5.3.2 Offline mesh partitioning

The global mesh consists of the set of all elements, faces, edges and vertices in the tessellation. To each of those entities a unique identifier (global id) is assigned. We will denote by $N_{e l}, N_{f}, N_{e d}, N_{v}$ the total number of elements, faces, edges, and vertices in the global mesh. The topology of the mesh is described by the relationship between different geometric entities and can be expressed in table format (connectivity tables). For instance, the element-to-face table $B_{0}$, with size $N_{e l} \times N_{f}$ is such that

$$
\left(B_{0}\right)_{i j}= \begin{cases}1 & \text { if face } j \text { belongs to element } i \\ 0 & \text { otherwise }\end{cases}
$$



Figure 5.6

We have similar definitions for the face-to-edge table $B_{1}$, with size $N_{f} \times N_{e d}$, and the edge-to-vertex table $B_{2}$, with size $N_{e d} \times N_{v}$. Other connectivity tables can be obtained by composition of these.

In the parallel application, the computational domain may be partitioned by subdomains so that each process takes care of only a subset of the global mesh. In this section we consider non overlapping partitions and we refer to these subsets as "local" meshes. The splitting is achieved through the use of graph partitioning algorithms, such as those implemented in the libraries ParMETIS or Scotch, guaranteeing a proper load balancing among processes. The load is measured as the number
of mesh elements assigned to each process. When local meshes are not overlapping, each element belongs to one and only one process; however some faces, edges, and vertices are shared among two or more local meshes (interface entities). In any case, high quality partitionings should minimize the edgecut or the number of connections between disjoint partitions. This property is valuable to reduce the communication between processes necessary to synchronize interface unknowns.

For large scale simulations, mesh partitioning is a highly memory intensive operation due to the size of the global mesh and it is usually performed offline on dedicated machines since many times memory on computational nodes is a limiting resource. In more detail, in [172] the following strategy for mesh partitioning was considered.

1. The element adjacency graph $A$ is built from the topological information stored by the mesh as $A=B_{0} \wedge B_{0}^{T}$. Here and in the following we denote by the symbol $\wedge$ the Boolean multiplication operator between tables. The element adjacency graph is an unweighted symmetric graph such that two elements of the mesh are connected by a link if they share a common face.
2. The element adjacency graph $A$ is partitioned in $n_{p}$ connected components by using the recursive bisection multilevel partitioning algorithm implemented in ParMETIS, where $n_{p}$ is the number of desired processes to run the simulation. The result of the partitioning algorithm is a vector $p$ of integer numbers of length $N_{e l}$, in which the value of entry $i\left(0 \leq i \leq N_{e l}-1\right)$ specifies the partition element $i$ was assigned to.
3. The global mesh is split according to the partitions of the elements induced by $p$. By introducing the Boolean table $P$, of size $n_{p} \times N_{e l}$,

$$
(P)_{i j}= \begin{cases}1 & \text { if } p[j]==i \\ 0 & \text { otherwise }\end{cases}
$$

the local mesh corresponding to process $i$ is associated to its own set of elements, faces, edges, vertices evaluating the non-zeros entries of the $i$-th row of the
matrices $P_{f}=P \wedge B_{0}, P_{e d}=P_{f} \wedge B_{1}, P_{v}=P_{e d} \wedge B_{2}$, respectively. The above matrices are also used to define proper mappings between the local meshes and the original global mesh, while local connectivities tables $B_{i}^{l}$ are obtained by extracting the appropriate rows and columns from the global tables $B_{i}$.
4. Finally, the partition connectivity graph $M$ is computed. This is used to estimate the communication volume due to synchronization of the variables associated to interface entities. In particular $M_{i j}$ is proportional to the number of variables shared by processor $i$ and $j$, i.e., to the number of shared faces, edges and vertices. Thus, we have $M=\alpha_{f} P_{f} P_{f}^{T}+\alpha_{e d} P_{e d} P_{e d}^{T}+\alpha P_{v} P_{v}^{T}$, where $\alpha_{f}, \alpha_{e d}, \alpha_{v}$ are constant values expressing the number of unknowns associated to each face, edge, and vertex, respectively. These constants depend only on the polynomial degree of the finite element basis.

### 5.3.3 Evaluation procedure and results

To determine the performance of the different process placement scenarios, all simulation configurations were tested, i.e., three mesh resolutions, from 8 to 128 MPI processes, for three target architectures, using five different placement strategies (total 45 benchmark tests). The first three allocation techniques were formed using the information in the communication graph $D, M$, and an additional inverted communication graph $I$ defined as $I_{i j}=M-M_{i j}$, where $M$ is the maximal entry in $M$. We will refer to these strategies as data, part and invert, respectively. The partitioning of these graphs was performed using the gpart tool from the Scotch 6.0 software package, that implements graph k-way partitioning heuristics. As a result, we obtained three clusterings $C_{D}, C_{M}$, and $C_{I}$, such that each cluster included the same number of parts equal to the number of processing units available in a single node of the target machine and the graph cut-sets were minimized. $C_{D}$ gave us the process placement optimized to the actual communication statistics. $C_{M}$ was the mapping optimized with respect to the partition connectivity graph $M$ that is a by-product
of the partitioning algorithm and does not require any additional work. However, given the strong correlation between D and M , similar results were expected in these two cases. Finally, using $C_{I}$, the worst placement choice was expected.
The second group of allocation strategies were methods commonly used to execute parallel applications with the OpenMPI: by-node round-robin ( $r r$ ) and by-cores (pcore) placements. The first allocation strategy places processes one per node, cycling by node in a round-robin fashion, while the second uses all CPU cores on one node before moving to the next node (Fig. 5.6b). All tests were repeated twice and the data were averaged. Figure 5.7 shows the execution times for different MPI process placements for all configurations relative to the maximal execution time for that configuration (i.e., a chart bar having execution time 1 represents the least effective process placement in the configuration). A detailed description of the results can be found in [172]: a brief summary follows.
As expected, the execution times for different MPI process placements for all configurations demonstrate that deliberate MPI process placement significantly influences the overall performance of the application. In specific situations, the worst mapping in the configuration is almost one order of magnitude slower than the fastest. The standard pcore placement mapping is well-suited for processing the CFD application implemented with the LiFEV library. The reason for this behavior has its source in the implementation of the ParMETIS partitioning used by the application. ParMETIS uses recursive bisection, which matches the common $2^{i}$-way multiprocessing architecture of contemporary computers. However, this allocation may be improved by the resource-oriented part placement, especially for larger numbers of hosts performing the computation. Moreover, to design such enhanced placement no extra computations - for instance evaluating communication statistics - are needed. The by-product information regarding the pairwise shared mesh entities from the partitioner phase can be utilized instead. As a result, this shows that it is possible to adapt performance of parallel MPI applications by communication-aware placement of their MPI processes if the computation structure, input geometry as well as
target architecture and network wiring is known and it may be done automatically by ADAPT.
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Figure 5.7: Relative execution times for all simulation configurations. Each value represents the speed-up of the mappings in relation to the less efficient mapping for the configuration.

### 5.4 Experimental optimization of parallel 3D overlapping domain decomposition schemes

In the previous section we dealt with process placement. Here we notice an additional opportunity to improve the overall performances on the algorithmic side by resorting to DD techniques. As pointed out, DD methodology relies on the segregated solution of the problem of interest on each subdomain and the iterative synchronization of the partitioned solutions. The advantage of non overlapping splittings is that each local problem is smaller, so we may expect a faster solution of each local solver. On the other hand, the final solution is the result of the iterative synchronization and the number of iterations depends in general on the shape of each subdomains, the interface conditions and the way the subdomains are synchronized. In this respect, the introduction of overlap introduces generally some advantages, since the number of iterations can be reduced. In addition, the interfaces can be positioned in a more flexible way, so to reduce the communication times. We investigate these aspects in a series of tests with different geometries.

In our tests we consider only the iterative-by-subdomain solution in the computational time. Meshing, partitioning and matrix assembly are not included in this analysis, since they are off-line costs that do not depend on the specific solution procedure. The time $T_{i t}^{(k)}$ of each iteration $(k)$ is computed as the maximum of the two parallel subdomain solution times $T_{j}^{(k)}$,

$$
T_{i t}^{(k)}=\max _{j=1,2} T_{j}^{(k)}
$$

The single processor time is given by the time for solving the linear system added by the communication time to read from the other processor the last of conditions (5.3), $T_{j}^{(k)}=T_{j, s o l}^{(k)}+T_{j, \text { com }}^{(k)}$. For this particular problem, the computational cost per iteration is constant (denoted by $\overline{T_{\text {sol }}+T_{\text {com }}}$ ), so we get

$$
T=\sum_{k=1}^{N_{i t}} T_{i t}^{(k)} \approx N_{i t}\left(\overline{T_{\text {sol }}+T_{c o m}}\right) .
$$

If we denote by $p$ the percentage of overlap in the domain splitting (i.e., the ratio of the volume of the intersection of the domains to the total volume of the geometry), theory of overlapping DD proves that $N_{i t}$ decreases with $p, T_{\text {sol }}$ increases with $p$ while $T_{\text {com }}$ depends on the position of the interfaces (precisely on the number of vertexes of the mesh on the interface), so it may change with $p$ in an unpredictable way for a complicated geometry. We therefore expect that the value $p$ has a major impact on the solver performances depending on the different geometries. It is worth noting that the total cost is a function of the mesh size $N$ too. In this case, both factors $N_{i t}$ and $\overline{T_{\text {sol }}+T_{\text {com }}}$ get larger with $h$, as a price to pay to the improvement of the accuracy of the approximated solution achieved in this way.
In [99] we have presented several test cases in both academic and nontrivial geometries for a symmetric diffusion reaction problem (i.e., for $\beta_{1}=\beta_{2}=\beta_{3}=0$ ). The results point out that a small overlap, symmetric with respect to the non overlapping partition originally determined by ParMETIS, guarantees the best performances in terms of computational time. Here we investigate the same test cases in the more general cases of ADR, when the presence of the "directional" term weighed by $\beta_{1}, \beta_{2}, \beta_{3}$ is expected to have an impact on the detection of the optimal overlap.
We considered the following test cases.

## Idealized geometries

(1) Cylinder - We consider a cylinder of length $L=6 \mathrm{~cm}$ and radius $R=0.5 \mathrm{~cm}$. The coefficients $\mu$ and $\sigma$ are set as in [99] and the convective field has been selected to be constant throughout the domain. We use five meshes with different level of refinement, for each of the sizes of the overlap. We comment only the simulations we ran on the fine and very fine meshes as these are the cases of practical interest.
(2) Idealized Aneurysm - We consider an idealized representation of a cerebral aneurysm where a torus with radius 2 cm is merged with a sphere of radius 0.5 cm , representing the sac of the aneurysm. This test emphasizes the role of communication time. In fact a splitting with an interface intersecting the sac has more vertices than with interfaces involving only the artery. Overlapping DD allows to manage the
location of the interfaces so to avoid many vertices on the interface yet preserving workload balance between the subdomains. For more details, see [99]. The convective field has been selected to be tangential with respect to the centerline of the torus and constant in modulus.

Real geometry We consider the real morphology reported in Fig. 5.1. The convective field $\boldsymbol{\beta}$ is given by the solution represented there.

### 5.4.1 Numerical results

Cylinder Figure 5.8a shows the parallel running time as a function of $p$. The varying dependence of number of iterations and cost per iteration on $p$ results in a convex behavior of the computational time. This behavior is expected, since for small $p$ the high number of iterations dominates the cost, while beyond a certain value it does not decrease any longer, while the cost per processor increases. When compared with the similar tests presented in [99], we notice that the performances are not significantly affected by the presence of the convective field $\boldsymbol{\beta}$. Precisely, the optimal size of the overlap is achieved at the same percentage as the one obtained for the problem with $\boldsymbol{\beta}=\mathbf{0}$, around $25 \%$ and $15 \%$ for a fine and very fine mesh, respectively. In fact the simplicity of the domain makes the presence of the convective field not relevant for the DD iterations. Nevertheless, it is remarkable that the solution of the problem on the finest mesh (black line) takes fewer (or the same) iterations than those needed for a coarser grid (Figure 5.8b). Indeed, a higher concentration of nodes on the interfaces allows a more detailed exchange of information between the two partitions through the enforcement of the interface conditions and, consequently, it boosts the convergence speed by reducing the number of iterations.

Idealized Aneurysm Figure 5.9d shows that the curve related to the very fine mesh features a minimum at a fraction of overlap of $\sim 30 \%$, like in the advection-free case [99], i.e., the trend of the estimated parallel time is still invariant with respect to the presence of the convective field.


Figure 5.8: Parallel time performed as a function of $p$ for two levels of refinement of the mesh for the solution of an ADR problem on a cylinder (a). Corresponding number of iterations for fine ( $\square$ ) and very fine (o) meshes (b).

On the contrary, it is interesting to notice that if we do not have a physical convection $(\boldsymbol{\beta}=\mathbf{0})$ the minimum of the curve for a coarser grid happens at a larger size of the overlap ( $45 \%$ vs. $35 \%$, see Figure 5.9c). Numerical performances are here explained by physical arguments. In fact the solute concentration $u$ at the inflow is convected through the domain, determining a rapid exchange of information that accelerates the convergence by subdomains (see Figure 5.9a-5.9b).

Real Aneurysm In this case the geometry is twisted and the convective field reproduces the real blood flow into the vessel. As we can see from Figures 5.10a5.10 b , the solute at the inflow section is convected through the vessel and it stagnates into the aneurysmatic sac. Table 5.4 shows the increment of degrees of freedom when the overlapping is extended. This number is proportional to the computational cost required for solving each subdomain. On the other hand, for the different partitions we have a different number of nodes at the interface, depending on the position of the two cuts. For instance, passing from $25 \%$ to $40 \%$ the number of nodes at the interface of partition 1 decreases. As the optimal trade-off between the reduction


Figure 5.9: Solution to an ADR problem on an idealized aneurysm (a) and number of iterations (b). Parallel time performed as a function of $p$ for a fine (c) and very fine (d) mesh.


Figure 5.10: Solution to an ADR problem on a real aneurysmatic vessel (a-b). Parallel time performed as a function of $p$ for a very fine mesh (c) and number of iterations (d).

| \% overlap | DoF0 | DoF1 | InterNodes0 | InterNodes1 |
| :---: | :---: | :---: | :---: | :---: |
| $5 \%$ | 86,265 | 85,096 | 2046 | 1491 |
| $15 \%$ | 93,255 | 89,009 | 3358 | 1721 |
| $25 \%$ | 104,465 | 93,791 | 5068 | 1947 |
| $40 \%$ | 118,632 | 97,760 | 6161 | 1584 |
| $60 \%$ | 135,228 | 101,729 | 6897 | 1646 |

Table 5.4: Number of nodes of each partition (DoF0, DoF1) and total number of nodes on the interfaces (InterNodes0, InterNodes1) for different levels of overlap on a very fine mesh for Test 5 .
of the iterations attained by a larger overlapping (that however does not improve after $25 \%$ ), the increased computational cost per subdomain and the communication cost, results indicates $15 \%$. This actually yields a well balanced load for the two subdomains, and a total number of interface degrees of freedom of about 5,000, even if the total number of iterations is 6 vs the minimum of 4 reached with $25 \%$ overlapping or more (see Figure 5.10c-5.10d).

### 5.5 Conclusions

High Performance Computing (HPC) quantification of dynamics traditionally described more in empirical qualitative terms is expected to bring strong improvements for understanding and optimizing processes with a major impact on industry and society. A well established example is medicine and cardiovascular sciences in particular. Numerical analysis of patient-specific settings is becoming a consolidated tool for clinical routine. This allows to improve the level of knowledge available to medical doctors thanks to mathematical models and numerical tools that compute quantities difficult or impossible to measure and overall to enhance the reliability of measures.

However, the intrinsic complexity of the dynamics of interest - reflected by complicated systems of Partial Differential Equations - the constraining timelines of the clinical routine as well as the large volumes of patients typically needed by clinical trials rise formidable challenges in terms of computational resources. Traditional local clusters may be not adequate to afford the computational requests and alternative solutions like grid/cloud resources on demand need to be deeply evaluated. The performance evaluation of these resources is however much more complex for the variety of user needs and availability scenarios that may present. A general recipe for the identification of the optimal strategy is currently out of reach. Nevertheless, in this paper we aim at presenting the results of years of experience in a vital environment like Emory University, where mathematicians and computer scientists routinely assist medical doctors in their daily activity. We focused on a real problem, such as hemodynamics in patient-specific settings and presented extensive results on different platforms. We propose a way for measuring the performances under realistic scenarios. Comparing execution time and cost of the application on on-premise and on-demand targets, we found some evidence to support the claim that IaaS resources may be utilized for scientific CFD simulations possibly at lower cost than incurred locally. In particular, our test with Amazon's spot-request feature coupled with availability of cutting edge resources (16-core nodes, 60 GB RAM) suggests that small on-demand assemblies may be a viable alternative to local clusters. It is crucial that IaaS's provide resources immediately while local and grid resources are often subject to long queue wait times - an aspect that might offset any additional expense. Furthermore, while a modern local computing cluster with an efficient interconnection network will outperform an on-demand assembly (which is highly vulnerable to network performance), the cloud solution might be useful when cost needs to be minimized.

Among clusters, grids and cloud platforms there is a tremendous variation in communication performance. In order to reduce the heterogeneity due to data handling and interconnection network capabilities, we analyzed performance variations and
process placement strategies for a parallel CFD application based on the finite element library LiFEV. The communication profile for this parallel application depends greatly on the partitioning of the mesh representing the physical geometry of the input. Such communication imbalance invites exploration of the possible mappings of the parallel tasks onto diversely performing networks of processors. As parallel target platforms universally present heterogeneous inter-process communication capabilities when nodes are multicore, performance advantages are possible through process placement that exploit this knowledge. We studied five process placement strategies: three of them use problem-related information and the others are typical OpenMPI process allocations. We found that the standard pcore placement mapping is well-suited for processing our CFD application. However, we showed that this allocation may be improved by our part placement, especially for larger numbers of hosts performing the computation. As a result, we showed that it is possible to adapt performance of parallel MPI applications by communication-aware placement of their MPI processes if the computation structure, input geometry as well as target architecture and network wiring is known and it may be done automatically by ADAPT.

As a complementary approach, we discuss in detail the optimal splitting of a problem of interest with different mathematical techniques. The introduction of overlap in the partition of problems featuring complex morphology gives more freedom in the optimal selection of interfaces and consequently may outperform more traditional nonoverlapping approaches. Different aspects have competitive dynamics resulting in a nontrivial optimization. The dependence of the number of iterations on the iterative-by-subdomain method decreases with the overlap, while the cost of the solution on each subdomain increases. The communication time depends on the location of the interface. Our results in realistic geometries point out the efficacy of an appropriate selection of overlapping to reduce costs in a parallel computing setting. In general, a small amount of overlap results in a good trade-off of all the competitive mechanisms affecting the total computational time. This shows that a
more thoughtful positioning of the interfaces can benefit the overall computing performance, at a small additional computational cost on each processing unit. This complements discussion of sections 5.2 and 5.3, highlighting the trade-offs that can be achieved on different types of parallel platforms.
This paper has highlighted three dimensions of hemodynamic simulations on clusters, grids and clouds, both algorithmic- and platform-specific. While no universal conclusions can be drawn, our work proposes indications to the identification of protocols for hemodynamics computations in outsourcing that we think are needed and progressively will be more requested in the next future - by clinical applications. We plan to include overlapping partitions more extensively in the current activities to have a more solid experience on the identification of optimal location of the interfaces and in general of the workbalance.
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## Chapter 6

## Conclusions

This work has been motivated by the vision of Mathematics as a tool to empower and support clinicians in diagnosis/prognosis, surgical planning, and virtual surgery. For this to happen, several challenges need to be tackled, such as the large number of patients that need to be processed, the uncertainty in the numerical results due to missing patient-specific data and model assumptions, and privacy and efficiency concerns when scientists and clinicians outsource in silico experiments to reduce system and operating expenses of local computational resources. We addressed these issues by employing a variety of mathematical and computational techniques - parallel computing, reduced order modelling, and uncertainty quantification among others designed for but not limited to medical applications.
To reduce the computational costs, an educated reduced model (HiMod) for patientspecific geometries can be tuned to be either as accurate as 3D high-fidelity models, or as computationally cheap as reduced 1D models. We resorted to a genuine polar coordinate spectral discretization, which seems more natural for domains like the ones occurring in computational hemodynamics. The selection of appropriate basis functions is troublesome both for the scalar case, and - even more - for the vector case, where additional analytical, numerical, and physical constraints need to be met. Although, from a mathematical viewpoint, guaranteeing desirable properties such as well-posedness, well-conditioning, orthogonality, regularity, and the fulfillment of boundary conditions simultaneously is extremely challenging, from a practical viewpoint it can be unnecessary. For instance, a discontinuity in the solution localized
around the pole may be irrelevant if the goal is approximating the dynamics in proximity of the walls efficiently. This confirms the hierarchical model reduction as a competitive method with great potential to radically change the clinical practice by making quantitative data securely and quickly accessible to the clinicians for more informed decisions, thus reducing in a broader perspective unnecessary hospitalizations.

To quantify the uncertainty at an affordable computational cost, we proposed a domain decomposition approach that solves the stochastic problem only locally, at the subsystem level, significantly fostering parallelism and enabling accurate and relatively inexpensive stochastic solves in large-scale networks. The numerical tests showed excellent strong and weak scalability properties for different types of solvers, and bounded errors regardless of the network size (i.e., truncation errors do not grow uncontrollably with the problem size). In order to improve the performance of the solver, we designed new multigrid methods tailored to network problems. While coarsening the PCE polynomial order does not provide significant improvements, combining network components to create coarser networks considerably accelerates the software convergence, even more than the traditional algebraic multigrid method.
To improve the accuracy of uncertainty quantification in the cardiovascular network at an affordable computational cost, we combined a Cartesian version of the HiMod solver (TEPEM) with the DDUQ method. While the traditional methods that can be found in the literature for quantifying uncertainties in large-scale problems suffer from the intensive computational cost associated with high-fidelity models, or from inaccuracy due to the reduced 1D models, DDUQ and TEPEM feature the perfect capabilities to "fill the gap" between feasibility and reliability: while, on one hand, the DDUQ method provides an effective way to quantify the model uncertainties by promoting the independence of the subsystems, on the other hand, the TEPEM provides an effective way to solve the local problems maintaining accuracy and reduced computational burden. By embedding the TEPEM solver into the DDUQ framework, we were able to show excellent scaling for 3D non-linear vector problems, and
to provide relevant statistical information about quantities of clinical interest, such as the wall shear stress, with a level of detail currently out of reach for the traditional one-dimensional models, and in a fraction of the computational time demanded by full three-dimensional approaches.
To optimize the execution on parallel architectures, we analyzed performance variations and process placement strategies for parallel CFD applications, that are consistently affected by communication imbalance. We showed that it is possible to adapt performance of parallel MPI applications by communication-aware placement of the MPI processes if the computation structure, input geometry, target architecture, and network wiring is known. Moreover, we compared different hardware platforms with respect to the execution of the same task, based on time to completion, monetary cost, and user's priorities. From a mathematical viewpoint, we detect the optimal domain splitting that minimizes the computational time via domain decomposition techniques. Our results in realistic geometries show that a small amount of overlap provides a good trade-off of all the competitive mechanisms affecting the total computational time (number of iterations to convergence vs. local computational cost).
As future developments, we would like to incorporate fluid-structure interaction models in the hierarchical reduced-order solvers, for a more realistic representation of the physics of the phenomenon, which will require the enforcement of non-Dirichlet boundary conditions. From an analytical viewpoint, the fulfillment of the inf-sup condition in the reduced spaces needs to be rigorously proved in a general framework, while from an algebraic viewpoint, the design of $a d$-hoc preconditioners based on the hierarchical structure of the HiMod matrix is still to be investigated. The computation of quantities of clinical interest, such as the fractional flow reserve (FFR), will need to be endowed with confidence intervals in order to make the numerical results more reliable and usable by clinicians.

## Appendix

### 7.1 Bottom-Up basis functions

Possible choices for the basis functions different from Zernike and parity-restricted Chebyshev polynomials according to a bottom-up approach are detailed here, with a short motivation about their discard. Figure 7.1 (left) shows the performance of different basis sets in approximating the function $f(\hat{r})=\cos \left(\frac{\pi}{2} \hat{r}\right)$ on the interval $(0,1)$. The relative error is defined as $e=\left\|f-f_{\text {approx }}\right\|_{L_{w}^{2}(\Omega)} /\|f\|_{L_{w}^{2}(\Omega)}$, where $w(\hat{r})=\hat{r}$ and $f_{\text {approx }}$ denotes the approximation of $f$ via the truncation of (2.9).


Figure 7.1: Left: Relative error for the approximation of the function $f(\hat{r})=\cos \left(\frac{\pi}{2} \hat{r}\right)$ with Chebyshev polynomials with linear $(\boldsymbol{\bullet})$ and quadratic ( $\boldsymbol{\square}$ ) shift, Robert ( $\boldsymbol{\bullet}$ and Bessel $(\times)$ functions. An exponential decay is shown by the dashed line. Right: Orthonormality error associated with the basis functions $J_{n}\left(\lambda_{j} \hat{r}\right)$, for $n=0,1, \ldots, 4$, $j=1,2, \ldots, 8$, as a function of the numerical precision expressed in number of digits.

Bessel functions: $J_{n}\left(\hat{\lambda}_{j} \hat{r}\right)$. The modal coefficients of Bessel series asymptotically behave like $1 / j^{3}[89,36]$. For this reason Bessel functions are expected to be a bad choice for function approximation. In particular, Figure 7.1 (left) shows that even a large number of modes is unable to guarantee a desired accuracy on the relative error. Moreover, this basis is highly sensitive to numerical precision. Figure 7.1 (right) shows that the basis functions lose orthonormality as the accuracy of the roots $\hat{\lambda}_{j}$ decreases. The orthonormality error associated with the basis functions $J_{n}\left(\hat{\lambda}_{j} \hat{r}\right)$, for $n=$ $0,1, \ldots, 4, j=1,2, \ldots, 8$, is measured via the Frobenius norm of the matrix $M_{n}-I$, where $M_{n}$ is the mass matrix associated with the normalized Bessel functions of order $n$, with components $\left[M_{n}\right]_{j l}=\left\|J_{n}\left(\hat{\lambda}_{j} \hat{r}\right)\right\|_{L_{w}^{2}(0,1)}^{-1}\left\|J_{n}\left(\hat{\lambda}_{l} \hat{r}\right)\right\|_{L_{w}^{2}(0,1)}^{-1} \int_{0}^{1} J_{n}\left(\hat{\lambda}_{j} \hat{r}\right) J_{n}\left(\hat{\lambda}_{l} \hat{r}\right) \hat{r} d \hat{r}$, and $I$ is the identity matrix.

Polar Robert functions: $\hat{r}^{j} T_{n}(\hat{r})$. As addressed in [35, 37], this basis is extremely ill-conditioned. Indeed, in proximity of $\hat{r}=1$, the linear independence of the lowdegree basis functions is compromised, since the variation of these functions in this region is so slow that they are asymptotically equivalent [37]. These features make the polar Robert functions a basis unsuitable in most cases.

Shifted-Chebyshev polynomials with linear shift: $T_{n}(2 \hat{r}-1)$. The grid $\left\{\hat{r}_{i}\right\}_{i=0}^{N}$ constituted by the roots of the Shifted-Chebyshev polynomial of order $(N+1)$ has points clustered near both $\hat{r}=0$ and $\hat{r}=1$. This property makes this grid ideal to solve large gradients near the origin, but less suited to a generic dependence of the function at hand on the radial coordinate.

### 7.2 HiMod coefficients for the Advection-DiffusionReaction Equations

We denote the inverse transpose of the strain gradient tensor by

$$
\hat{\mathbb{F}}^{-T}=\frac{\partial \hat{\boldsymbol{\psi}}}{\partial \mathbf{z}} \circ \hat{\boldsymbol{\psi}}^{-1}=\left[\begin{array}{ccc}
1 & -\frac{\hat{r}}{R} \frac{\partial R}{\partial \hat{x}} & 0  \tag{7.1}\\
0 & \frac{1}{R} & 0 \\
0 & -\frac{1}{R^{2}} \frac{\partial R}{\partial \hat{\vartheta}} & \frac{1}{R}
\end{array}\right]=\left[\begin{array}{ccc}
1 & \hat{D}_{r} & \hat{D}_{\vartheta} \\
0 & \hat{J}_{r} & \hat{D}_{r \vartheta} \\
0 & \hat{D}_{\vartheta r} & \hat{J}_{\vartheta}
\end{array}\right],
$$

where the subscripts $r$ and $\vartheta$ refer to the radial and angular component, while $\hat{r}$ and $\hat{\vartheta}$ denote the polar coordinates in the reference domain. Notice that, if we assume the physical radius $R$ to be constant, matrix (7.1) features a diagonal pattern, being $\hat{D}_{r}=\hat{D}_{\vartheta}=\hat{D}_{r \vartheta}=\hat{D}_{\vartheta r}=0$ and $\hat{J}_{r}=\hat{J}_{\vartheta}=R^{-1}$.
The coefficients of the HiMod formulation (2.13) for the ADR problem (2.11) with viscosity $\mu$, convective field $\mathbf{b}=\left[b_{x}, b_{r}, b_{\vartheta}\right]^{T}$, reaction coefficient $\sigma$ and forcing term $f$ are given by

$$
\begin{aligned}
\mathfrak{a}_{k j}= & \int_{\hat{\gamma}}\left(\mu\left(\hat{D}_{r}^{2}+\hat{D}_{\vartheta r}^{2}+\hat{J}_{r}^{2}\right) \frac{\partial \hat{\varphi}_{k}}{\partial \hat{r}} \frac{\partial \hat{\varphi}_{j}}{\partial \hat{r}}+\mu\left(\hat{D}_{r} \hat{D}_{\vartheta}+\hat{J}_{r} \hat{D}_{r \vartheta}+\hat{D}_{\vartheta r} \hat{J}_{\vartheta}\right) \frac{1}{\hat{r}} \frac{\partial \hat{\varphi}_{k}}{\partial \hat{r}} \frac{\partial \hat{\varphi}_{j}}{\partial \hat{\vartheta}}\right. \\
& +\mu\left(\hat{D}_{r} \hat{D}_{\vartheta}+\hat{D}_{r \vartheta} \hat{J}_{r}+\hat{J}_{\vartheta} \hat{D}_{\vartheta r}\right) \frac{1}{\hat{r}} \frac{\partial \hat{\varphi}_{k}}{\partial \hat{\vartheta}} \frac{\partial \hat{\varphi}_{j}}{\partial \hat{r}}+\mu\left(\hat{D}_{\vartheta}^{2}+\hat{D}_{r \vartheta}^{2}+\hat{J}_{\vartheta}^{2}\right) \frac{1}{\hat{r}^{2}} \frac{\partial \hat{\varphi}_{k}}{\partial \hat{\vartheta}} \frac{\partial \hat{\varphi}_{j}}{\partial \hat{\vartheta}} \\
& \left.+\left(b_{x} \hat{D}_{r}+b_{r} \hat{J}_{r}+b_{\vartheta} \hat{D}_{\vartheta r}\right) \frac{\partial \hat{\varphi}_{k}}{\partial \hat{r}} \hat{\varphi}_{j}+\left(b_{x} \hat{D}_{\vartheta}+b_{r} \hat{D}_{r \vartheta}+b_{\vartheta} \hat{J}_{\vartheta}\right) \frac{1}{\hat{r}} \frac{\partial \hat{\varphi}_{k}}{\partial \hat{\vartheta}} \hat{\varphi}_{j}+\sigma \hat{\varphi}_{k} \hat{\varphi}_{j}\right) \hat{J} d \hat{\gamma}, \\
\mathfrak{b}_{k j}= & \int_{\hat{\gamma}} \mu\left(\hat{D}_{r} \frac{\partial \hat{\varphi}_{k}}{\partial \hat{r}} \hat{\varphi}_{j}+\frac{\hat{D}_{\vartheta}}{\hat{r}} \frac{\partial \hat{\varphi}_{k}}{\partial \hat{\vartheta}} \hat{\varphi}_{j}\right) \hat{J} d \hat{\gamma}, \quad \mathfrak{d}_{k j}=\int_{\hat{\gamma}} \mu \hat{\varphi}_{k} \hat{\varphi}_{j} \hat{J} d \hat{\gamma}, \\
\mathfrak{c}_{k j}= & \int_{\hat{\gamma}}\left(\mu \hat{D}_{r} \hat{\varphi}_{k} \frac{\partial \hat{\varphi}_{j}}{\partial \hat{r}}+\mu \frac{\hat{D}_{\vartheta}}{\hat{r}} \hat{\varphi}_{k} \frac{\partial \hat{\varphi}_{j}}{\partial \hat{\vartheta}}+b_{x} \hat{\varphi}_{k} \hat{\varphi}_{j}\right) \hat{J} d \hat{\gamma}, \quad \mathfrak{f}_{j}=\int_{\hat{\gamma}} f\left(\hat{\boldsymbol{\psi}}^{-1}(\hat{z})\right) \hat{\varphi}_{j} \hat{J} d \hat{\gamma},
\end{aligned}
$$

being $\hat{J}=\left|\operatorname{det}\left(\hat{\mathbb{F}}^{-T}\right)\right|$, and with $d \hat{\gamma}=\hat{r} d \hat{r} d \hat{\vartheta}$. The diagonal pattern of matrix $\hat{\mathbb{F}}^{-T}$
for the cylindrical setting with a constant radius yields some simplifications, so that

$$
\begin{aligned}
& \mathfrak{a}_{k j}=\int_{\hat{\gamma}}\left(\frac{\mu}{R^{2}} \frac{\partial \hat{\varphi}_{k}}{\partial \hat{r}} \frac{\partial \hat{\varphi}_{j}}{\partial \hat{r}}+\frac{\mu}{R^{2} \hat{r}^{2}} \frac{\partial \hat{\varphi}_{k}}{\partial \hat{\vartheta}} \frac{\partial \hat{\varphi}_{j}}{\partial \hat{\vartheta}}+\frac{b_{r}}{R} \frac{\partial \hat{\varphi}_{k}}{\partial \hat{r}} \hat{\varphi}_{j}+\frac{b_{\vartheta}}{R \hat{r}} \frac{\partial \hat{\varphi}_{k}}{\partial \hat{\vartheta}} \hat{\varphi}_{j}+\sigma \hat{\varphi}_{k} \hat{\varphi}_{j}\right) \hat{J} d \hat{\gamma}, \\
& \mathfrak{b}_{k j}=0, \quad \mathfrak{c}_{k j}=\int_{\hat{\gamma}} b_{x} \hat{\varphi}_{k} \hat{\varphi}_{j} \hat{J} d \hat{\gamma}, \quad \mathfrak{d}_{k j}=\int_{\hat{\gamma}} \mu \hat{\varphi}_{k} \hat{\varphi}_{j} \hat{J} d \hat{\gamma}, \quad \mathfrak{f}_{j}=\int_{\hat{\gamma}} f\left(\hat{\boldsymbol{\psi}}^{-1}(\hat{z})\right) \hat{\varphi}_{j} \hat{J} d \hat{\gamma} .
\end{aligned}
$$

### 7.3 HiMod coefficients for the Navier-Stokes equations

The HiMod formulation of the Navier-Stokes equations (2.17) reads as:
For all $k=1, \ldots, m_{u}, w=1, \ldots, m_{p}, i=1, \ldots, N_{h, u}, q=1, \ldots, N_{h, p}$, find $u_{x, k, i}, u_{r, k, i}, u_{\vartheta, k, i}, p_{w, q}$ such that, $\forall b \in\{x, r, \vartheta, p\}, \forall j=1, \ldots,\left\{m_{u}, m_{p}\right\}, \forall l=$ $1, \ldots,\left\{N_{h, u}, N_{h, p}\right\}^{2}$

$$
\begin{align*}
\sum_{a \in\{x, r, \vartheta\}} \sum_{k=1}^{m_{u}} \sum_{w=1}^{m_{p}} \int & \left\{\sum_{i=1}^{N_{n, u}}\left[\mathfrak{a}_{a b, k j} \zeta_{a, i} \zeta_{b, l}+\mathfrak{b}_{a b, k j} \zeta_{a, i} \zeta_{b, l}^{\prime}+\mathfrak{c}_{a b, k j} \zeta_{a, i}^{\prime} \zeta_{b, l}+\mathfrak{o}_{a b, k j} \zeta_{a, i}^{\prime} \zeta_{b, l}^{\prime}\right] u_{a, k, i}+\right. \\
& \left.\sum_{q=1}^{N_{h, p}}\left[\mathfrak{a}_{p b, w j} \zeta_{p, q} \zeta_{b, l}+\mathfrak{b}_{p b, w j} \zeta_{p, q} \zeta_{b, l}^{\prime}\right] p_{w, q}\right\} d \hat{x}=\int_{\hat{\Omega_{1 D}}} \int_{\hat{\gamma}} \hat{f} \hat{\varphi}_{b, j} \zeta_{b, l} \hat{J} d \hat{\gamma} d \hat{x}, \tag{7.2}
\end{align*}
$$

where $\hat{J}=\left|\operatorname{det}\left(\hat{\mathbb{F}}^{-T}\right)\right|, d \hat{\gamma}=\hat{r} d \hat{r} d \hat{\vartheta}$, and the coefficients $\mathfrak{a}_{a b, k j}, \mathfrak{a}_{p b, w j}, \mathfrak{b}_{a b, k j}, \mathfrak{b}_{p b, w j}$, $\mathfrak{c}_{a b, k j}, \mathfrak{d}_{a b, k j}$ collect the contribution of the transverse dynamics.

For the sake of simplicity, the following notation is adopted:

$$
\begin{gather*}
\mathcal{J}_{a b, c d}^{\alpha \beta, \gamma \delta}\left(f_{1}, f_{2}, \ldots ; \eta_{1}, \eta_{2}, \ldots\right)=\int_{\hat{\gamma}} f_{1}\left(\hat{J}_{r}, \hat{J}_{\vartheta}, \hat{D}_{r}, \hat{D}_{\vartheta r}, b_{x}, b_{r}, b_{\vartheta}\right) f_{2}\left(\hat{J}_{r}, \hat{J}_{\vartheta}, \hat{D}_{r}, \hat{D}_{\vartheta r}, b_{x}, b_{r}, b_{\vartheta}\right) \ldots \\
\ldots \varphi_{a c}{ }^{(\alpha, \beta)}(\hat{r}, \hat{\vartheta}) \varphi_{b d}{ }^{(\gamma, \delta)}(\hat{r}, \hat{\vartheta}) \eta_{1} \eta_{2} \ldots \hat{J} d \hat{\gamma} \tag{7.3}
\end{gather*}
$$

[^5]where $a, b \in\{x, r, \vartheta ; p\}$ refer to the axial, radial, angular component of the modal function or to the pressure modal basis, and $c, d \in\left\{1, \ldots, m_{u}\right.$ or $\left.m_{p}\right\}$ are the corresponding modal indices. The superscripts $\{\alpha, \beta, \gamma, \delta\} \in\{0,1\}$ take into account the differentiation applied to the modal basis. In particular, when $\alpha$ or $\gamma(\beta$ or $\delta)$ are set to 1 , the corresponding modal function is differentiated with respect to the radial (angular) variable. Finally, $f_{i}$ is a function of $\hat{x}, \hat{r}, \hat{\vartheta}$ through $\hat{J}_{r}, \hat{J}_{\vartheta}, \hat{D}_{r}, \hat{D}_{\vartheta r}, b_{x}, b_{r}, b_{\vartheta}$, being $\left\{b_{x}, b_{r}, b_{\vartheta}\right\}$ the terms coming from the linearization of the non-linear term, and $\eta_{i} \in\{\alpha, \nu, 2 \nu, \pm 1\}$ are constant parameters. For instance,
$$
\mathfrak{a}_{\vartheta x, s j}=\mathcal{F}_{\vartheta x, s j}^{10,01}\left(\hat{D}_{r}, \frac{\hat{J}_{\vartheta}}{\hat{r}} ; \nu\right)=\int_{\hat{\gamma}}\left(\nu \hat{D}_{r} \frac{\hat{J}_{\vartheta}}{\hat{r}} \varphi_{\vartheta s}{ }^{(1,0)}(\hat{r}, \hat{\vartheta}) \varphi_{x j}^{(0,1)}(\hat{r}, \hat{\vartheta})\right) \hat{J} d \hat{\gamma} .
$$

The explicit expression for all the coefficients is provided below.

$$
\begin{aligned}
& \mathfrak{a}_{x x, k j}=\mathscr{J}_{x x, k j}^{00,00}(1 ; \alpha)+\mathscr{J}_{x x, k j}^{01,00}\left(\frac{\hat{J}_{\vartheta}}{r}, b_{\vartheta} ; 1\right)+\mathscr{J}_{x x, k j}^{01,01}\left(\frac{\hat{J}_{\vartheta}^{2}}{\hat{r}^{2}} ; \nu\right)+\mathscr{F}_{x x, k j}^{01,10}\left(\frac{\hat{J}_{\vartheta}}{r}, \hat{D}_{\vartheta r} ; \nu\right)+ \\
& \mathscr{J}_{x x, k j}^{10,00}\left(\hat{D}_{\vartheta r}, b_{\vartheta} ; 1\right)+\mathscr{J}_{x x, k j}^{10,00}\left(\hat{J}_{r}, b_{r} ; 1\right)+\mathscr{J}_{x x, k j}^{10,00}\left(\hat{D}_{r}, b_{x} ; 1\right)+ \\
& \mathscr{J}_{x x, k j}^{10,01}\left(\frac{\hat{J}_{\vartheta}}{r}, \hat{D}_{\vartheta r} ; \nu\right)+\mathscr{J}_{x x, k j}^{10,10}\left(\hat{D}_{r}^{2} ; 2 \nu\right)+\mathscr{J}_{x x, k j}^{10,10}\left(\hat{J}_{r}^{2} ; \nu\right)+\mathscr{J}_{x x, k j}^{10,10}\left(\hat{D}_{\vartheta r}^{2} ; \nu\right), \\
& \mathfrak{a}_{x r, k l}=\mathcal{J}_{x r, k l}^{10,10}\left(\hat{D}_{r}, \hat{J}_{r} ; \nu\right), \quad \mathfrak{a}_{x \vartheta, k z}=\mathscr{J}_{x \vartheta, k z}^{01,10}\left(\hat{D}_{r}, \frac{\hat{J}_{\vartheta}}{\hat{r}} ; \nu\right)+\mathscr{J}_{x \vartheta, k z}^{10,10}\left(\hat{D}_{r}, \hat{D}_{\vartheta r} ; \nu\right), \\
& \mathfrak{a}_{r r, h l}=\mathcal{I}_{r r, h l}^{00,00}(1 ; \alpha)+\mathcal{I}_{r r, h l}^{00,00}\left(\frac{\hat{J}_{\vartheta}^{2}}{\hat{r}^{2}} ; 2 \nu\right)+\mathscr{J}_{r r, h l}^{01,00}\left(\frac{\hat{J}_{\vartheta}}{r}, b_{\vartheta} ; 1\right)+\mathscr{J}_{r r, h l}^{01,01}\left(\frac{\hat{J}_{\vartheta}^{2}}{\hat{r}^{2}} ; \nu\right)+ \\
& \mathscr{J}_{r r, h l}^{01,10}\left(\frac{\hat{J}_{\vartheta}}{r}, \hat{D}_{\vartheta r} ; \nu\right)+\mathscr{J}_{r r, h l}^{10,00}\left(\hat{D}_{r}, b_{x} ; 1\right)+\mathscr{J}_{r r, h l}^{10,00}\left(\hat{J}_{r}, b_{r} ; 1\right)+ \\
& \mathscr{J}_{r r, h l}^{10,00}\left(\hat{D}_{\vartheta r}, b_{\vartheta} ; 1\right)+\mathscr{J}_{r r, h l}^{10,01}\left(\frac{\hat{J}_{\vartheta}}{r}, \hat{D}_{\vartheta r} ; \nu\right)+\mathscr{J}_{r r, h l}^{10,10}\left(\hat{D}_{r}^{2} ; \nu\right)+ \\
& \mathscr{J}_{r r, h l}^{10,10}\left(\hat{D}_{\vartheta r}^{2} ; \nu\right)+\mathscr{J}_{r r, h l}^{10,10}\left(\hat{J}_{r}^{2} ; 2 \nu\right),
\end{aligned}
$$

$$
\begin{aligned}
& \mathfrak{a}_{r \vartheta, h z}=\mathscr{\mathscr { I }}_{r \vartheta, h z}^{00,00}\left(\frac{\hat{J}_{\vartheta}}{r}, b_{\vartheta} ; 1\right)+\mathscr{F}_{r \vartheta, h z}^{00,01}\left(\frac{\hat{J}_{\vartheta}^{2}}{\hat{r}^{2}} ; 2 \nu\right)+\mathscr{J}_{r \vartheta, h z}^{00,10}\left(\frac{\hat{J}_{\vartheta}}{\hat{r}}, \hat{D}_{\vartheta r} ; 2 \nu\right)+ \\
& \mathscr{J}_{r \vartheta, h z}^{01,00}\left(\frac{\hat{J}_{\vartheta}^{2}}{\hat{r}^{2}} ;-\nu\right)+\mathscr{J}_{r \vartheta, h z}^{01,10}\left(\hat{J}_{r}, \frac{\hat{J}_{\vartheta}}{\hat{r}} ; \nu\right)+ \\
& \mathscr{I}_{r \vartheta, h z}^{10,00}\left(\frac{\hat{J}_{\vartheta}}{\hat{r}}, \hat{D}_{\vartheta r} ;-\nu\right)+\mathscr{I}_{r \vartheta, h z}^{10,10}\left(\hat{J}_{r}, \hat{D}_{\vartheta r} ; \nu\right), \\
& \mathfrak{a}_{r x, h j}=\mathscr{J}_{r x, h j}^{10,10}\left(\hat{J}_{r}, \hat{D}_{r} ; \nu\right), \quad \mathfrak{a}_{r p, h i}=\mathscr{J}_{r p, h i}^{00,00}\left(-\frac{\hat{J}_{\vartheta}}{\hat{r}} ; 1\right)+\mathscr{J}_{r p, h i}^{10,00}\left(-\hat{J}_{r} ; 1\right), \\
& \mathfrak{a}_{\vartheta \vartheta, s z}=\mathscr{J}_{\vartheta \vartheta, s z}^{00,00}(1 ; \alpha)+\mathscr{J}_{\vartheta \vartheta, s z}^{00,00}\left(\frac{\hat{J}_{\vartheta}^{2}}{\hat{r}^{2}} ; \nu\right)+\mathscr{J}_{\vartheta \vartheta, s z}^{00,10}\left(\hat{J}_{r}, \frac{\hat{J}_{\vartheta}}{\hat{r}} ;-\nu\right)+\mathscr{J}_{\vartheta \vartheta, s z}^{01,00}\left(\frac{\hat{J}_{\vartheta}}{r}, b_{\vartheta} ; 1\right)+ \\
& \mathscr{J}_{\vartheta \vartheta, s z}^{01,01}\left(\frac{\hat{J}_{\vartheta}^{2}}{\hat{r}^{2}} ; 2 \nu\right)+\mathscr{J}_{\vartheta \vartheta, s z}^{01,10}\left(\frac{\hat{J}_{\vartheta}}{\hat{r}}, \hat{D}_{\vartheta r} ; 2 \nu\right)+\mathscr{J}_{\vartheta \vartheta, s z}^{10,00}\left(\hat{J}_{r}, \frac{\hat{J}_{\vartheta}}{\hat{r}} ;-\nu\right)+ \\
& \mathscr{J}_{\vartheta \vartheta, s z}^{10,00}\left(\hat{D}_{r}, b_{x} ; 1\right)+\mathscr{J}_{\vartheta \vartheta, s z}^{10,00}\left(\hat{J}_{r}, b_{r} ; 1\right)+\mathscr{J}_{\vartheta \vartheta, s z}^{10,00}\left(\hat{D}_{\vartheta r}, b_{\vartheta} ; 1\right)+ \\
& \mathscr{J}_{\vartheta \vartheta, s z}^{10,10}\left(\hat{D}_{r}^{2} ; \nu\right)+\mathscr{J}_{\vartheta \vartheta, s z}^{10,10}\left(\hat{J}_{r}^{2} ; \nu\right)+\mathscr{J}_{\vartheta \vartheta, s z}^{10,10}\left(\hat{D}_{\vartheta r}^{2} ; 2 \nu\right) \text {, } \\
& \mathfrak{a}_{\vartheta r, s l}=\mathcal{J}_{\vartheta r, s l}^{00,00}\left(\frac{\hat{J}_{\vartheta}}{r}, b_{\vartheta} ;-1\right)+\mathscr{J}_{\vartheta r, s l}^{00,01}\left(\frac{\hat{J}_{\vartheta}^{2}}{\hat{r}^{2}} ;-\nu\right)+\mathscr{J}_{\vartheta r, s l}^{00,10}\left(\frac{\hat{J}_{\vartheta}}{r}, \hat{D}_{\vartheta r} ;-\nu\right)+ \\
& \mathscr{J}_{\vartheta r, s l}^{01,00}\left(\frac{\hat{J}_{\vartheta}^{2}}{\hat{r}^{2}} ; 2 \nu\right)+\mathscr{J}_{\vartheta r, s l}^{10,00}\left(\frac{\hat{J}_{\vartheta}}{r}, \hat{D}_{\vartheta r} ; 2 \nu\right)+ \\
& \mathscr{J}_{\vartheta r, s l}^{10,01}\left(\hat{J}_{r}, \frac{\hat{J}_{\vartheta}}{\hat{r}} ; \nu\right)+\mathscr{J}_{\vartheta r, s l}^{10,10}\left(\hat{J}_{r}, \hat{D}_{\vartheta r} ; \nu\right), \\
& \mathfrak{a}_{\vartheta x, s j}=\mathscr{J}_{\vartheta x, s j}^{10,01}\left(\hat{D}_{r}, \frac{\hat{J}_{\vartheta}}{\hat{r}} ; \nu\right)+\mathscr{J}_{\vartheta x, s j}^{10,10}\left(\hat{D}_{\vartheta r}, \hat{D}_{r} ; \nu\right), \\
& \mathfrak{a}_{p \vartheta, w z}=\mathscr{J}_{p \vartheta, w z}^{00,01}\left(\frac{\hat{J}_{\vartheta}}{\hat{r}} ;-1\right)+\mathcal{J}_{p \vartheta, w z}^{00,10}\left(\hat{D}_{\vartheta r} ;-1\right), \\
& \mathfrak{a}_{p r, w l}=\mathcal{J}_{p r, w l}^{00,10}\left(\hat{J}_{r} ;-1\right)+\mathcal{J}_{p r, w l}^{00,00}\left(\frac{\hat{J}_{\vartheta}}{\hat{r}} ;-1\right), \quad \mathfrak{a}_{x p, k i}=\mathcal{J}_{x p, k i}^{10,00}\left(\hat{D}_{r} ;-1\right), \\
& \mathfrak{a}_{p x, w j}=\mathscr{J}_{p x, w j}^{00,10}\left(\hat{D}_{r} ;-1\right), \quad \mathfrak{a}_{\vartheta p, s i}=\mathscr{J}_{\vartheta p, s i}^{01,00}\left(\frac{\hat{J}_{\vartheta}}{\hat{r}} ;-1\right)+\mathscr{J}_{\vartheta p, s i}^{10,00}\left(\frac{\hat{D}_{\vartheta r}}{\hat{r}} ;-1\right) ;
\end{aligned}
$$

$$
\begin{aligned}
& \mathfrak{b}_{x x, k j}=\mathscr{J}_{x x, k j}^{10,00}\left(\hat{D}_{r} ; 2 \nu\right), \quad \mathfrak{b}_{x r, k l}=\mathscr{J}_{x r, k l}^{10,00}\left(\hat{J}_{r} ; \nu\right), \quad \mathfrak{b}_{p x, w j}=\mathscr{J}_{p x, w j}^{00,00}(1 ;-1), \\
& \mathfrak{b}_{x p, k i}=\mathscr{J}_{x p, k i}^{00,00}(1 ;-1), \quad \mathfrak{b}_{r r, h l}=\mathscr{J}_{r r, h l}^{10,00}\left(\hat{D}_{r} ; \nu\right), \quad \mathfrak{b}_{\vartheta \vartheta, s z}=\mathscr{J}_{\vartheta \vartheta, s z}^{10,00}\left(\hat{D}_{r} ; \nu\right), \\
& \mathfrak{b}_{x \vartheta, k z}=\mathscr{J}_{x \vartheta, k z}^{01,00}\left(\frac{\hat{J}_{\vartheta}}{\hat{r}} ; \nu\right)+\mathcal{J}_{x \vartheta, k z}^{10,00}\left(\hat{D}_{\vartheta r} ; \nu\right) ; \\
& \mathfrak{c}_{x x, k j}=\mathscr{J}_{x x, k j}^{00,00}\left(b_{x} ; 1\right)+\mathscr{F}_{x x, k j}^{00,10}\left(\hat{D}_{r} ; 2 \nu\right), \quad \mathfrak{c}_{r r, r l}=\mathscr{J}_{r r, h l}^{00,00}\left(b_{x} ; 1\right)+\mathscr{J}_{r r, h l}^{00,10}\left(\hat{D}_{r} ; \nu\right), \\
& \mathfrak{c}_{\vartheta \vartheta, s z}=\mathscr{J}_{\vartheta \vartheta, s z}^{00,00}\left(b_{x} ; 1\right)+\mathscr{J}_{\vartheta \vartheta, s z}^{00,10}\left(\hat{D}_{r} ; \nu\right), \quad \mathfrak{c}_{r x, h j}=\mathscr{J}_{r x, h j}^{00,10}\left(\hat{J}_{r} ; \nu\right), \\
& \mathfrak{c}_{\vartheta x, s j}=\mathcal{J}_{\vartheta x, s j}^{00,01}\left(\frac{\hat{J}_{\vartheta}}{\hat{r}} ; \nu\right)+\mathscr{J}_{\vartheta x, s j}^{00,10}\left(\hat{D}_{\vartheta r} ; \nu\right), \\
& \mathfrak{d}_{r r, h l}=\mathcal{F}_{r r, h l}^{00,00}(1 ; \nu), \quad \mathfrak{d}_{\vartheta \vartheta, s z}=\mathscr{F}_{\vartheta \vartheta, s z}^{00,00}(1 ; \nu), \quad \mathfrak{d}_{x x, k j}=\mathcal{I}_{x x, k j}^{00,00}(1 ; 2 \nu) \text {. }
\end{aligned}
$$
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[^0]:    ${ }^{1}$ The code has been developed from the MATAMG toolbox available at [136].

[^1]:    ${ }^{2}$ The cost of pMG with coarsening type "average by order" is currently overestimated. It is possible to work out a more precise formula for it, but it has not been done yet, since the results are not promising.

[^2]:    Table 4.4: Synopsis of Euler's equations formulation (II).

[^3]:    ${ }^{1}$ Preliminary results from these exercises were presented in conference papers [173, 175].

[^4]:    ${ }^{2}$ This is the "home" environment where the application is run by default.

[^5]:    ${ }^{2}$ If $b=p$, the indices $j$ and $l$ run up to $m_{p}$ and $N_{h, p}$, respectively, and up to $m_{u}$ and $N_{h, u}$ otherwise.

