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Abstract

Centrality measures and contagion on temporal networks

By Isabel Chen

The objective of this dissertation is to study the relationship between

network-based centrality measures and epidemic outcome. Determining the

key players in contagion processes can inform disease-prevention strategies.

We analyze a time-stamped, person-to-person contact network based on hu-

man mobility movements within a busy, urban hospital. Movement patterns

identified a small number of locations as hubs of activity. Linear algebraic

techniques were used to compute a recently proposed temporal centrality

measure applied to the empirical network; comparisons with traditional cen-

trality measures were performed to determine if the inclusion of temporal

information provides additional insights. Linear regression techniques were

employed to describe the relationships between the quantities of interest.

We find that while temporal centrality can at times identify key players not

captured by traditional measures, it does not necessarily outperform non-

temporal measures with respect to predicting epidemic outcome. Strategic

removal of connections between highly central nodes resulted in an exponen-

tial decrease in the structural connectivity of the network, but this did not

translate to a reduction in epidemic outcome. We conclude that contagion on

temporal networks is extremely robust to changes in the network, and while

network-based centrality can help to identify key players in an epidemic pro-

cess, more work needs to be done to build an epidemic-containment strategy

based on the information afforded by network-based analyses.
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Chapter 1

Introduction

The presence of infectious agents in a confined space brings substantial risks of cross in-

fection. The aim of this thesis is to make use of network analysis to better understand

contagion processes within such spaces. We base our study on the interactions of people in

an Emergency Department (ED) of a hospital in the Midtown area of Atlanta, GA [50].

Disease spread within a healthcare facility is a legitimate concern. According to the

CDC, on any given day, about one in 25 hospital patients has at least one healthcare-

associated infection (HAI). In 2011, there were an estimated 722,000 HAIs in acute-care

hospitals in the US; 75,000 patients with HAIs died during their hospitalizations. Examples

of HAIs include central line-associated bloodstream infections, catheter-associated urinary

tract infections, surgical site infections and gastrointestinal illness. Our study focuses on

the spread of infectious diseases (such as influenza) via close-proximity person-to-person

contact, which form up to 16% of reported HAIs.

According to [83], the influenza virus can be transmitted via three route categories: (i)

large droplets expelled by an infectious person through coughing, sneezing or talking directly

into the eyes, nose or mouth of a susceptible person; (ii) smaller, aerosolized particles inhaled

by a susceptible person; and (iii) hand-to-face self-inoculation after touching a contaminated

1



2

person, surface or object. Apart from (iii), transmission of the influenza virus requires close-

proximity contact between an infectious agent and a susceptible person. In the rest of this

work, we will model the problem with such interactions between agents in mind.

The importance of understanding the mechanics of disease transmission cannot be un-

derstated, especially in this day and age where the majority of the world’s population

live in dense, urban centers. Early mathematical models of epidemics were developed in

[38, 68], with major contributions to the modern theoretical framework provided by [3, 7]

and [43]. An underlying assumption of these models is that interactions between agents are

well-mixed, in other words, every individual has an equal chance of spreading the disease

to every other. Utilizing contact network structure allows this assumption to be relaxed:

instead of assuming that interactions between agents occur homogeneously and at ran-

dom, contact between agents can be modeled based on their underlying network structure

[25, 42, 48, 66]. Consequently, disease spread depends not only on the population size

and the infection/recovery rate, but also on the (typically non-homogenous) connectivity of

agents as determined by their positions in the network.

Static networks assume that contacts are permanent and unchanging over time. This

simplifying assumption is sufficient in the case when the population under study is relatively

stable [9, 42], and when the rate of infection is high [40, 54]. Analyses using the framework

of static networks have been useful in the context of disease ecology [10], animal health

problems [40], as well as public health problems relating to SARS, walking pneumonia,

influenza and gonorrhea [54, 12, 11, 24, 2].

While static network approximations are sufficient in some cases, the following studies

have shown that temporal features such as duration, frequency, temporal ordering and con-

currency (temporal overlap) of contacts, can significantly influence the spread of disease and

should be incorporated into epidemiological models if possible (see [8] for a comprehensive

discussion). Regular contact patterns that are long in duration can result in a reduction
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in epidemic size [63]; [72] showed that exposure-dependent transmission models give rise

to epidemic outcomes that are significantly different from models in which all contacts (re-

gardless of length) are equally likely to transmit the disease; inclusion of contact timing

and duration can have varying effects in different settings [77]; in [73] it was shown that

increased frequencies of repeated contacts reduces epidemic size, and this effect is stronger

when the number of contacts is small, or transmission probability is low. It is therefore

evident that temporal information can provide insights that may otherwise be overlooked.

We further illustrate the importance of the temporal order of contact sequences: a person

can only pass on the disease to others after becoming infectious. For illustration, consider

the following time-evolving network on four nodes shown in Figure 1.1, with node A being

the only infectious node at time T1. An edge between two nodes is representative of some

form of disease-transmitting contact between them.

Figure 1.1: An example of a dynamic network

A B

C D

A B

C D

A B

C D

T1 T2 T3

For simplicity, we assume that an infected person is immediately infectious. There is a

temporal path A → B → C which means that the disease can potentially spread from A

to both B and C. On the other hand, it is impossible for D to become infected, because

the contact between C and D occurs before C has contact with B. Note that the static

version of the network (Fig 1.2) loses such information: without the temporal dimension,

all nodes, including D, are reachable from A. Work in [30] and [81] have shown that the

non-constancy of contact structure can have a significant impact on disease spread, and

should therefore be incorporated into the disease model if such information is available.
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Figure 1.2: The aggregated version of Figure 1.1

A B

C D

The study of empirical contact data has revealed patterns that differ from a priori contact

assumptions [56, 63], which highlights the need to better understand real-world data. Recent

technological advances have made high-dimensional data available for study, and thorough

analyses have been performed on empirical temporal networks based on person-to-person

interactions at conferences [19, 74], sexual contacts [65], human mobility patterns based on

cell phone data [33], and diary-based data on social contacts at home and at the workplace

[63]. Since patterns of human behavior depend greatly on the context, results based on one

particular network may not generalize easily to other networks. We hope to contribute to

this growing body of work, by performing an in-depth study of person-to-person interactions

within the ED of a busy, urban hospital.

In Chapter 2, the construction of a contact network based on the observed data is de-

scribed. Here, the nodes represent people and the edges represent their interactions. The

temporal network is represented as a sequence of adjacency matrices on the same set of

nodes (as in Figure 1.1), where each matrix represents the connections present at the corre-

sponding time-step. The time-evolution of the network is thus captured by the appearance

and disappearance of edges over time. We point out that there are no edges linking nodes

across time-steps, and therefore the network under study is neither a multilayer [46] nor a

multiplex [20] network.

An important objective is to identify key players in the infection process, and centrality

measures are a natural choice to consider for this task. Centrality measures are numerical

scores associated with each node in the network, which are computed based solely on the
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underlying network structure. These numerical scores can then be used to rank the nodes,

quantifying a notion of how ‘central’, or how ‘important’, a node is relative to the other

nodes in the network. Many different centrality measures have been used and proposed

[18, 26, 59], each one capturing a particular notion of ‘importance’. It is often the case that

a node may rank highly with respect to one measure, but not with another measure. Such

differences are in and of themselves interesting, and may elucidate properties of the node

in question that are not immediately obvious. It is therefore instructive to use multiple

centrality measures as probes to shed light on the connectivity structure of the network

under study.

In this work we focus on temporal generalizations of walk-based centrality measures.

Examples of walk-based measures are node degree, Katz centrality, communicability and

eigenvector centrality. These are in contrast to path-based centrality measures, such as

betweenness and closeness centrality, which are typically more computationally expen-

sive. Walk-based centrality measures can be expressed concisely as matrix functions on

the matrix-representation of the network, leading to novel applications of matrix theory to

network science.

The relationship between centrality and epidemic outcome has been studied in [6, 14,

45, 69] and [71], but the networks under study did not include temporal information. It

has also been argued that while some centrality measures are able to identify highly influ-

ential nodes, they do not accurately quantify [14, 49], and may even underestimate [79],

the spreading power of the vast majority of nodes which are not highly influential. Indeed,

work in [72] suggests that the importance of highly connected individuals is ‘strongly over-

estimated’ when the duration of contacts is not taken into account. Alternative spreading

power metrics such as the accessibility [80, 78] and expected force [49], which extend cen-

trality by incorporating spreading dynamics, have been shown to have stronger correlation

with epidemic outcome than traditional centrality [14, 47, 71]. Before rejecting centrality
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measures completely as a means to understand contagion on networks, we seek to answer

the question: will incorporating temporal information into centrality metrics improve their

explanatory and/or predictive power in relation to epidemic outcome?

We are motivated by examples in [52] and [75] which show that centrality measures based

on time-aggregated versions of temporal networks (as shown in Fig. 1.2) fail to adequately

capture important nodes. The work in [65] suggests that temporal correlations in network

data should not be underestimated and that consequently, detecting important individuals

based on temporal structure may have a significant impact on targeted intervention strate-

gies. In [69] it was shown that while centrality measures on the time-aggregated network

(such as node degree, betweenness centrality, eigenvector centrality) can improve immu-

nization strategies, node strength, which measures the total time exposed to others, was

the most effective. These results illustrate the importance of utilizing temporal information

in the context of identifying key players in the contagion process.

Our work aims to bring recently developed temporal centrality measures into the analysis.

Temporal centrality measures provide a means of identifying important nodes based solely

on time-dependent network structure. While temporal centrality is a relatively young field

compared to its static counterpart, new measures are constantly being developed [39, 44,

75, 76]. We focus our attention on dynamic communicability introduced by Grindrod,

Parsons, Higham and Estrada [37], which is a centrality measure that ranks nodes based

on temporal walks on the network. This will be presented and discussed in Chapter 3. The

results of dynamic communicability applied to the empirical temporal network are presented

in Chapter 4. In Chapter 5 we take a closer look at the observed interactions between

the nodes identified as ‘central’ by this method. We emphasize that the computation of

centrality scores depend solely on the network structure and is completely independent of

any contagion process on the network.

To relate network-based properties to contagion, we simulate an epidemic process on the
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network, where the duration of contacts is used explicitly in the infection procedure. In

other words, an epidemiological model is built based on when and where disease-spreading

contacts occur. This is in principle similar to the mechanistic model of infection proposed

in [72], and is a form of agent-based modeling described in [8]. As discussed in [8], while

agent-based simulations are an alternative to analytical models of disease spread on dynamic

networks (see for example [13, 64, 81]), such methods face computational and algorithmic

problems, which we encountered first-hand. Nonetheless, agent-based simulations have

the advantage of being easy to understand and interpret, and with the lack of a general

mathematical framework that can handle a broad range of realistic dynamic networks, such

an approach provides a first step in understanding how contagion processes take place on the

network. In Chapter 6 we describe our approach in greater detail and present the epidemic

outcomes observed on the network.

In Chapter 7, we aim to address the following two questions: First, what role does

temporal centrality play in explaining epidemic outcome? Second, can temporal centrality

be used to predict epidemic outcome? It has often been asserted in the literature [6, 45, 47,

49, 71] that a strong correlation between epidemic outcome (Y ) and some measure, say X,

will result in measure X being a good predictor for Y . The notion of correlation measures

the strength of linear relationship between X and Y , and is intrinsically a goodness-of-fit

measure of the dataset under consideration. Determination of predictive power, on the other

hand, must be assessed on a different dataset. While a strong correlation is suggestive of

good predictive power, correlation will not reflect the predictive power between variables

with a non-linear relationship. In our work, instead of looking at raw correlations, we use

multiple linear regression to study the overall effect of centrality on epidemic outcome. We

recognize that centrality measures alone cannot fully explain epidemic outcome, and the

regression framework allows for the inclusion of other variables into the analysis in order to

gain a better understanding of the role that dynamic network centrality plays in the epidemic
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process. The regression model generates coefficients that quantify the relationship between

predictor and response, and it is these coefficients that are used in the prediction process,

not the correlation itself. Predictions are performed on different samples of networks drawn

from the same study. This provides a more accurate assessment of the predictive power of

centrality in the context of epidemic spread.

Employing network centrality to explain node characteristics/behavior has been done in

the social sciences [67, 70], where path-based measures, such as betweenness and closeness

centrality, are typically used. Our goal in this work is two-fold: first, to examine the effec-

tiveness of temporal network centrality in explaining and/or predicting epidemic outcome,

and second, to highlight temporal, walk-based measures such as dynamic communicability,

which, due to their formulation in terms of matrix functions, can be computed with greater

computational ease than path-based measures. The development of other walk-based mea-

sures (apart from degree and eigenvector centrality) appears to stay within the confines

of the mathematics community, and we hope that our work can help to highlight other

walk-based measures to the larger network science and epidemiology community.

An alternative approach to probe the relationship between network-based centrality and

epidemic outcome is presented in Chapter 8. Instead of quantifying the direct relationship

between centrality and virulence, we ask the question: how is epidemic outcome affected

by the removal of connections between highly central nodes? We are motivated by work in

[1, 4, 5], which showed that strategically targeting highly central nodes can have a strong

effect on the overall connectivity of the network. We show that the same is observed on

this empirical network, and additionally seek to study the changes in epidemic outcome

associated with reduction in the structural connectivity of the network.

The overarching aim of this work is to study the relationship between network-based

properties (such as centrality) and epidemic outcome. While network representations grossly

simplify reality, much insight can still be gleaned from such analysis. A better understanding
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of the properties of key players in the context of epidemic spread can help inform more

effective epidemic-containment strategies. We hope that this work provides a comprehensive

approach towards a small step in achieving this aim.

1.1 Terminology

Throughout this work, the term ‘network’ refers to a pair G = (V,E), where V represents

the set of nodes (or often called ‘vertices’ in traditional graph theory), and E ⊆ V × V

represents the set of edges. The presence of the pair (i, j) ∈ E means that there is an edge

(or ‘link’) between node i and node j. The number of nodes of the network, |V |, is denoted

by n.

The network (or ‘graph’) G is represented by its adjacency matrix, denoted by A. This

is a non-negative n×n matrix, that is, its entries are ≥ 0, with ij-th entry representing the

weight of the link between node i and node j. The matrix A is often binary, in which case

the ij-th entry is indicative of the presence or absence of the edge (i, j). In this work, nodes

are not linked to themselves, that is, (i, i) /∈ E for all i ∈ V . In other words, the diagonal

entries of A are always zero. Such networks are referred to as ‘simple’. We also consider

only undirected networks – these are networks where the presence of an edge (i, j) ∈ E

means that the edge (j, i) also exists. One can also consider the edge set E of an undirected

network as a subset of unordered pairs of nodes. In matrix terms, this means that the

adjacency matrix A is symmetric: Aij = Aji for all 1 ≤ i, j ≤ n. We denote by AT the

transpose of the matrix A, which is obtained by switching the rows and columns of A. More

formally, ATij = Aji. Therefore, a symmetric matrix is one where A = AT . In this work,

since adjacency matrices are often time-stamped with a time-index t, we denote AT by A′.

Analysis of the matrix representation of the network can provide much insight into its

structural properties. If there exists a non-zero vector x ∈ Rn such that Ax = λx for some

scalar λ, then λ is called an eigenvalue of A, with corresponding (right) eigenvector x.
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Eigenvalues of A are therefore the roots of the characteristic polynomial of A, det (A− λI) =

0, where I is the n × n identity matrix and det is the determinant function. There are

therefore at most n distinct eigenvalues associated with any n×n matrix. The spectrum of

A, denoted σ(A), is the collection of all eigenvalues of A:

σ(A) = {λ : λ is an eigenvalue of A},

while the spectral radius of A is defined as

ρ(A) = max{|λ| : λ ∈ σ(A)}.

Since A is symmetric and has real entries, there exists an orthogonal matrix Q such

that QTAQ is a diagonal matrix D ∈ Rn. (An orthogonal matrix Q is one where QQT =

QTQ = I, the identity matrix. In other words, Q is invertible with inverse Q−1 = QT .)

The diagonal entries of D are the eigenvalues of A, and it is therefore easy to see that

the columns of Q are precisely the eigenvectors of A. Since Q is invertible, all its columns

must be linearly independent. This means that a real, symmetric matrix A has n linearly

independent eigenvectors.

Consider a connected component of the network G. This is a subgraph G′ = (V ′, E′)

where V ′ ⊆ V and the edge set E′ ⊂ V ′ × V ′ has the property that any pair of nodes in

V ′ can be connected by a sequence of edges in E′. The corresponding adjacency matrix A′

associated with G′ is termed irreducible, and by Perron-Frobenius Theory, there exists an

eigenvalue of A′ such that λ = ρ(A′), that is, the largest eigenvalue of A′ is positive (> 0).

This is called the Perron-Frobenius eigenvalue. Furthermore, there exists an eigenvector of

the Perron-Frobenius eigenvalue which has strictly positive entries. This eigenvector, say

x, can therefore be used to rank the nodes in V ′: if xi > xj then node i is ranked higher

than node j. This is called eigenvector centrality. Further explanations can be found in [59]
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and [26].

The degree of a node i is simply the number of neighbors of i in the network, and can

also be used to rank its importance relative to other nodes in the network. More formally,

the degree of node i is number edges of the form (i, j) ∈ E for any j 6= i, and is given by

the ith row (or column) sum of A:

degree of node i =
∑
j

Aij =

(
A · 1

)
i

where 1 is the vector of all ones. Node degree is therefore a centrality measure which ranks

nodes according to the number of direct connections they have: the larger the number of

direct links, the higher the rank. One can also view a direct link or edge as a walk of length

one connecting two nodes.

A dynamic, time-evolving or temporal network is represented by a sequence of adjacency

matrices {A[t]} on the same set of nodes. The superscript t indexes the time-step, and

total number of time-steps is denoted M . In this view, the time-evolution of the network is

captured by the appearance and disappearance of edges over time. In the temporal setting,

the analogous notion of degree can be computed by simply adding up the adjacency matrices

over time, and ranking nodes based on the degree of this aggregated matrix. We call this

aggregated degree, denoted AD:

AD =

(
M∑
t=1

A[t]

)
· 1.

The aggregated matrix is no longer binary, and the ij-th entry counts the number of times

edge (i, j) appears over the time-span 1 ≤ t ≤M .

One can also binarize the aggregated matrix, by setting all non-zero entries to 1. We

refer to this as the binarized, aggregated matrix, and the degree based on this matrix ranks

nodes according to the number of distinct neighbors accrued over time.
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We point out that throughout this work, highly-ranked nodes are associated with small

numerical rank. That is to say, the highest-ranked (or most central) node has rank 1.

In this work, various centrality measures will be used to rank nodes, and comparisons

across different measures and associated rankings are performed using the following metrics:

Pearson correlation (denoted pcorr), Kendall τ correlation (denoted kcorr) and intersection

similarity [29] (denoted isim). Given two lists X = (x1, . . . , xn) and Y = (y1, . . . , yn),

let the sample mean of X be x̄ = 1
n

∑
i xi, and let the sample standard deviation of X

be sx =
√

1
n−1

∑
i(xi − x̄)2. Analogous quantities are defined for Y. Then the Pearson

correlation between X and Y is given by

pcorr(X,Y) :=

∑
(xi − x̄)(yi − ȳ)√∑

(xi − x̄)2
√∑

(yi − ȳ)2
=

1

n− 1

n∑
i=1

(
xi − x̄
sx

)(
yi − ȳ
sy

)
.

It can be shown that the pcorr(X,Y) ∈ [−1, 1], and furthermore, that the magnitude of

pcorr is an indicator of the strength of linear relationship between X and Y: a value close

to 1 indicates a strong linear relationship between X and Y , while a value of |pcorr| ≈ 0

suggests that there is no linear relationship between the two lists. A negative value is

indicative of an inverse relationship between X and Y. Note that the value of pcorr is not

the same as the slope of the best-fitting line between X and Y: if the points of X and Y

are scattered closely to a horizontal line, the Pearson correlation will be close to 1, even

though the slope of the best-fit line is close to 0.

Consider now a pair of observations (xi, yi) and (xj , yj), corresponding to, say, the cen-

trality ranks of node i and node j according to two different centrality measures. The pair

of observations is said to be concordant if both centrality measures ‘agree’ with respect to

the relative rankings of the two nodes: either both xi > xj and yi > yj , or both xi < xj

and yi < yj . They are said to be discordant if one measure ranks node i higher than node

j, but the other measure does the opposite: either xi > xj and yi < yj , or xi < xj and

yi > yj . If xi = xj or yi = yj , the pair is neither concordant nor discordant. The Kendall τ
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correlation coefficient is defined as:

kcorr(X,Y) :=
number of concordant pairs - number of discordant pairs(

n
2

) .

Again, it is easy to see that kcorr ∈ [−1, 1], and if X and Y agree perfectly, then kcorr = 1,

and if the two lists disagree perfectly, then kcorr = −1.

Finally, we will compute the intersection similarity (isim) between the computed lists. Let

X[k] = (x1, . . . , xk) and Y[k] = (y1, . . . , yk) be the first k elements in X and Y respectively.

The top k intersection similarity is given by

isimk(X,Y) :=
1

k

k∑
i=1

∣∣X[i] 4Y[i]
∣∣

2i

where 4 is the symmetric difference operator between the two sets. If the two lists are

identical,

X[i] = Y[i] ∀ i ⇐⇒ X[i] 4Y[i] = ∅ ∀ i ⇐⇒ isimk(X,Y) = 0 ∀ k.

Similarly, if the two lists are disjoint, isimk(X,Y) = 1 for all k. Therefore a small value of

isimk(X,Y) is indicative of a strong similarity between the two (top k) rankings, while a

value close to 1 suggests that the rankings are quite different.

We remark that isimk will not be used to compare lists of centrality measures, because it

is based on the intersection of the lists as sets. It is unlikely that centrality measures from

different lists agree numerically, even though they may be very close. Using isim k on lists

of centrality measures will likely result in a value close to 1, since the lists are probably

close to being set-wise disjoint. We therefore compute isimk only for lists of nodes in ranked

order, and we may also compute the set-wise intersection of these lists for comparison.



Chapter 2

Data

2.1 Construction of the temporal network

We study the interactions of people in an Emergency Department (ED) of Emory University

Hospital, Midtown (EUHM), in Atlanta, Georgia. The data was collected by Vicki S.

Hertzberg et. al in 2009 [50]. The ED was divided into 95 zones, demarcated by the

blue lines shown in Figure 2.1. The zones were designed in such a way that two people

in the same zone are within 1 meter of each other with very high probability. Although

no physical contact is guaranteed, the close proximity of any two people within a zone

can be considered a potential disease-spreading contact. Such close proximity interactions

are particularly pertinent to infections that are transmitted predominantly via droplets.

Participants in the study wear radio-frequency (RFID) tags which track their movements

in the ED. Both patients and staff were recruited to participate. Three groups of staff were

present: medical doctors (MD), registered nurses (RN) and administrative staff (other).

Data was collected over 35 shifts of at most 12 hours. Of these, we analyze the data

obtained from 7 shifts. Throughout this work, n denotes the number of participants per

shift. Shift-specific information is shown in Table 2.1. See [50] for more details on the data

14
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collection procedure.

Figure 2.1: Emergency Department of EUHM. There are 95 zones, demarcated by blue
lines.

Table 2.1: Shift-specific data. The total number of participants is denoted by n. Partici-
pation rate (p. rate) is the percentage of people present in the ED who participated in the
study.

Shift n staff patients total patients p. rate (%) shift length (h) am/pm weekday

1 107 33 74 98 76 11 pm y

2 115 33 82 117 70 12 pm y

3 89 25 64 82 78 8 am n

4 129 34 95 108 88 12 pm n

5 133 44 89 117 76 11.75 pm y

6 87 26 61 77 79 8 am n

7 126 35 91 133 68 11.67 am n

Raw data was provided was in the form of person-by-location matrices, P [t], one for each
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second t, where

P
[t]
ik =

 1 if person i is in location k at time t

0 otherwise

for t = 1, . . . , 43202. Since a person can be in only one place at any given second, there can

be at most one non-zero entry in every row of P [t]. (If a person is not present in the ED,

the corresponding row consists entirely of zeros.) On the other hand, the column sums of

P [t] tell us how many people were in each location at second t.

We can view the matrix P [t] as representing a bipartite network of the form

i

j

k

person location

from which we would like to obtain the person-by-person adjacency matrix A[t] where

A
[t]
ij =

 1 if person i and person j were in the same location at time t

0 otherwise

for t = 1, . . . , 43202. To do this, for every second t we compute PP ′ (where for ease of

notation we drop the superscript t):



k

...

i · · · · · · · · · 1 · · ·
...
...

j · · · · · · · · · 1 · · ·
...


×



i j

...
...

...
...

...
...

k · · · 1 · · · · · · 1 · · ·
...

...


=



i j

...
...

i · · · 1 · · · · · · 1 · · ·
...

...
...

...

j · · · 1 · · · · · · 1 · · ·
...

...


.
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The resulting matrix PP ′ is clearly square and symmetric, with (ij)-th entry equal to 1 if

and only if person i and person j are in the same location (here it is at location k) during

time t. Note that in this process we lose the information regarding where contact took

place. Observe also that the resulting product is a binary 0 − 1 matrix because a person

cannot be in more than one place within the time-frame of one second.

By way of illustration, consider time frames of say, 30 seconds, so that a person can be in

more than one location over this time period. For example, suppose person i moves through

locations l,m, n within this time frame, while person j only moves through locations m and

n. The product PP ′ now takes the form



l m n

...
...

...

i · · · 1 · · · 1 1 · · ·
...

...
...

...
...

...

j · · · · · · · · · 1 1 · · ·
...

...
...


×



i j

...
...

l · · · 1 · · · · · ·
... · · ·

...
...

m · · · 1 · · · · · · 1 · · ·

n · · · 1 · · · · · · 1 · · ·
...

...


=



i j

...
...

i · · · 3 · · · · · · 2 · · ·
...

...
...

...

j · · · 2 · · · · · · 2 · · ·
...

...


.

We see that the diagonal entries (PP ′)ii counts the number of locations person i traverses

within this time frame, while the off-diagonal entries (PP ′)ij count the number of locations

person i and person j have in common. Note however, that if the time frame is long enough,

having a location in common does not guarantee that person i and person j actually cross

path. It may well be that person i enters and leaves the said location before person j

arrives on scene. For this reason, we do not aggregate the person-by-location matrices into

time-frames of more than one second, to ensure that if two people are in the same location

within this time-frame, they must be in close enough physical proximity for disease-spread

to be viable.
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The resulting product PP ′ is a n× n matrix, where

(PP ′)ij =

 1 if person i and person j were in the same location at time t

0 otherwise

with diagonal entries (PP ′)ii = 1 if person i is inside the ED at time t. Because we do

not consider an individual to be linked to itself, we remove the non-zero diagonal entries to

obtain the (simple) adjacency matrix A:

A = PP ′ − diag(PP ′).

Doing this for every second t = 1, . . . , 43202, we obtain a sequence of person-by-person

adjacency matrices {A[t]}, which is representative of a dynamic network with nodes as indi-

viduals and possible disease-transmitting contacts between them (irrespective of location)

represented by edges. The time-evolution of the network is thus captured by the appearance

and disappearance of edges over time.

The RFID tags transmitted their unique identifier every 10 seconds [50]. For this reason,

the per-second data is considered incomplete and we therefore work with adjacency matrices

at the 10-second time resolution. Explicitly, we will divide the 12-hour shift into intervals

of 10 seconds. Suppose an interval consists of the times t1, . . . , t10. Then the aggregated

adjacency matrix A[t′] over this interval is given by

(
A[t′]

)
ij

=

 1 iff
(
A[tk]

)
ij

= 1 for some k ∈ {1, . . . , 10}

0 otherwise.

We point out that the total contact time between two people within the 10-second interval

is not taken into account. It is possible that two people were in the same location for longer

than 1 second, or that they crossed paths at different locations within the 10-second interval.
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We proceed with the assumption that the aggregated matrix A[t′] has a 1 in the ij-th entry

if, at any point within a 10-second time-frame, person i and person j made at least a

1-second contact somewhere in the ED.

2.2 Temporal dynamics of contact network data

2.2.1 Temporal dynamics of degree

The degree of a node refers to the number of edges associated with it. In this dynamic

network, node degree evolves over time, and is interpreted as the number of distinct potential

disease-spreading contacts per time-step. Given an adjacency matrix A associated with a

simple, undirected network, the degree of node i is given by the sum of the entries in ith

row (or column) of A. The maximum degree is given by

max
i

∑
j

(A)ij

which is a matrix norm often written as ‖A‖1. The spectral radius of A is defined as

ρ(A) = max{|λ| : λ is an eigenvalue of A}.

It is well-known that the spectral radius of A is a lower bound for any matrix norm on A,

hence

ρ(A) ≤ ‖A‖1 = max
i

∑
j

(A)ij .

In Figure 2.2 we show the time-evolution of maximum degree, spectral radius and average

degree, where the average is computed over the number of people in the ED at that time

step. Note that the count of persons in the ED includes people who are not necessarily

interacting with others. It is interesting to observe that the spectral radius tracks the



Figure 2.2: Temporal dynamics of maximum and average degree relative to spectral radius.
Note that average degree is computed by dividing total degree by the number of people in
the ED at that time step, and this count includes people who are not necessarily interacting
with others.

(a) Shift 1 (b) Shift 2

(c) Shift 3 (d) Shift 4

(e) Shift 5 (f) Shift 6

(g) Shift 7
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maximum degree per time-step very closely.

2.2.2 Temporal dynamics of pairwise interactions by type: SS, SP, PP

We consider the following interaction types: staff-staff (SS), staff-patient (SP) and patient-

patient (PP). (Because the data is undirected, we do not distinguish between staff-patient

and patient-staff interactions.) In Figure 2.3 we plot the temporal dynamics of the different

types of pairwise interactions, based on the 10-second aggregated data. Observe that con-

sistently across all seven shifts, and irrespective of time, SS interactions dominate SP and

PP interactions.

2.3 Locations analysis

Recall that in the construction of the person-by-person adjacency matrices, information

about where the interactions took place is lost. The network-based analysis is therefore

unable to make use of this rich resource of information. We study the location information

separately from the network analysis, and present the findings in this section.

The contact data from the person-by-location matrices P [t] described in Section 2.1 is

stored in quadruples of the form [i, j, location, time], indicating that nodes i and j shared

a location at a certain time-step. Note that when analyzing location information, we work

with 1-second time-frames: we do not aggregate into 10-second intervals (as done when con-

structing the temporal network) because aggregation may result in more than one location

associated with each interaction pair.

2.3.1 Locations associated with interaction types: SS, SP, PP

Figure 2.5 shows the distribution of pairwise interactions over all 95 zones in the ED. For

visual interpretative ease we plot the square-root of the number of interactions. Note that

the square-root distorts the frequencies slightly, since
√
a+ b 6=

√
a +
√
b, but bearing



Figure 2.3: Temporal dynamics of (aggregated) pairwise interactions stratified by interac-
tion type: SS, SP and PP. In (h) we aggregate the interactions over time.

(a) Shift 1 (b) Shift 2

(c) Shift 3 (d) Shift 4

(e) Shift 5 (f) Shift 6

(g) Shift 7 (h) Summary
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this in mind, it is nonetheless helpful to have a global picture of how the interactions are

distributed across the ED. It is evident that location 88 (triage registration) is by far the

busiest across all shifts. Additionally, locations 92 and 94 (both are ED waiting areas)

stand out because they are the only locations at which interactions involving patients (SP

and PP) consistently outnumber SS interactions.

2.3.2 Most frequented locations

Per interaction type, we do the following: 1) find the top 5 locations per shift; 2) for each

of the unique locations in this list, rank these locations based on frequency (per shift);

3) average the rankings over all shifts; 4) pick the top 5 locations based on the average

ranking. The number of interactions at each of these top 5 most frequented locations is

shown in Figure 2.6. Descriptions of the corresponding locations are shown in Table 2.2. We

conclude that location 88 (triage registration) is the most frequented across all interaction

types. Interactions involving patients also occur quite frequently at locations 92 and 94 (ED

waiting areas), but with respect to only SS interactions, neither location ranks among the

top 5. At both ED waiting areas, PP interactions outnumber SP interactions. This analysis

shows that apart from the triage registration area, patient activity occurs mainly in the ED

waiting areas, while most of the staff activity takes place in other parts of the ED. We also

see clearly that staff interactions amongst themselves are an order of magnitude larger than

their interactions with patients.

2.3.3 Inactive locations

A location is called ‘inactive’ if no interactions occur there over all seven shifts. We show in

Figure 2.4 the number of inactive locations per interaction type. This information can po-

tentially be useful in disease-prevention strategies, or future designs of the ED to maximize

utility. Further analysis can be performed to address specific questions.



Figure 2.4: Inactive locations per interaction type. These are locations where no interactions
took place over all seven shifts.
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Figure 2.5: Pairwise interactions per location stratified by interaction type: SS, SP and PP.

(a) Shift 1 (b) Shift 2

(c) Shift 3 (d) Shift 4

(e) Shift 5 (f) Shift 6

(g) Shift 7



26

2.3.4 Temporal dynamics of interactions at frequent locations

In Figure 2.7 we plot the time-evolution of interactions at the locations of interest pointed

out in Section 2.3.1. Over all shifts, SS interactions dominate at the triage registration area

(88). However there are interaction patterns that appear to be shift-specific. For example,

in Shift 5, there were more SP interactions at triage registration compared to other shifts,

perhaps indicative of an atypical group of patients requiring treatment during that time.
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Figure 2.6: Top 5 most frequented locations per interaction type. Refer to Table 2.2 for
descriptions of the locations.

(a) Total (b) SS

(c) SP (d) PP

Table 2.2: Descriptions of the top 5 most frequented locations over all interaction types

Location Description Type Area (sqft)

28 ED Nurse Station R Staff Support 1469

29 ED Nurse Station L Staff Support 1469

76 Office Area Administrative Support 708

77 Staff Break Area Administrative Support 695

88 Triage & Registration Patient Care 282

92 ED Waiting Area Primary Waiting Area 1888

94 ED Waiting Area Secondary Waiting Area 1888



Figure 2.7: Temporal dynamics of interactions at frequent locations

(a) Shift 1 (b) Shift 2

(c) Shift 3 (d) Shift 4

(e) Shift 5 (f) Shift 6

(g) Shift 7



Chapter 3

Walk-based centrality measures

In this chapter, we present the network-based centrality measures that are utilized in this

work. Centrality measures are designed to capture some notion of ‘importance’ based on

the underlying structure of the connections between nodes in the network. The resulting

numerical values assigned to each node in the network can then be used to rank the nodes

relative to each other. This is an active area of research, and many different measures

have been proposed and studied in depth [18, 26, 59]. Different notions of importance are

emphasized by the various measures, and it is often the case that a node may rank highly

with respect to one measure, but not with respect to another. Centrality measures are

therefore used to provide some insight into the structural relationship between nodes, but

must always be interpreted with the underlying notion of importance in mind. The use

of different centrality measures on the same network can be instructive and the observed

differences can further enhance our understanding of the relationship between nodes in the

network.

We are motivated by examples in [52] and [75], which show that centrality measures based

on time-aggregated versions of temporal networks (as shown in Fig. 1.2) fail to adequately

capture important nodes. The work in [65] suggests that temporal correlations in network

29
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data should not be underestimated and that consequently, detecting important individuals

based on temporal structure may have a significant impact on targeted intervention strate-

gies. In [69] it was shown that while centrality measures on the time-aggregated network

(such as node degree, betweenness centrality, eigenvector centrality) can improve immu-

nization strategies, node strength, which measures the total time exposed to others, was

the most effective. These results illustrate the importance of utilizing temporal information

in the context of identifying key players in the contagion process.

Our work aims to bring recently developed temporal centrality measures into the analysis.

Temporal centrality measures provide a means of identifying important nodes based solely

on time-dependent network structure. While temporal centrality is a relatively young field

compared to its static counterpart, new measures are constantly being developed [39, 44,

75, 76]. We focus our attention on dynamic communicability introduced by Grindrod et

al. [37]. This is a generalization of Katz centrality [41] to the temporal setting. To

set the stage, we will first discuss Katz centrality in Section 3.1. The generalization to

dynamic communicability is described in Section 3.2, and in Section 3.3 we discuss the

class of walk-based centrality measures in which dynamic communicability belongs. We

will show that walk-based centrality measures can be expressed neatly as matrix functions

on the underlying adjacency matrices, which has the advantage of exploiting well-developed

numerical linear algebraic techniques for efficient and accurate computation. We emphasize

that the computation of centrality scores depends solely on the network structure and is

completely independent of any contagion process on the network.

3.1 Katz centrality

Consider a static, directed network on n nodes, with an associated n× n binary adjacency

matrix A, where Aij = 1 if and only if there is an edge between node i and node j. We

allow for Aij 6= Aji so that the adjacency matrix A may be non-symmetric. We will assume
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that there are no self-loops or multiple edges between nodes – such networks are sometimes

referred to as ‘simple’. While traditional Katz centrality [41] is typically computed on

an undirected network (where the underlying adjacency matrix A is symmetric), here we

discuss Katz’s method in generality where the edges of the network are associated with a

direction.

A walk on the network is a sequence of edges connecting nodes, where both nodes and

edges can be repeated. More formally, we define a walk on the network as follows:

Definition 3.1.1. A walk of length w from node v0 to node vw consists of a sequence of

nodes and edges v0, e1, v1, e2, . . . , ew, vw, such that for 1 ≤ i ≤ w, the edge ei has endpoints

vi−1 and vi. Equivalently, a walk may be specified as a sequence of nodes v0, . . . , vw where

for 0 ≤ i ≤ w − 1, the edge (vi, vi+1) is present in the network.

A walk is said to be closed if v0 = vw. We emphasize that in a walk as defined, it is

possible for ei = ej where i 6= j. That is to say, the same edge can be traversed multiple

times in a walk. This is in contrast to a path, where neither nodes nor edges can be reused.

Walks between nodes can be considered as means for communication or interaction. We

also place more emphasis on short walks as these are less prone to noise and can therefore

arguably transmit information more accurately. To quantify node i’s ability to communicate

with node j, we consider walks of all possible lengths between i and j, where longer walks

are proportionally downweighted. We will see that the resolvent of the matrix A captures

this information in a very natural way.

The resolvent of a matrix A is defined as (I −αA)−1, which exists provided 1/α /∈ σ(A),

where σ(A) denotes the spectrum of A. If in addition, α satisfies the condition 0 < α <

1/ρ(A), where ρ(A) is the spectral radius of A, the power series I+αA+α2A2+. . . converges

to the resolvent (I − αA)−1. This can easily be seen by multiplying the power series with
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(I − αA). We can therefore identify the resolvent with its power series representation

(I − αA)−1 = I + αA+ α2A2 + . . .+ αwAw + . . .

provided 0 < α < 1/ρ(A).

It is a well-known graph-theoretic fact that (Aw)ij counts the number of walks of length

w beginning at node i and ending at node j. The ijth entry of (I − αA)−1 is therefore a

measure of the number of walks starting at node i and ending at node j, where walks of

length w are downweighted by αw. Summing over all nodes j, we obtain a measure of how

well node i communicates, or broadcasts information to the network as a whole. Explicitly,

the broadcast centrality of node i is given by

[
(I − αA)−1 · 1

]
i

=
n∑
j=1

[
(I − αA)−1

]
ij

=
n∑
j=1

[
I + αA+ α2A2 + . . .

]
ij

= 1 + α (A · 1)i + α2
(
A2 · 1

)
i
+ . . .

where 1 is the vector of all ones, and (Aw · 1)i counts all possible walks of length w beginning

at i. Analogously, the jth entry of the column sums of (I−αA)−1 can be broken down into

a power series of terms of the form
n∑
i=1

(Aw)ij = (Aw · 1)j , each counting walks of length w

ending at node j, therefore providing a measure of node j’s ability to receive information

from the rest of the network.

In a directed network, the dual notions of broadcasting and receiving are given by the

row and column sums of the resolvent (I − αA)−1 respectively, for a suitable choice of the

parameter α. Clearly if the underlying network is undirected, as in the typical application

of Katz centrality, the corresponding adjacency matrix A is symmetric and there would be

no distinction between row and column sums of either A or powers of A, and hence also



33

of the resolvent (I − αA)−1. In other words, in an undirected network, since there is no

distinction between being at the starting or end point of a walk, there is correspondingly

no distinction between a node’s ability to either broadcast or receive information.

Observe that the bounds on α also force (I − αA)−1 to be non-negative, as I − αA is a

non-singular M -matrix. Hence, the row/column sums are positive and can thus be used for

ranking purposes. Heuristically, a node that is highly ranked according to Katz centrality

is one which is connected via ‘short’ walks to ‘many’ other nodes in the network. Note

that the terms ‘short’ and ‘many’ are relative: a node with the same number of walks to

the same number of nodes could have a very different ranking in another network. It is

important to bear in mind that the ranking of a node is intrinsically tied to the structure of

the network as a whole and therefore on the attributes of the other nodes in the network.

3.2 Dynamic communicability

Dynamic communicability is a centrality measure introduced by Grindrod, Parsons, Higham

and Estrada in 2011 [37], which generalizes Katz centrality to the dynamic setting. To see

this, we need to consider dynamic, or temporal, walks. Consider now a time-evolving

network on n nodes, which is represented by a sequence of adjacency matrices A[t] for

t = 1, . . . ,M , where t indexes the time-step. Each matrix A[t] is symmetric, so that the

network at each time-step is undirected.

Definition 3.2.1. A dynamic, or temporal, walk of length w from node v0 to node vw

consists of a sequence of nodes v0, . . . , vw and non-decreasing time-indices t1 ≤ t2 ≤ . . . ≤ tw

where for 0 ≤ i ≤ w − 1, (
A[ti]

)
vi−1,vi

= 1.

In other words, a dynamic walk is a sequence of edges connecting nodes, with the added

requirement that the subsequent edge must come from either the same time-step as the
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preceding edge, or any time-step thereafter. Note that we do not require the edges to come

from either consecutive, or completely distinct time-steps. The only requirement is for the

time-indices of the edges to be non-decreasing. This is imperative, as, in the words of [37],

it is this condition which ensures that the walk respects ‘the arrow of time’ and is therefore

dynamic in a physically legitimate sense.

Recall that in the static case (where M = 1), (Aw)ij counts the number of walks of length

w beginning at node i and ending at node j. Analogously, it is easy to see that

(
A[t1]A[t2] . . . A[tw]

)
ij

counts the number of dynamic walks between node i and j, where the kth edge in the walk

comes from A[tk]. Note that even though the base matrices are symmetric, the product

A[t1]A[t2] . . . A[tw] is not. In physical terms, this translates to the fact that a dynamic walk

from i to j does not guarantee a dynamic walk from j to i.

Analogous to Katz centrality, we will use the matrix resolvents to succinctly summarize

dynamic walk information in the following way. For the sake of argument, consider the case

where M = 2 and let α be an appropriate constant. Then

(
I + αA[1] + α2

(
A[1]

)2

+ . . .

)(
I + αA[2] + α2

(
A[2]

)2

+ . . .

)

has the following terms containing α3

α3

(
A[1]

)3

+ α3

(
A[2]

)3

+ α3

(
A[1]

)2

A[2] + α3A[1]

(
A[2]

)2

and these contain all the information about dynamic walks of length 3. The first term counts

walks where all three edges occur at the first time-step; the second term counts walks where

all three edges occur at the second time-step; the third term counts walks where the first
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two edges occur at the first time-step and the third edge occurs at the second time-step;

the last term counts walks where the first edge occurs at the first time-step and the next

two edges occur at the second time-step. Therefore, for an arbitrary number of time-steps

M ≥ 2, by expressing the resolvent of each matrix as a power series, we see that all products

of the form

αwA[t1]A[t2] · · ·A[tw]

where w ≥ 1 and t1 ≤ t2 ≤ . . . ≤ tw are contained in the product

Q :=
(
I − αA[1]

)−1 (
I − αA[2]

)−1
· · ·
(
I − αA[M ]

)−1
. (3.1)

Q is called the dynamic communicability matrix. For the power series representation to

converge, we require that for 1 ≤ t ≤M ,

0 < α <
1

max
t
ρ(A[t])

.

Observe that all dynamic walk information is now summarized into a single matrix Q.

Qij can be interpreted as a weighted count of dynamic walks of all possible lengths from

node i to node j, where walks of length w are downweighted by the factor αw. This is a

measure of ‘dynamic communicability’ between node i and node j, with node i being the

broadcaster and node j being the receiver. Summing over all receivers j, we obtain

n∑
j=1

Qij =

(
Q · 1

)
i

which is a measure of how well node i broadcasts information to the rest of the network

as a whole. The row sums therefore provide a notion of broadcast centrality. On the other
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hand,
n∑
i=1

Qij =

(
QT · 1

)
j

is a measure of how well node j receives information from all other nodes in the network,

and therefore provides a notion of receive centrality.

Definition 3.2.2. Given the dynamic communicability matrix as defined in Eq. (3.1), the

vector of broadcast centralities, denoted BC, is given by

BC = Q · 1,

while the vector of receive centralities, denoted RC, is given by

RC = QT · 1.

The matrix Q is therefore able to capture dual notions of broadcasting and receiving.

We reiterate that Q is in general not symmetric, therefore the row and column sums are

in general different from each other. We also point out that because the base matrices A[t]

are symmetric, the resolvents (I − αA[t])−1 are also symmetric. Furthermore, since for any

square matrix A,
(
A−1

)T
=
(
AT
)−1

, we have

QT =

((
I − αA[1]

)−1 (
I − αA[2]

)−1
· · ·
(
I − αA[M ]

)−1
)T

(3.2)

=
(
I − αA[M ]

)−1 (
I − αA[M−1]

)−1
· · ·
(
I − αA[1]

)−1
.

In other words, broadcast and receive centralities are related by a reversal of the time

ordering.

Synthetic examples in [37] and [52] illustrate that BC and RC measures perform better

than aggregated measures in identifying nodes with time-sensitive links as important. The
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term dynamic communicator coined in [52] refers precisely to the nodes which rank highly

in the dynamic sense but do not stand out in a snapshot or aggregate view of the network.

3.2.1 Limit as α→ 0

Consider a two-term product of the form

(
I − αA[1]

)−1 (
I − αA[2]

)−1

=

(
I + αA[1] + α2

(
A[1]

)2
+ α3

(
A[1]

)3
+O(α4)

)(
I + αA[2] + α2

(
A[2]

)2
+ α3

(
A[2]

)3
+O(α4)

)

=I + α
(
A[1] +A[2]

)
+ α2

(A[1]
)2

+
(
A[2]

)2
+ A[1]A[2]︸ ︷︷ ︸

asymmetry

+O(α3).

Generalizing to products with M terms, we can write the communicability matrix Q as

Q =
(
I − αA[1]

)−1
. . .
(
I − αA[M ]

)−1
= I + α

(
M∑
t=1

A[t]

)
+O(α2)

and so

BC = Q · 1 = I · 1 + α

(
M∑
t=1

A[t]

)
· 1 +O(α2).

Shifting by 1 and scaling by the constant α, we have

BC − 1
α

=
Q · 1− 1

α
=

(
M∑
t=1

A[t]

)
· 1︸ ︷︷ ︸

AD

+O(α). (3.3)

Observe that the first term on the RHS ranks nodes based on the degree of the aggregated

matrix
M∑
t=1

A[t]

which we term aggregate degree, abbreviated by AD. Since a shift and scale of the BC

vector will not change the associated BC rankings, Eq (3.3) means that as α → 0, BC
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rankings should theoretically converge to AD rankings. A similar argument shows that the

same is true for RC rankings. We will use this fact as a test for the numerical accuracy

of our results, as well as to inform our choice for the parameter α. Recall that α must be

chosen so that

0 < α <
1

max
t
ρ(A[t])

.

We aim to choose α sufficiently far away from 0 so that we do not merely replicate aggregate

degree. On the other hand α cannot be too close to upper limit, as in this case, the matrix

I−αA[t] for which the maximum spectral radius is attained will be close to singular, and the

entries of its inverse will dominate the computation of Q. In this regime, the computation

of Q will be sensitive to small changes in α.

3.2.2 Possible modifications

As discussed in [37], in order to eliminate the possibility of long walks, or closed walks such

as i 7→ j 7→ i taking place within a single time-step, we may enforce the walks to use at

most one link per time window by using this modified version of Q where each term in the

product is a first-order approximation of the matrix resolvent:

Q = (I + αA[1])(I + αA[2]) . . . (I + αA[M ]).

This contains all products of the form αwA[t1] . . . A[tw] where t1 < . . . < tw are all distinct.

This modification may be appropriate in ultra-high frequency regimes, where the length of

each time window is so small that it is physically unfeasible for information to pass through

more than one edge per time step.

It is reasonable to think that walks that started recently are more important than walks

that started long ago. Based on this motivation, Grindrod and Higham [35] developed a

formulation which controls for the history of walks. That is, in addition to downweighting



39

walks based on length, walks are also downweighted based on time of origin. The formulation

is based on a matrix iteration of the form

S[k] = (I + e−b∆tkS[k−1])(I − αA)−1.

Most recently, the same authors present a dynamical systems view of dynamic communica-

bility [36] which generalizes to continuous time:

S(t+ δt) = (I + e−bδtS(t))(I − αA(t+ δt))−δt − I.

3.2.3 Data studied

Dynamic communicability has been studied on telecommunication data (MIT [37]) and

email data (Enron [37], [52]). It has also been used to characterize learning in the human

brain [51]. We would like to study BC/RC measures in the context of disease spread on

a person-to-person contact network. In particular, we want to see how a seed node’s BC

ranking/measure is related to epidemic outcome. We point out that [53] studies the same

measure, dynamic communicability, in relation to contagion on a temporal network. Our

work differs in the methodology of the infection simulation, as well as in the use of regression

to analyze the resulting simulation output. Additionally, the network studied in [53] is based

on email communication, on which the notion of epidemic spread is inherently different from

that of a proximity-based contact network. In [60], dynamic communicability was used to

find a subset of nodes to maximize influence on the SocioPatterns hospital ward dynamic

contact network. Our work does not focus only on the highly central nodes, but aims to

evaluate the overall effect of dynamic communicability on epidemic outcome.
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3.2.4 Relationship with the matrix exponential

We point out that the matrix exponential

eA = I +A+
1

2!
A2 +

1

3!
A3 + . . .

provides another walk-based centrality measure which is in principal identical to (static)

Katz centrality described in 3.1. In the temporal setting, one can use the matrix expo-

nential instead of the matrix resolvent to compute a measure of dynamic communicability

[27]. The rationale of downweighting long walks remains, with the difference lying in the

downweighting factors themselves: 1/w! versus αw. By replacing the matrix resolvents with

matrix exponentials, we obtain another walk-based measure in the following way:

Q̃ = eA
[1]
eA

[2] · · · eA[M ]
. (3.4)

One difficulty that arises with using the matrix exponential is that the downweighting factor

of 1/w! typically penalizes walks of length w much more severely than αw. In the static

case where there is only one adjacency matrix A, this property can be useful in revealing

more information about mid-ranking nodes the network [34]. However, in the dynamic case,

when there are many adjacency matrices to work with, the severe downweighting of long

walks may lead to an inability to distinguish between nodes. Preliminary experiments on

our data set are indicative of this: Normalization during the computation of Q̃ (see Section

4.1.1) results in the majority of nodes with broadcast centrality close to zero, and only two

nodes with non-zero values (see Section 4.2). On the other hand, dynamic communicability

based on the matrix resolvent was able to clearly distinguish about 20 nodes which had

broadcast centrality significantly different from zero.
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A possible remedy is to include a tuning parameter β in the matrix exponential as follows:

eβA = I + βA+
β2

2!
A2 + . . . .

The parameter β can be viewed, from a thermodynamical point of view, as a form of

inverse temperature of the system [27]. Since β has no upper bound (unlike α in dynamic

communicability), the factor βk/k! can potentially give longer walks more weight than αk. It

may be of interest to perform a comparative study of the results obtained by both methods.

We will leave this for future work: in the rest of this paper, we discuss results based on the

resolvent-based formulation as expressed in Eq. (3.1).

Reference [37] explains the relationship between the dynamic communicability matrix Q

and the matrix exponential in the following way: Suppose that there is a physical constraint

limiting the length of time during which information can be collected. If we narrow the time

windows beyond this point, so that we end up with a contiguous collection of K identical

adjacency matrices A, there arises, in the computation of Q, a term of the form

(I − αA)−K .

In this limit, suppose we allow the downweighting parameter α to scale inversely with the

length of the time window. Then we see that Q contains a quantity of the form

lim
K→∞

(
I − α

K
A
)−K

= exp(αA).

We see therefore that the matrix exponential arises in this way only when the length of the

time window is shorter than the time required to capture new information.
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3.3 Classes of centrality measures

We have seen in Section 3.2.4 that the matrix resolvent (I−αA)−1 and the matrix exponen-

tial eβA are two matrix functions that succinctly capture walk-based information on static

networks, and the same principles generalize naturally to the temporal setting.

In the static case, where there is only one adjacency matrix A, much work has been devel-

oped on centrality measures based on these walk-based interpretations of matrix functions.

E. Estrada developed the concept of subgraph centrality [28] which is based on the diagonal

entries of eA. The trace of eA is sometimes referred to as the Estrada Index [23]. The row/-

column sums of eA were introduced by M. Benzi and C. Klymko in [15] as a measure called

total communicability. In [4], F. Arrigo and M. Benzi used the resolvent formulation (i.e.,

Katz centrality) on a directed network to obtain the notions of broadcasting and receiving.

A natural question that needs to be addressed is the choice of the parameters α and β.

It has been shown by M. Benzi and C. Klymko in [16] that as α approaches 0, Katz-based

node rankings converge to degree-based rankings. On the other hand, as α approaches the

upper limit of 1/ρ(A), Katz-based rankings converge to rankings produced by eigenvector

centrality. A similar result is shown for node rankings based on total communicability. The

relationship between these various centrality measures is shown heuristically in the following

way:

Table 3.1: Relationship between various walk-based measures

α→ 0 α→ 1/σ(A)

degree ←−
[
(I − αA)−1 · 1

]
i −→ eigenvector[

eβA · 1
]
i

β → 0 β →∞

Eigenvector centrality of a node i can be interpreted as the proportion of infinite walks

beginning at node i relative to walks beginning at all other nodes in the network (see [26]

p 127 and [22]), and can thus be considered a measure of node i’s global influence. We can
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therefore think of α as a tuning parameter between local (degree) versus global (eigenvector)

influence.

These results on static networks lead to a natural classification of centrality measures

based on walks versus centrality measures based on paths, where the distinction lies in the

fact that nodes and edges can be repeated in a walk, but not in path. The relationships

described in Table 3.1 allow us to consider the aforementioned centrality measures such

as degree, Katz, eigenvector, total communicability and subgraph centrality, as belonging

to the class of walk-based centrality. This is in contrast to path-based measures such as

betweenness and closeness centrality ([59]).

Since a walk is allowed to re-use the same edge an arbitrary number of times, an edge

between two nodes counts as a closed walk of length 2, 4, 6, . . ., ad infinitum. However,

since longer walks are naturally penalized, such pathological realizations do not appear

to have much effect in practice. The convenient walk-based expressions based on matrix

functions also present computational elegance and ease not available to path-based centrality

measures, which are typically computationally intensive, and particularly so in the temporal

setting [44]. It is also arguable that contagion on a network does not necessarily follow

shortest paths. Diseases, in particular, spread by contact and it is conceivable that in

this context, walks form a more realistic trajectory than shortest-paths. While it has been

shown, in the static case, that betweenness centrality correlates the strongest with epidemic

outcome ([31, 69, 71]) compared to degree and eigenvector centrality, other walk-based

measures are not often used in the context of contagion processes. Because the temporal

analogue of betweenness centrality is prohibitively expensive to compute [17, 44], this work

is not a comparative study between temporal walk-based centrality and temporal path-

based centrality. We do not claim that dynamic communicability outperforms temporal

betweenness centrality; rather, this work aims to showcase these techniques based on matrix

functions to network scientists in other fields who may not be fully cognizant of these
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methods developed by mathematicians.

Recall that aggregate degree, AD, ranks nodes according to the degree of the aggregated

matrix
M∑
t=1

A[t]. We can binarize the aggregated matrix by replacing any non-zero entry by

1: the resulting binarized matrix has ij-th entry equal to 1 if and only if there exists at least

one time step during which nodes i and j were connected. The degree based on the binarized

matrix, denoted BD (for binarized degree), therefore ranks nodes solely on the number of

distinct contacts made over time, while disregarding all temporal information. Additionally,

degree can be viewed as a walk-based measure, where only walks of length 1 are considered.

In contrast, AD takes into consideration the duration of pairwise interactions in the ranking

procedure, but ignores their temporal ordering. Dynamic communicability, on the other

hand, relies heavily on the temporal ordering of edges to determine the importance of a node.

To do so, the product of matrix functions is used to determine centrality, and the discussion

in Section 3.2.1 shows that the analogous left-hand limit of Table 3.1 in the temporal setting

is AD, suggesting that BC and RC measures based on dynamic communicability can be

viewed as more nuanced versions of AD, taking into account walks of length > 1. (There

is no obvious analogy to the right hand limit of Table 3.1.) These measures, BD, AD and

BC/RC, can therefore be viewed as walk-based centrality measures in increasing temporal

complexity, with BD containing no temporal information, AD containing only information

regarding the total duration of contacts between nodes, and BC/RC containing the most

nuanced temporal information based on the temporal ordering of contacts. The question

we seek to answer is this: does the increasing complexity of these measures add value to

our understanding of how contagion spreads on the network?



Chapter 4

Dynamic communicability applied

to the data

In this chapter we present the results of dynamic communicability applied on the temporal

network described in Chapter 2. We work with the contact data of Shift 1 (see Table 2.1).

A total of 107 participants agreed to take part in the study, out of which 33 were staff and

74 were patients. An additional 24 patients were in the ED during that time but did not

participate in the study.

4.1 Robustness in the choice of α

Recall that the computation of dynamic communicability as defined in Eq. (3.1) requires a

choice of the parameter α, where

0 < α <
1

max
t
ρ(A[t])

= αmax.

For the data based on Shift 1, αmax = 0.072. In other words, maxk ρ
(
A[t]
)
≈ 14 is a lower

bound for the maximum degree over all time steps, as illustrated in Figure 2.2. In this

45
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section we present the results obtained for the following choices of α:

α1 = 0.25 ∗ αmax

α2 = 0.50 ∗ αmax

α3 = 0.75 ∗ αmax

α4 = 0.85 ∗ αmax.

4.1.1 Computational Note

Broadcast and receive centrality scores based on dynamic communicability (as defined in

Def. 3.2.2) can be computed in two ways:

• Method I: Compute Q explicitly, for example, as suggested in [37], using an iteration

of the form

Q̂[t] =
Q̂[t−1]

(
I − αA[t]

)−1

‖Q̂[t−1]
(
I − αA[t]

)−1 ‖
, t = 1, 2, . . . ,M,

where Q[0] is the identity matrix, then compute the row and column sums to obtain

BC and RC measures.

• Method II: Compute BC and RC measures directly using an iteration of the form

BC [t] =

(
I − αAM+1−t)−1 ·BC [t−1]

‖ (I − αAM+1−t)−1 ·BC [t−1]‖
, t = 1, 2, . . . ,M,

where BC [0] = 1. A similar form (using the transpose of the resolvents) is used to

compute RC measures.

In both methods, normalization is used to avoid under- or overflow in the computations.

Here we use the Euclidean 2-norm, although any matrix norm is applicable. Note that while
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normalization changes the absolute values of the centrality measures, it does not change

the overall rankings of the nodes.

Table 4.1: Computation times for Method I and Method II

choice of α Method I (in sec) Method II (in sec)

0.25 ∗ αmax 8.20 0.70 (×2 = 1.40)

0.50 ∗ αmax 17.88 0.79 (×2 = 1.58)

0.75 ∗ αmax 9.83 0.71 (×2 = 1.42)

0.85 ∗ αmax 9.54 0.74 (×2 = 1.48)

Computations were done using Matlab. For Method I we use mrdivide which solves

systems of linear equations of the form xA = B; for Method II we use backslash which

solves a linear system of the form Ax = b. Table 4.1 shows that Method II is an order of

magnitude faster than Method I. However, because the first iteration of Method II uses the

resolvent of the last adjacency matrix A[M ], in applications where one needs to compute

the BC and RC rankings dynamically, Method I is more appropriate.

It is interesting to note that the computation times depend on α. We do not have an

explanation for this behavior.

Both methods yield quantitatively similar results according to multiple measures, as

shown in Table 4.2. By manual inspection we noticed that the differences in BC rankings

occurred at the low-ranked nodes, while the differences in RC rankings for α = 0.5 ∗ αmax

occurred in the second third of the lists, which explains the low Kendall correlation.

In the following sections, where we study the BC/RC measures computed at the end of

the shift, we present the results based on the faster method, Method II. In Section 4.4,

temporal dynamics of the rankings are computed using Method I.
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Table 4.2: Comparisons of results using Method I and Method II

different values of α 0.25 0.50 0.75 0.85

corr(BC) 1.0000 1.0000 1.0000 1.0000

corr(BCranks) 1.0000 1.0000 0.9968 0.9979

kcorr(BCnodes) 1.0000 1.0000 0.8286 0.8551

isim(BCnodes) 0.0000 0.0000 0.0049 0.0039

Top 10 intersection (BC) 10 10 10 10

Top 5 intersection (BC) 5 5 5 5

corr(RC) 1.0000 1.0000 1.0000 1.0000

corr(RCranks) 1.0000 0.9180 0.9999 1.0000

kcorr(RCnodes) 1.0000 0.5909 0.9496 0.9806

isim(RCnodes) 0.0000 0.0483 0.0223 0.0031

Top 10 intersection (RC) 10 10 10 10

Top 5 intersection (RC) 5 5 5 5

4.1.2 BC and RC measures

For interpretative ease, we point out that nodes labeled 1-33 are staff, and nodes labeled

34-107 are patients. We emphasize that the role of centrality metrics is first and foremost

to provide a means to rank nodes relative to each other; the numerical values themselves

may not be directly interpretable.

From Figure 4.1 we see that most BC and RC measures are close to zero, irrespective of

α. Although BC and RC measures cannot be exactly zero (if so, Q must have an entire

row or column of zeros which is impossible since Q is an invertible matrix), normalization

at each iteration in the computation of Q is likely to result in very small values.

The RC measures exhibit a curious feature: regardless of α, the same seven nodes have

non-negligible RC measure, and they all have the same magnitude, agreeing to many decimal

places. We point out that these nodes are registered nurses (RN). Since RN’s are typically

the last people that patients see before leaving the ED, it is conceivable that RN’s are often

at the receiving ends of walks, which explains why the method ranks them as high receivers.
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Figure 4.1: BC and RC measures (Shift 1) associated with different values of α. There is
one data point per node; the horizontal axis is the node ID label. Nodes labeled 1-33 are
staff and nodes labeled 34-107 are patients.

(a) BC (b) RC

Figure 4.2a plots the RC measures for α1 = 0.25∗αmax when Q is not normalized. (There

is overflow for α = α2, α3, α4.) The same behavior is observed, ruling normalization out as

an explanation for the highly skewed distribution of the RC measures. We conclude that

from a ‘receiving’ point of view, the same seven RN’s are particularly distinct compared to

the other nodes in the network, but are indistinguishable from each other. Further analysis

on other attributes of these nodes is required to shed more light on why this is the case,

which we leave for future work.

We point out that aggregating the base matrices A[k] into longer time frames resulted in

better distinction among the top 20-30 RC nodes, as shown in Figure 4.2b. Note, however,

that the top seven nodes remain the same, and furthermore, high RC nodes are typically

staff (nodes 1-33).
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Figure 4.2: RC measures (Shift 1) under different constraints. There is one data point
per node; the horizontal axis is the node ID label. Nodes labeled 1-33 are staff and nodes
labeled 34-107 are patients

.

(a) RC measures without normalization
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(b) RC measures when adjacency matrices are aggre-
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4.1.3 Comparison of node rankings

We consider the node rankings obtained based on BC and RC measures. Nodes are ranked

from highest to lowest in descending order of the measures; the node with largest measure

has rank 1. For each value of αi for i = 1, . . . , 4, we have a corresponding list of rankings

lαi where

lαi(k) := ranking of node k when α = αi.

For visual reference, partial lists are shown in Appendix A. The (i, j)-th position in Figure

4.3a plots lαi versus lαj , where the rankings are based on BC measures. In Figure 4.3b we

plot lists of rankings based on RC measures. The Pearson correlations corresponding to

these plots are shown in Table 4.3c. We point out that Pearson correlation on these lists

of rankings is the same as Spearman correlation on the lists of BC/RC measures, with the

caveat that here, a large measure is associated with a small rank.
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In Figure 4.4, we see that the rankings obtained for α = α1, α2, α3, α4, are relatively

robust and furthermore, the chosen values for α are far enough from the limit α → 0,

so that the rankings are significantly different from those based on AD. Noisy behavior for

low-ranked RC nodes is probably due to the small values of the RC measures: small changes

can lead to drastic changes in rankings among low-ranked nodes.

Figure 4.3: Comparisons of node rankings for different values of α. Rankings according
to BC are shown in 4.3a and rankings according to RC are shown in 4.3b. The (i, j)-th
position plots the rankings associated with αi versus αj , for i, j = 1, . . . , 4. Associated
Pearson correlation coefficients are shown in 4.3c.
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(c) Associated Pearson correlation

α1 v α2 α1 v α3 α1 v α4 α2 v α3 α2 v α4 α3 v α4

BC 0.9946 0.9913 0.9892 0.9982 0.9968 0.9986

RC 0.9164 0.8365 0.7765 0.9422 0.8919 0.9552

From Figure 4.5 we also see that patients tend to be, on average, slightly better broad-

casters than staff. As mentioned, the fact that high receivers are predominantly staff is not

surprising, given their roles in the ED: Staff are well-placed to be at the receiving ends of

dynamic walks.
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Figure 4.4: Spaghetti plots display a line for each node connecting the rankings obtained for
the different values of α. The closer the line is to horizontal, the more similar the rankings
are to each other. Rankings based on aggregate degree (AD) are labeled α = 0.
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Figure 4.5: Comparison of rankings between staff and patients. We report the average
ranks over α1, . . . , α4. On each box, the horizontal line is the median, the edges of the box
are the 25th and 75th percentiles, the whiskers extend to the most extreme data points not
considered outliers, and outliers are plotted individually.

(a) Mean BC ranks (b) Mean RC ranks
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4.1.4 Comparison of nodes in ranked order

Consider lists of nodes in ranked order. Explicitly, for each value of αi for i = 1, . . . , 4, we

have a corresponding list of nodes tαi where

tαi(k) := node that has rank k when α = αi.

Partial lists are shown in Appendix B. We compute Kendall correlation and intersection

distance isim [29] as quantitative ways to assess similarity between the lists. Small values

of isim ∈ [0, 1] are indicative of strong similarity between lists. These are shown in Table

4.3 and Table 4.4.

Table 4.3: Kendall correlation between lists of nodes in ranked order.

a1 v a2 a1 v a3 a1 v a4 a2 v a3 a2 v a4 a3 v a4

BC 0.2449 0.1963 0.1825 0.5204 0.4579 0.7366

RC 0.3871 0.2918 0.2721 0.7411 0.6805 0.8173

Table 4.4: Intersection distance (isim) between lists of nodes in ranked order. Values of
isim close to 0 are indicative of strong similarity between lists.

α1 v α2 α1 v α3 α1 v α4 α2 v α3 α2 v α4 α3 v α4

BC 0.0330 0.0518 0.0561 0.0260 0.0305 0.0060

RC 0.0749 0.0999 0.1286 0.0610 0.0784 0.0525

4.2 Dynamic communicability based on the matrix exponen-

tial

We compute a version of dynamic communicability based on the matrix exponential as

defined in Eq. (3.4). BC and RC measures obtained are shown in Figure 4.6. We see that

BC measures based on the matrix exponential are less able to distinguish between the top 20
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nodes. In Figure 4.7 the resulting rankings are shown in comparison to the resolvent-based

formulation of Q. The rankings obtained appear to be fairly similar, differing mostly in the

low-ranking nodes.

Figure 4.6: Dynamic communicability based on the matrix exponential (Shift 1). There is
one data point per node; the horizontal axis is the node ID label. Nodes labeled 1-33 are
staff and nodes labeled 34-107 are staff.
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4.3 Convergence to aggregate degree (AD)

Recall that as α → 0, both BC and RC rankings should converge to AD rankings (see

Section 3.2.1). We present the results for small values of α approaching zero, and in Table

4.5 we see that according to various measures, BC and RC rankings do indeed approach

AD rankings1. This provides added assurance that in spite of the fact that the computed

BC and RC measures are numerically tiny, the rankings obtained are nonetheless correct.

1In Table 4.5 we observe an initial drop in Kendall correlation between nodes ranked according to AD
versus RC (see % αmax = 0.005). Since the correlation values are at the low end (0.25, 0.20), this anomaly
is probably due to a small change in the number of discordant versus concordant pairs, and is in itself not
a significant departure from the overall trend of convergence.
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Figure 4.7: Comparison of node rankings between dynamic communicability based on the
resolvent versus the matrix exponential
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Table 4.5: Convergence to AD: Comparisons of AD, BC, RC node rankings for α approach-
ing zero. Pearson correlation (corr) compares lists of node rankings. Intersection distance
(isim) and Kendall correlation (kcorr) compare lists of nodes in ranked order. We also
report the number of nodes in common among the top 10 and top 5.

% αmax 0.01 0.005 10−4 10−5 10−6 10−7 10−8

corr(AD,RC) 0.74735 0.932258 0.998119 0.999951 0.999990 0.999990 0.999990

corr(AD,BC) 0.636092 0.80269 0.997962 0.999951 0.999990 0.999990 0.999990

corr(RC,BC) 0.270381 0.675454 0.99615 0.999892 0.999980 0.999980 0.999980

Top 10 intersection 4 4 7 10 10 10 10

Top 5 intersection 2 3 3 5 5 5 5

isim(AD,RC) 0.219576 0.135918 0.034806 0.002072 0.000091 0.000091 0.000091

isim(AD,BC) 0.250046 0.178938 0.028027 0.001529 0.000123 0.000123 0.000123

isim(RC,BC) 0.364357 0.250965 0.051588 0.003602 0.000214 0.000214 0.000214

kcorr(AD,RC) 0.251984 0.19873 0.435373 0.877623 0.965086 0.965086 0.965086

kcorr(AD,BC) 0.115147 0.343326 0.348968 0.986598 0.989773 0.989773 0.989773

kcorr(RC,BC) 0.119732 0.253747 0.299242 0.864927 0.955563 0.955563 0.955563
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Figure 4.8: Convergence to AD: Comparisons of AD, BC and RC node rankings for α
approaching zero.
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4.4 Temporal dynamics of node rankings

In Figure 4.10 we show the temporal evolution of centrality-based rankings. We look at

the top 10 nodes determined (at the end of the shift) by broadcast centrality (BC), re-

ceive centrality (RC), aggregate degree (AD) and binarized degree (BD). To compute the

BC/RC rankings at each time step, we use Method II as discussed in Section 4.1.1. For
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Figure 4.9: Convergence to AD: Spaghetti plots of node rankings based on AD, BC and RC
for different values of α approaching zero. The closer the lines are to horizontal, the more
similar the AD, BC and RC-based rankings are to each other.
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comparison, we show the results over all 7 shifts. While there are shift-specific variations,

some stabilization patterns are consistently observed over all 7 shifts. BC rankings stabilize

very early on in the shift, suggesting that early arrivals have a substantial advantage in

developing time-respecting walks. This empirical result is in agreement with the work in

[21] which showed analytically that broadcast scores increases exponentially with time. RC

ranks, on the other hand, stabilize late in the shift, which means that a late arrival can still
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become a high receiver in a short amount of time. This duality in behavior of BC and RC

rankings is also consistent with the fact that they are related by a reversal in time-ordering,

as described by Eq. (3.2). AD rankings stabilize in a monotone fashion, while BD rankings

are more erratic.



Figure 4.10: Dynamic rank changes of top 10 centrality nodes. Per shift we plot the temporal
evolution of rankings based on broadcast centrality (BC), receive centrality (RC), aggregate
degree (AD) and binarized degree (BD). Only the top 10 nodes (determined at the end of
the shift) are shown.

(a) Shift 1 (b) Shift 2

(c) Shift 3 (d) Shift 4

(e) Shift 5 (f) Shift 6

(g) Shift 7



Chapter 5

Interactions between top-ranked

nodes

In this chapter we examine the interactions between top-ranked nodes determined by broad-

cast and receive centrality measures computed at the end of the shift. When and where do

these top-ranked nodes meet? We work with contact data based on Shift 7 (see Table 2.1).

A total of 126 participants agreed to take part in the study, out of which 35 were staff. An

additional 42 patients were in the ED during that time but did not participate in the study.

Let top10BC denote the set of top 10 nodes ranked according to broadcast centrality

(BC), and analogously for top10RC. Consider

X = top10BC \ top10RC

Y = top10RC \ top10BC

Z = top10BC ∩ top10RC

For Shift 7, we have X = {3, 12, 23, 28, 33, 92}, Y = {11, 17, 24, 30, 32, 35} and Z =

{4, 5, 7, 8} (not in order of centrality). There are 16 distinct nodes in X ∪ Y ∪ Z, out

60
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of n = 126 nodes in total. Note that there is only 1 patient present among these top-

ranking nodes: node 92. It is also worth pointing out that nodes in Z (high broadcasters

and high receivers) are staff members not including RN’s (for example, adminstrative staff),

while all nodes in Y apart from node 11 are RN’s.

5.1 Z analysis

In this section we examine the interactions between nodes in Z = {4, 5, 7, 8}. Consider the

network induced by Z nodes – this is the (sub)-network of interactions between Z nodes

only. In Figure 5.1a we plot the degree distribution of this induced network, and we see that

among this group of nodes, their interactions with each other are of a similar magnitude.

Figure 5.1b plots the time-evolution of these interactions.

Figure 5.1: Interactions between Z nodes

(a) Degree of Z nodes in the induced network (b) Temporal evolution of induced degree

Observe that
(

4
2

)
= 6 is the maximum number of pairwise interactions between 4 nodes,

therefore, if at any time step, if this maximum is attained, all 4 nodes must be in the same

location at the same time. Such interactions are termed concurrent. Figure 5.1b shows that

many of the Z interactions are concurrent, that is, all four Z nodes are simultaneously in
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Figure 5.2: Locations of Z interactions

(a) Number of interactions per location. Concurrent
interactions are those which involve all nodes in Z, and
take place at the same time and place.

(b) Location description

Location Description Type Area (sqft)

88 Triage & Registration Patient Care 282

92 ED Waiting Area Primary Waiting Area 1888

77 Staff Break Area Administrative Support 695

74 Office Area Administrative Support 938

the same location for much of the shift. In Figure 5.2a, we see that concurrent interactions

only take place at location 88 (Triage/Registration). All other locations at which Z nodes

interact are described in Table 5.2b.

5.2 XY analysis

Recall that X = {3, 12, 23, 28, 33, 92} and Y = {11, 17, 24, 30, 32, 35}. Consider interactions

between X and Y (also denoted as ‘XY interactions’). Note that we consider only edges

of the form (x, y) where x ∈ X and y ∈ Y . The inter-group degree of a node in X is the
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number of interactions it has with nodes in Y , and similarly for the inter-group degree of

nodes in Y . Figure 5.3a plots the inter-group degree of each node. Observe that nodes 33

and 92 (both in X) do not interact with nodes in Y . In Figure 5.3b we show the evolution

of inter-group degree over time.

Figure 5.3: Interactions between X and Y . Only edges of the form (x, y) where x ∈ X and
y ∈ Y are considered.

(a) Inter-group degree (b) Temporal evolution of inter-group degree

Figure 5.4a shows that the majority of XY interactions occur in location 88 (triage &

registration) and location 77 (staff break area). A small number of them occur in location

92 (ED waiting area). In Figure 5.4b we plot the number of distinct nodes appearing at

each of these locations. We see that while 6 distinct nodes make an appearance at location

92, they do so rarely in comparison to the other locations. Descriptions of these locations

are shown in Figure 5.4c. The temporal dynamics of interactions can also be decomposed

by location, as shown in Figure 5.5.

Figure 5.6a plots the frequency of the number of interactions at each time step. We see

that at each time step, there are at most 12 interactions, while groups of 6 interactions

occur the most frequently. The interactions shown in Figure 5.6a take place at the same

time step, but may be spread out over different locations. For example, suppose there are
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Figure 5.4: Locations of XY interactions

(a) Number of interactions per location (b) Number of nodes per location

(c) Location description

Location Description Type Area (sqft)

88 Triage & Registration Patient Care 282

77 Staff Break Area Administrative Support 695

74 Office Area Administrative Support 938

76 Office Area Administrative Support 708

92 ED Waiting Area Primary Waiting Area 1888

6 interactions at time t: 4 of these may be in location 88 while 2 are in location 74. To

get a better idea of how these interactions are spread out in the ED, we consider groups

of interactions of the same count (from 1 to 12), which in addition, a) take place over

a contiguous length of time I; b) involve the same group of nodes throughout I; and

c) occur in the same location (which may change during I). Such groups of interactions

can be viewed as ‘communities’, since they involve a fixed group of nodes and take place

in the same location, over an extended length of time I. Note that we do not take into

consideration the length of interval I: every contiguous time interval, during which a fixed

group of nodes interacted, is treated the same, regardless of length. The distribution of



Figure 5.5: Temporal dynamics of XY interactions per location

(a) All locations (b) 88: Triage & registration

(c) 77: Staff break area (d) 74: Office area

(e) 76: Office area (f) 92: ED waiting area
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such communities per location is shown in Figure 5.6b. This shows us that, for example,

out of all 6-interaction groups, almost half take place in different parts of the ED.

Figure 5.6: XY -group interactions over time and space

(a) Distribution of interactions per time-step (b) Distribution of ‘communities’ per location

It may also be of interest to examine the lengths of contiguous time-interval I associ-

ated with each interaction-group, as shown in Figure 5.7. In Figure 5.7a, the locations

associated with these interactions are not unique, while in Figure 5.7b, we consider only

group-interactions that take place at a unique location. For example, Figure 5.7b shows

us that among ‘communities’ involving 6 interactions, the median length of contiguous

interaction time is about 180 time-steps.
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Figure 5.7: Distributions of contiguous interaction time. On each box, the horizontal line is
the median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to
the most extreme data points not considered outliers, and outliers are plotted individually.

(a) Group-interactions irrespective of location (b) Location-specific group-interactions



Chapter 6

Measures of virulence

We simulate contagion processes on the contact network described in Chapter 2 and ex-

amine the epidemic effect associated with each node as the initial source of infection. Our

approach therefore departs from typical contagion modeling on networks, which aims to

quantify the spreading capability of the network as a whole. (Often, a subset of nodes

is chosen at random from which the infection is seeded [65, 31].) More importantly, the

dynamic nature of the contact information as described in Chapter 2 allows us to explic-

itly utilize empirically observed interactions in the contagion process. This is in contrast

to traditional epidemic processes on static networks [32, 57, 61], where edges represent-

ing potential disease-spreading contacts are considered present and unchanging over time.

Consequently, assuming there is no recovery, it is only a matter of time before everyone in

(connected components of) the network is infected. However, in reality, contacts themselves

form and dissolve over time, and given this information, we hope to paint a more realistic

picture of how contagion spreads on a network [8, 81].

Epidemic modeling on networks typically also involves updating the infection status of

nodes after each time step ([31, 82, 32, 57, 61]). Each time step is treated independently

from all other time steps, and the probability of infection is assumed to be constant and
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unchanging over time. Consequently, all contact history between nodes is disregarded in

the infection process, leading to an inability to distinguish pairs of nodes which have just

come into contact, from pairs of nodes which have already been in contact for a long period

of time. We argue that whether or not a pair of nodes has been in contact in the previous

time-step should make a difference to the current infection probability, since it is reasonable

to assume that the longer two nodes are in contact with each other, the more likely they

are to spread disease, share ideas, or rumors, or influence each other in some way. We

therefore seek to model contagion by explicitly incorporating the length of contact time

between nodes.

We consider various infection processes on the network. First, we model contagion as

a stochastic process, where the probability of infection depends explicitly on the length of

contact time between nodes. This is explained in detail in Section 6.1. In this approach,

infection essentially spreads at a non-uniform rate: infection can sometimes spread after a

short amount of contact time, albeit with low probability. This resulted in a wide range of

observed epidemic outcomes, with no characteristic shape associated with the distributions

(per initial source). We therefore consider also a deterministic approach, where infection

spreads after a fixed, pre-determined amount of uninterrupted contact time, which we refer

to as the infection rate. Specifically, we study the epidemic effect when contagion spreads

after 10, 15, 20, 25 minutes of contiguous contact time. This allows us to get a better sense

of how epidemic outcome depends on contact time between nodes. We seek to answer the

question: what is the epidemic effect when infection occurs after a fixed amount of contact

time? This is in contrast to the stochastic process, which in essence provides an overview of

what happens over all possible infection rates. For comparison, we also consider the worst-

case scenario, where every 10-second contact spreads the infection. The results associated

with the different infection processes are shown in Section 6.2.

We emphasize that the contagion process on the network is completely independent of
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the notion of dynamic communicability as discussed in Chapter 3. While both depend

explicitly on the edge structure of the network, the parameters involving the infection

process are independent from the parameters involving dynamic communicability. The aim

of this work is to examine the relationship between these two independently-defined notions

of dynamic communicability and contagion.

6.1 Stochastic Model

In this section we describe the stochastic approach used to model the spread of disease on

the dynamic network, where the length of contact time between nodes is explicitly used to

compute the probability of infection. Parameters for infection are chosen based on rates

observed for influenza [55, 62, 69]. Within the framework of a limited observation period,

we assume that infected nodes are immediately infectious. In addition, since recovery is not

physically feasible within this time frame, the Susceptible-Infected (SI) model is adequate,

and models the early phase of an outbreak. For each simulation, there is only one initial

source of infection, which is infectious upon its arrival in the ED.

We assume that infection between susceptible-infected pairs is a Poisson process, which

is, in particular, independent and memoryless. Consequently, the time to infection, X,

follows an exponential distribution. We write X ∼ Exp(λ∗). The parameter λ∗ is chosen

to satisfy

Pr(X ≤ 60 sec | λ∗) =

∫ 60

0
λ∗e−λ

∗t dt = 1− e−60λ∗ = 0.009,

where the value of 0.009 is chosen based on an approximated attack rate observed in an

outbreak of influenza aboard a commercial airliner [55, 62, 69]. Solving for λ∗, we obtain

λ∗ ≈ 1.5 × 10−4. Note that 1/λ∗ ≈ 664 seconds is interpreted as the average time to

infection. Suppose nodes i and j are in contact for tij seconds, then the probability of
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disease transmission is given by

pij =

∫ tij

0
λ∗e−λ

∗t dt.

In order to determine if infection takes place, a random number u ∈ Unif(0, 1) is generated.

If u < pij , infection occurs, otherwise, infection does not occur. The rationale here is

that for ‘large’ pij , we would like infection to occur as much as possible. Note that pij is

computed based on the entire length of uninterrupted contact time between nodes i and j.

Infection, and therefore further spreading potential, occurs not at the end of the contact

period tij , but at the time-step when pij exceeds u. Note that if the pair (i, j) comes into

contact multiple times over the course of study, each contiguous contact period is treated

independently.

We gratefully acknowledge the contribution of Andres Celis who implemented the infec-

tion process in Java. Pseudo-code can be found in Appendix C. The output of the Java

code is stored in csv format, which is then analyzed in Matlab.

6.2 Results

We present the results based on the temporal network of Shift 7 (n = 126). Each node is

considered in turn as the initial source of infection; per initial source, we look at the total

number of infections, or final epidemic size (EPI), that occur by the end of the shift.

For the stochastic process, we repeat the simulations N = 1000 times per initial source.

Observed distributions of EPI per seed node have no characteristic shape and are typically

not symmetric nor unimodal. We consider both the mean and maximum values as summary

measures of virulence. Note that the maximum epidemic size is conditional on N , but since

all nodes are subject to the same number of simulations, we can ignore the conditional in

the following discussion.
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In contrast to the stochastic process, suppose that contagion spreads only after uninter-

rupted contact over T minutes, where T = 10, 15, 20 and 25. We also consider the worst-case

scenario, where every 10-second contact spreads the infection. These are collectively referred

to as different ‘infection strategies’.

Figure 6.1 displays boxplots associated with all infection strategies. In Figure 6.1b we

show the distribution of EPI associated with staff members as initial source, while Figure

6.1c shows the distribution of EPI associated with patients as initial source. We see clearly

that staff members as infection seeds are associated with larger epidemic outcome, regardless

of infection strategy. Unsurprisingly, in the worst-case scenario, where every 10-second

contact spreads the disease, a large proportion of the population becomes infected by the

end of the shift. The stochastic worst-case scenario (labeled ‘max’) was less severe in

comparison, but still infected many more than if every uninterrupted 10-minute contact

was contagious. Overall, in Figure 6.1a we see that stochastic worst-case epidemics do not

affect more than 60% of the population under study, while on average (stochastically), less

than 24% of the population become infected.
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Figure 6.1: Comparison of epidemic outcomes between staff and patients. On each box,
the horizontal line is the median, the diamond indicates the mean, the edges of the box
are the 25th and 75th percentiles, the whiskers extend to the most extreme data points not
considered outliers, and outliers are plotted individually. In all cases, staff are associated
with larger epidemic outcome than patients.

(a) All

(b) Staff (c) Patients



Chapter 7

Relationship between centrality

and virulence

The over-arching goal of this work is to examine the relationship between the network-based

centrality score and epidemic outcome associated with the node which seeded the infection.

We are particularly interested in temporal centrality as captured by dynamic communi-

cability: how does the broadcasting ability of a node, quantified by broadcast centrality

(BC), relate to epidemic outcome? For comparison, we also study the following centrality

measures in decreasing temporal complexity: aggregate degree (AD) and binarized degree

(BD) as described in Section 3.3.

Measures of virulence under consideration are the stochastic mean and maximum epi-

demic size obtained from the infection simulations discussed in Section 6.1. We also con-

sider the non-stochastic worst-case epidemic size, where every contact spreads the infection.

A schematic of the number of infections (associated with a single seed node) over time is

shown in Figure 7.1. Since there is no recovery, this is a non-decreasing count over time.
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We associate with each seed node a (non-stochastic) epidemic measure of the form

NS-EPI =
EPI

log(ts − ta)

where EPI is the final epidemic size associated with the seed node, ta (‘activation’ time) is

the time at which an infection first spreads and ts (‘saturation’ time) is the earliest time at

which the final epidemic size is reached. The rational for the choice of measure is this: we

want the measure to be proportional to the final epidemic size, but inversely proportional to

the length of time it took to spread the infection. In other words, among nodes associated

with the same final epidemic size, those which required less time to infect the same number

of people will be associated with a larger epidemic measure.

Figure 7.1: Schematic of worst-case epidemic size associated with a single seed node

time

EPI

ta ts

We first compare the rankings of the nodes based on centrality, with the rankings based

on epidemic outcome. Throughout this work, a node with the largest centrality/epidemic

measure is ranked number 1. (Note that this is in contrast to the traditional definition of

Spearman rank correlation, where measures are typically ranked in increasing order, so that

the smallest measure has rank 1.) Rank correlations are used to measure the strength of the

overall relationship between the two ranking systems. We then focus attention on only the

highly-ranked nodes – how well are centrality rankings able to capture highly virulent nodes,

and vice versa? Next, we look at how the measures themselves are related. We use the tools

of linear regression to quantify the tendency of epidemic outcome (the ‘response’ variable)



76

to vary with centrality (the ‘predictor’ of interest) in a statistic fashion. Linear regression

techniques allow us to answer questions of the form: what is the effect on epidemic outcome

as the centrality of a node increases? The framework also allows us to account for the effect

of so-called ‘confounding variables’ which may obscure the true relationship between the

variables of interest. In Section 7.2 we explain and motivate our choice of variables included

in the statistical model, before discussing the parameter estimates obtained. Interaction

effects between the other variables and centrality are presented in Section 7.3. Finally, to

test the efficacy of the regression model in explaining epidemic outcome, in Section 7.4 we

use the parameter estimates derived from Shift 1 data to predict the epidemic outcomes

associated with Shift 2 to 7. Prediction errors form another means with which to assess the

relevance of centrality as a predictor of epidemic outcome.

7.1 Ranks analysis

In this section we examine the relationship between node rankings based on epidemic out-

come, and node rankings based on network centrality. We reiterate that a small numerical

value is associated with a high rank: a node with rank 1 is the most central/virulent. Fig-

ure 7.2 plots the epidemic-rankings based on the stochastic simulations (mean/max EPI)

relative to the rankings based on the non-stochastic epidemic measure NS-EPI; Figure 7.2h

reports the rank correlations averaged over 7 shifts. As expected, the rankings based on

NS-EPI correlate strongly with the rankings based on max EPI. This is not surprising, since

both are versions of the worst-case scenario.

In Figure 7.3 we plot the relationship between rankings based on the stochastic mean

epidemic size (mean EPI) relative to the network-based centrality rankings. On the left, we

consider the temporal centrality measures BC and RC, while on the right, we look at the

less nuanced measures, BD and AD. For simplicity we refer to both BD and AD as ‘static’

measures, even though AD contains some temporal information. The same format is used in



Figure 7.2: Comparison of EPI rankings based on stochastic and non-stochastic measures.
NS-EPI is the measure defined by EPIw/ log(ts− ta), where EPIw is the final epidemic size
associated with the worst-case scenario (every contact spreads the disease); ts is the earliest
time at which this maximum was attained, and ta is the time at which the first infection
occurred.

(a) Shift 1 (b) Shift 2

(c) Shift 3 (d) Shift 4

(e) Shift 5 (f) Shift 6

(g) Shift 7 (h) Correlations averaged over 7 shifts

mean EPI max EPI

NS-EPI 0.45 0.80
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Figures 7.4 and 7.5, where we plot the rankings based on the stochastic maximum epidemic

size (max EPI) and the non-stochastic epidemic measure (NS-EPI) respectively. We show

results for Shifts 1 and 7 only; we refer the reader to Appendices D, E and F for the results on

all other shifts. It is interesting to note that mean EPI rankings have a stronger relationship

with the static measures (BD and AD), but with respect to both versions of the worst-case

scenario (max EPI and NS-EPI), the temporal measure BC significantly outperforms BD

and AD. In fact, for both Shifts 1 and 7, BC ranks are almost perfectly correlated with

NS-EPI ranks (Figures 7.5a, 7.5c), although for Shift 1, the relationship between the top-

ranking nodes is slightly weaker. In Table 7.1 we show the rank correlations averaged over 7

shifts. While RC rankings do not have a strong overall relationship with EPI rankings, from

Figures 7.4 and 7.2 we see that high receivers are sometimes associated with large epidemic

outcome. The same is true for BD and AD ranks: while overall correlation with EPI

ranks are not strong, restricting attention to top-ranking nodes paints a different picture.

These observations highlight the fact that summary measures such as correlation should be

interpreted alongside the visual picture as much as possible.

This motivates us to look at how the different centrality measures perform with respect to

identifying highly virulent nodes. We look at the centrality measures in increasing temporal

complexity: BD, AD and BC. Figure 7.6 shows that for Shifts 1 and 7, BC is able to

identify virulent nodes that are not captured by BD and AD – these nodes are dynamic

communicators in the sense that they are not identified as important by aggregated or

non-temporal measures such as AD and BD respectively, but are ranked highly according

to temporal measures such as BC (see Section 3.2). Utilizing all three measures together

thus increases the coverage of top-spreaders. We quantify the added-value of BC in the

identification of top-spreaders, by computing the percentage of dynamic communicators

relative to the number of virulent nodes captured by all three measures. The added-value

of BC averaged over 7 shifts is shown in Table 7.6e. All values are larger than zero, which
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Table 7.1: Rank correlations averaged over 7 shifts

Mean EPI Max EPI NS-EPI

BD 0.86 0.61 0.34

AD 0.89 0.53 0.28

BC 0.56 0.87 0.94

RC 0.36 -0.04 -0.26

Figure 7.3: Comparison of mean EPI rankings and network-based centrality rankings.
Network-based centrality measures under consideration are the temporal measures, BC
and RC, as well as the less nuanced measures, BD and AD. For simplicity, we refer to BD
and AD as ‘static’ measures, even though AD contains some temporal information. Shifts
1 and 7 are shown; for the other shifts, see Appendix D.

(a) Shift 1: Temporal (b) Shift 1: Static

(c) Shift 7: Temporal (d) Shift 7: Static
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Figure 7.4: Comparison of max EPI rankings and network-based centrality rankings.
Network-based centrality measures under consideration are the temporal measures, BC
and RC, as well as the less nuanced measures, BD and AD. For simplicity, we refer to BD
and AD as ‘static’ measures, even though AD does contain some temporal information.
Shifts 1 and 7 are shown; for the other shifts, see Appendix E.

(a) Shift 1: Temporal (b) Shift 1: Static

(c) Shift 7: Temporal (d) Shift 7: Static
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Figure 7.5: Comparison of NS-EPI rankings and network-based centrality rankings.
Network-based centrality measures under consideration are the temporal measures, BC
and RC, as well as the less nuanced measures, BD and AD. For simplicity, we refer to BD
and AD as ‘static’ measures, even though AD does contain some temporal information.
Shifts 1 and 7 are shown; for the other shifts, see Appendix F.

(a) Shift 1: Temporal (b) Shift 1: Static

(c) Shift 7: Temporal (d) Shift 7: Static
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means that BC always adds some value in identifying virulent nodes. Again, we see that

BC performs better with respect to worst-case epidemics.

To complete our analysis, we look at the average centrality rankings of virulent nodes, as

well as the average EPI-rankings of central nodes, shown in Tables 7.2 and 7.3. Highlighted

in bold are the smallest average rank (over the 4 centrality measures) associated with

each epidemic measure. Table 7.2 shows that the nodes associated with the top 10 largest

stochastic mean epidemic size have average AD rank of 12.87, and this is the smallest average

over all centrality measures, suggesting that AD is the best indicator for nodes with large

mean epidemic size. Among all centrality measures, high BC nodes are associated with

the largest maximum epidemic size and non-stochastic epidemic measure, reiterating the

observation that BC is a strong indicator of worst-case epidemics. While central nodes

consistently rank highly with respect to mean epidemic size (Table 7.3 – mean EPI), this is

not the case for max EPI and NS-EPI. With respect to worst-case epidemics, there is more

variability in the ability of the different centrality measures to mimic the EPI-rankings. We

see again that BC performs the best in this context.

7.2 Regression analysis

In this section we use linear regression techniques to quantify the overall relationship be-

tween network-based centrality measures and epidemic outcome. Analysis is performed on

Shift 1 data. We reiterate that here, the numerical measures are used, in contrast to Section

7.1, where the analysis is performed on the rankings based on the centrality scores. The

aim is to quantify the statistical relationship between epidemic outcome and the attributes

of the initial source of the infection. The attribute of interest is its centrality score, and

in particular its broadcast centrality (BC) score. For comparison, we also consider other

measures such as binarized degree (BD) and aggregate degree (AD). Observe that if a node

enters the ED late in the shift, or is present in the ED for a short amount of time, it will
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Table 7.2: Average centrality rankings of top 10 EPI nodes

BD AD BC RC

top 10 mean 14.31 12.87 14.13 26.46

top 10 max 24.56 29.97 12.03 50.03

top 10 NS-EPI 40.97 46.73 17.79 59.37

Table 7.3: Average EPI rankings of top 10 centrality nodes

mean EPI max EPI NS-EPI

top 10 BD 16.50 21.29 29.66

top 10 AD 12.53 28.64 41.13

top 10 BC 16.60 12.79 20.91

top 10 RC 16.64 38.97 51.29
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Figure 7.6: Identification of top spreaders. The vertical axis counts the number of nodes
ranked highly in terms of both epidemic outcome and centrality (horizontal axis). Includ-
ing centrality measures in order of complexity increases the coverage of virulent nodes. See
Appendix G for other shifts. Table 7.6e shows the added-value of BC in identifying top
spreaders, where the added-value of BC is quantified by the percentage of dynamic com-
municators relative to the total number of virulent nodes captured by all three measures.

(a) Shift 1: Top 10 (b) Shift 1: Top 20

(c) Shift 7: Top 10 (d) Shift 7: Top 20

(e) Added-value of BC averaged over 7 shifts. A pos-
itive value means that there exist virulent nodes that
are identified by BC, but not by BD or AD.

Mean EPI Max EPI NS-EPI

Top 10 0.14 0.32 0.29

Top 20 0.06 0.28 0.34
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have less opportunity to develop connections and consequently, walks across the network,

and its walk-based centrality scores (such as BC) are likely to suffer as a result. Therefore,

possible confounding factors such as the time of first appearance in the ED (T ) and duration

observed in the ED (D) are included in the analysis, eliminating the need to employ the

use of sliding windows as is common in the literature [53, 65]. Staff/patient category is also

included as a predictor in the model.

As in Section 7.1, we consider the following three epidemic outcomes associated with

each initial source node: the stochastic mean epidemic size (mean EPI), the stochastic

maximum epidemic size (max EPI) and the non-stochastic epidemic measure (NS-EPI).

We first examine the normal assumption underlying the linear regression model. Box-

Cox transformations of the form yλ−1
λ can be used to transform non-normal data to data

that has an approximately normal distribution. We use Matlab’s boxcox function, which

approximates the value of λ that maximizes the log-likelihood function and transforms the

data accordingly. The left-hand column of Figure 7.7 shows the distribution of each of the

response variables; the right-hand column shows the corresponding Box-Cox-transformed

distributions. We see that the raw response data is not normally distributed, and while the

Box-Cox transformation slightly evens out the distribution of max EPI, it does not change

the shape of either mean EPI or NS-EPI. Consequently, for the remaining analysis we will

use the raw response data.

In the following analysis we use BC measures1 associated with α = 0.25 ∗ αmax. Figure

7.8 displays the relationship between the response variables and the predictor of interest,

log(BC). We see that log(BC) correlates very strongly with both max EPI and NS-EPI.

The relationship with mean EPI is less clear: there exists some nodes with relatively large

1As discussed in Section 4.1, the BC and RC rankings obtained are fairly robust over the range α ∈
[0.25, 0.85] ∗ αmax studied. Upon closer inspection of the dataset, we observed that node 20 (RN) was
present in the ED for less than 20 seconds, and made no contact with other nodes during that period. We
choose this particular value of α because it was the only one which correctly ranked node 20 last with respect
to both BC and RC measures. The time of first appearance of node 20 was set to 4322, the last second
possible.
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Figure 7.7: Distribution of response variables (Shift 1). On the left we show the distributions
of the raw response data; on the right we show the Box-Cox-transformed distributions.

(a) mean EPI (b) Box-Cox mean EPI (λ = 0.31)

(c) max EPI (d) Box-Cox max EPI (λ = 1.81)

(e) NS-EPI (f) Box-Cox NS-EPI (λ = 2.68)

log(BC) score but are associated with a low stochastic mean epidemic size, suggesting that

BC measures alone cannot fully explain epidemic outcome.
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We point out that we also computed BC and RC measures based on this version of

dynamic communicability:

Q̂ = (I + αA[1])(I + αA[2]) · · · (I + αA[M ]).

Recall that this imposes the restriction that there is at most one edge per time-step (see

Section 3.2.2). This modification only slightly improved the fit of the data (improvements,

if any, were in the fourth decimal place), suggesting that in this application, imposing such

a restriction makes little difference to BC and RC measures and in particular, has little

impact on explaining overall epidemic outcome.

Figure 7.8: Relationship between response and log(BC) (Shift 1)

(a) mean EPI (corr = 0.47) (b) max EPI (corr = 0.93)

(c) NS-EPI (corr = 0.92)

We consider the confounding effects of the duration (D) of activity of the node in the
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ED as well as the time (T ) at which the node first entered the ED. A variable is said to

be a confounder if it correlates with both the response and the predictor of interest, thus

confounding the true effect of the predictor on the response. Figure 7.9 illustrates that D is

indeed a confounder, and should therefore be included in the regression model to account for

the effect of D on both log(BC) and epidemic outcome. Figure 7.10 on the other hand, shows

that there is a strong multicolinearity effect between T , the time at which a node first enters

the ED, and log(BC) (the correlation between them is −0.97). Multicolinearity is known to

increase the sensitivity of the parameter estimation, so that coefficient estimates may change

erratically in response to small changes in the model or the data. It also causes difficulties

in the interpretation of the coefficient estimates: The coefficient associated with log(BC) is

usually interpreted as the change in response due to a change in log(BC), assuming that

all other variables in the model are kept constant. However, since log(BC) and T are so

strongly correlated, it is not possible to keep T constant while increasing log(BC). It is

therefore unclear if the change in response is due solely to the increase in log(BC) or due

to an accompanying change in T . For these reasons, the variable T will not be included in

the regression model.

Table 7.4: Correlation between response and predictors (averaged over 7 shifts)

T D log(BC)

mean EPI -0.43 0.59 0.48

max EPI -0.85 0.52 0.88

NS-EPI -0.91 0.47 0.90

Table 7.5: Correlation between log(BC), T and D

T D

log(BC) -0.98 0.54

In Tables 7.4 and 7.5 we report the correlations among the variables, averaged over 7
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Figure 7.9: Confounding effect of D (Shift 1)

(a) log(BC) (corr = 0.43) (b) mean EPI (corr = 0.53)

(c) max EPI (corr = 0.38) (d) NS-EPI (corr = 0.36)

shifts. The behaviors are similar to the discussion based on Shift 1 data. We therefore

regress log(BC) on the three different measures of epidemic outcome, including D as a

confounder in the model, but not T because of a strong linear relationship with log(BC).

Staff/patient category is also included as a binary indicator (see Figure 7.11 for boxplots of

log(BC), mean EPI, max EPI and NS-EPI within staff/patient category). For comparison,

we consider BD and AD as predictors in lieu of log(BC). Explicitly, we consider models of

the form

Y = β0 + β1X + β2D + β3S + ε

where Y is one of mean EPI, max EPI or NS-EPI, and X is one of log(BC), AD or BD.

To have the covariates on a similar scale, we standardize the AD and BD values. All other
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Figure 7.10: Confounding effect of T (Shift 1)

(a) log(BC) (corr = −0.97) (b) mean EPI (corr = −0.43)

(c) max EPI (corr = −0.93) (d) NS-EPI (corr = −0.94)

quantitative covariates are mean-centered to assist in the interpretation of the coefficients.

We perform standard linear regression (using Matlab’s fitlm). Model coefficients and

associated 95% confidence intervals are reported in Table 7.6.

We report R2 as a measure of goodness-of-fit. 0 ≤ R2 ≤ 1 can be thought of as a

generalized form of squared Pearson correlation when there is more than one predictor. A

high value of R2 is indicative of a good fit to the data, bearing in mind that an increase in

the number of predictors always increases the R2 value. For comparison, we report the R2

values associated single-predictor models of the form Y = β0 +β1X (in parentheses in Table

7.6). We see that the predictor log(BC) alone is able to explain the variation in the worst-

case epidemics (max EPI and NS-EPI), but the low R2 values associated with the other
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Figure 7.11: Boxplots of regression variables within staff/patient category. The distribution
of mean EPI is markedly different between the two groups; for the other variables, the
distributions are much more similar.

(a) (b) mean EPI

(c) max EPI (d) NS-EPI

single-predictor models suggest that centrality measures alone cannot always fully account

for the variation in epidemic outcome, in which case, the inclusion of D can improve the fit

to the data.

Coefficients of the centrality measures are > 0, suggesting that an increase in centrality

score is associated with higher epidemic outcome. As expected, there is typically a positive

estimated effect of D on epidemic outcome: the longer the seed node is active in the ED,



92

Table 7.6: Estimated regression coefficients and associated 95% confidence intervals for the
eight models under consideration. The response/dependent variable is one of mean EPI,
max EPI or NS-EPI associated with the seed node; the predictor of interest is the seed
node’s centrality measure. Measures studied are log(BC), AD and BD. AD and BD values
are standardized; all other quantitative covariates are mean-centered.

mean EPI max EPI NS-EPI

intercept 10.87∗ 12.96∗ 12.55∗ 43.37∗ 45.68∗ 46.11∗ 11.10∗ 11.46∗ 11.51∗

(8.80, 12.93) (10.66, 15.26) (10.68, 14.42) (42.09, 44.66) (42.39, 48.96) (43.18, 49.04) (10.87, 11.32) (10.90, 12.02) (11.00, 12.03)

log(BC) 0.02∗ 0.07∗ 0.01∗

(0.01, 0.03) (0.07, 0.08) (0.01, 0.01)

AD (std) 3.91∗ 0.98 0.09

(1.60, 6.22) (-2.33, 4.28) (-0.47, 0.65)

BD (std) 7.12∗ 5.50∗ 0.60∗

(5.13, 9.12) (2.37, 8.62) (0.05, 1.15)

D (in hours) 0.68∗ 1.15∗ 0.22 0.06 2.11∗ 1.26∗ 0.00∗ 0.35∗ 0.26∗

(0.04, 1.32) (0.54, 1.75) (-0.38, 0.82) (-0.33, 0.46) (1.24, 2.97) (0.32, 2.21) (-0.07, 0.07) (0.21, 0.50) (0.09, 0.43)

S 9.21∗ 2.43 3.75∗ -1.7 −9.17∗ −10.58∗ −0.47∗ −1.65∗ −1.82∗

(5.12, 13.30) (-2.56, 7.42) (0.03, 7.47) (-4.24, 0.85) (-16.31, -2.03) (-16.41, -4.74) (-0.92, -0.03) (-2.86, -0.43) (-2.85, -0.80)

R2 0.46 (0.23) 0.41 (0.31) 0.56 (0.54) 0.86 (0.86) 0.21 (0.01) 0.29 (0.17) 0.86 (0.85) 0.20 (0.003) 0.23 (0.10)

∗p < 0.05

R2 values in parantheses indicate the values obtained in single-predictor models

the larger the epidemic outcome. Observe that since S is a binary indicator,

E(Y |S = 1) = (β0 + β3) + β1X + β2D

E(Y |S = 0) = β0 + β1X + β2D,

since the covariates are mean-centered, the intercept term β0 is interpreted as the expected

epidemic outcome among patients (S = 0) with average centrality score (X = 0) and average

length of duration active in the ED (D = 0). On the other hand, β3 is interpreted as the

difference in epidemic outcome between the two groups: among staff members with average

centrality and D, the expected mean epidemic size is significantly larger (by 9.21 and 3.75)

than that associated with patients. (When AD is in the model, the expected difference in

mean EPI between the two groups is 2.43, but this result is not significant.) With respect to

non-stochastic epidemic measure (NS-EPI), the reverse is true: staff members are associated

with slightly smaller NS-EPI measure compared to patients (by 0.47, 1.65 and 1.82), and

while these differences are small, they are statistically significant. Similarly, the maximum
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epidemic size associated with staff members is on average smaller (by 1.7, 9.17 and 10.58)

than max EPI associated with patients.

7.3 Interaction effects

For each of the models in Table 7.6, we report the interaction effects of D and S separately.

Explicitly, to examine the interaction effect of D (say), the data is divided into groups

based on the quartiles of D, and within each group, the regression of epidemic outcome

on centrality is performed, while adjusting for S. This allows us to see how the effect of

centrality (β1) depends on D, thus providing a quantitative grasp on how centrality and

D ‘interact’. (Analogously for the interaction effect of S on centrality.) In Table 7.7 we

see that the coefficients are typically positive, suggesting that regardless of D, an increase

in centrality is associated with an increase in epidemic outcome. Strong monotonically

decreasing interaction effects are observed for AD: the longer nodes are active in the ED

(larger D), the smaller the effect of AD on epidemic outcome. (The same phenomenon

is observed for log(BC), albeit on a smaller scale.) This suggests that minimizing AD of

nodes who are in the ED for a short amount of time may reduce epidemic outcome more

significantly, than if AD is targeted for nodes who have been in the ED for a longer time.

In Table 7.8 we see that the effect of log(BC) is similar among both staff and patients.

Observe that AD of patients has a much stronger effect (than AD of staff) on both mean

and max EPI. For example, a unit increase of AD among patients increases mean EPI

(on average) by 36.4, whereas a unit increase of AD among staff increases mean EPI (on

average) by only 2.27. The same is observed for BD: a unit increase in BD (or equivalently,

an additional distinct contact) among patients doubles the stochastic epidemic outcomes.

However, with respect to the non-stochastic epidemic measure, the effect of centrality is

marginal regardless of staff/patient category.
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Table 7.7: Interaction by D (in hours) is examined by stratifying the data according to
quartiles of D. Within each group, epidemic outcome is regressed on centrality while ad-
justing for S. The coefficients associated with the centrality measure for each group are
reported below.

0 < D ≤ 2.51 2.51 < D ≤ 4.78 4.78 < D ≤ 8.05 D > 8.05

mean EPI

log(BC) 0.01 0.02 0.06∗ 0.06

(0.00, 0.03) (0.00, 0.05) (0.02, 0.10) (-0.06, 0.18)

AD 132.11∗ 29.56∗ 4.39 2.06

(98.85, 165.38) (7.00, 52.11) (-5.45, 14.23) (-0.30, 4.41)

BD 7.94∗ 7.05∗ 11.67∗ 3.37∗

(2.93, 12.95) (1.00, 13.10) (7.34, 16.00) (0.61, 6.14)

max EPI

log(BC) 0.07∗ 0.06∗ 0.09∗ 0.14∗

(0.06, 0.08) (0.04, 0.08) (0.07, 0.10) (0.08, 0.21)

AD 96.34 1.46 -0.49 -0.98

(-52.37, 245.05) (-30.87, 33.80) (-9.11, 8.13) (-2.80, 0.84)

BD 13.11 3.06 6.50∗ 1.36

(-0.10, 26.33) (-5.30, 11.42) (1.53, 11.48) (-0.88, 3.60)

NS-EPI

log(BC) 0.01∗ 0.01∗ 0.01∗ 0.03∗

(0.01, 0.01) (0.01, 0.01) (0.01, 0.01) (0.02, 0.04)

AD 11.58 -3.24 -0.42 -0.12

(-16.09, 39.26) (-7.88, 1.41) (-1.61, 0.77) (-0.41, 0.18)

BD 1.79 -0.67 0.54 0.24

(-0.71, 4.29) (-1.91, 0.56) (-0.22, 1.30) (-0.12, 0.60)

∗p < 0.05

7.4 Prediction

We train the regression models in Section 7.2 on Shift 1 data (training set) and use the esti-

mated regression coefficients to predict epidemic outcomes for Shifts 2 to 7 (testing data)2.

The epidemic outcomes (mean/max EPI, NS-EPI) are considered to be the ground-truth.

Predictions are performed separately for each shift. Predicted values (Ŷ ) are compared to

the values obtained by simulation (Y ). Prediction errors are computed in two ways (where

2To reduce variability, one can also cross-validate with each shift separately as the training data set, and
average the prediction results over the rounds. This will be left for future work.
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Table 7.8: Data is stratified according to staff/patient category. Within each group, we
regress epidemic outcome with respect to the centrality measure, while adjusting for D.
The coefficients associated with the centrality measure for each group are reported below.

staff patient

mean EPI

log(BC) 0.03∗ 0.02∗

(0.01, 0.05) (0.01, 0.03)

AD 2.27∗ 36.4∗

(0.72, 3.81) (25.40, 47.40)

BD 1.57 10.05∗

(-1.38, 4.52) (7.42, 12.67)

max EPI

log(BC) 0.06∗ 0.07∗

(0.05, 0.08) (0.06, 0.08)

AD -0.26 12.76

(-2.51, 1.99) (-5.94, 31.46)

BD 2.15 5.76∗

(-1.61, 5.91) (1.16, 10.37)

NS-EPI

log(BC) 0.01∗ 0.01∗

(0.01, 0.02) (0.01, 0.01)

AD -0.08 0.27

(-0.52, 0.37) (-2.81, 3.36)

BD 0.30 0.35

(-0.45, 1.06) (-0.43, 1.12)

∗p < 0.05

n is the total number of nodes):

RMSE =

√√√√ 1

n

n∑
i=1

(
Ŷi − Yi

)2

BIAS =
1

n

n∑
i=1

(
Ŷi − Yi

)
.

Since the range of the epidemic outcomes differ by shift, we standardize RMSE and BIAS

values by multiplication by 100/n. The average of the standardized RMSE and BIAS values

over 6 shifts are reported in Table 7.9. A standardized RMSE value of 10.39 means that,
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on average, the predicted epidemic outcome (mean/max EPI) fails to correctly capture the

observed outcome by a factor of 10.39% of the total population under study. The sign

of the bias provides an indication of over/under-estimation: a positive bias of 1.45 means

that on average, the predicted outcome overestimates the observed outcome by 1.45% of

the population. From the perspective of predicting epidemic outcome, a positive bias is

preferable to a negative bias, since one would prefer to err on the side of caution. From

Table 7.9, we see that for all the models under consideration, predicted values overestimate

the observed outcome. In addition, predictions of the mean epidemic size are consistently

more accurate than predictions of the maximum epidemic size, while predictions of the

non-stochastic epidemic measure are the most accurate of all.

To assess the impact of including network centralities in developing predictive models,

we consider models without centrality: that is, we regress the response against D and S

only. For comparison, we also consider models with T in lieu of centrality. The difference

in prediction error relative to the null model quantifies the change in predictive power: a

decrease in RMSE/BIAS values indicates a stronger predictive model compared to the null

model. The results in Table 7.9 show that inclusion of centrality almost always reduces

RMSE, while BIAS sometimes increases, albeit only slightly. This means that the inclusion

of centrality results in predictions that tend to slightly increase overestimation of the true

values, but the predictions are overall more accurate.

Figure 7.12 displays the predictions ‘+’ relative to the observed epidemic outcomes ‘o’ for

Shift 5. (For other shifts see Appendix H.) For comparison, we plot the predictions based on

the null model where T is used in place of centrality. The full model generates predictions

that capture the overall trend of the data very well, and there is significant improvement

compared to the predicted trends based on single-predictor models (not shown). Observe

that the null model is also effective in capturing the data trend, suggesting that temporal

markers such as D (duration observed) and T (time of first appearance) play an important
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Table 7.9: Prediction errors for full models. Reported values are standardized and averaged
over 6 shifts. For comparison, prediction errors based on the null models (the first, where
T is used in lieu of centrality, and the second, where the response is regressed against D
and S only) are also reported.

Response Predictors RMSE BIAS

mean EPI

log(BC) D S 10.39 1.45

AD D S 10.07 1.56

BD D S 9.56 1.54

T D S 10.53 1.44

D S 10.64 1.48

max EPI

log(BC) D S 15.40 4.28

AD D S 19.68 4.40

BD D S 19.11 4.43

T D S 15.58 4.26

D S 19.72 4.38

NS-EPI

log(BC) D S 2.01 0.02

AD D S 2.75 0.04

BD D S 2.72 0.04

T D S 1.94 0.01

D S 2.75 0.03

role in reproducing realistic prediction patterns.

A key observation is that the inclusion of the temporal measure log(BC) improves predic-

tive power of worst-case epidemics (max EPI and NS-EPI) more than the aggregated/non-

temporal measures AD and BD, but with respect to mean epidemic size, inclusion of BD

reduces RMSE by the largest margin. This may be due to the fact that BD has the strongest

linear relationship with mean epidemic size (see R2 values in parentheses in Table 7.6) com-

pared to the other centrality measures. We also observe that the inclusion of T in lieu of

log(BC) has the same effect on predictive power, which is not surprising because of the high

correlation between the two variables. Overall reduction in RMSE suggests that inclusion of

network-based centrality does improve predictive power, but the improvement is marginal,

and whether or not this level of improvement is worth the computational effort remains
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Figure 7.12: Predictions based on full models (Shift 5). Observed values are denoted ‘o’
(blue) and predicted values based on full models are denoted ‘+’ (red). Predictions based on
the null model: Y ∼ T +D+S are denoted ‘·’ (yellow). For remaining shifts see Appendix
H.

(a) mean EPI v log(BC) (b) mean EPI v AD (c) mean EPI v BD

(d) max EPI v log(BC) (e) max EPI v AD (f) max EPI v BD

(g) NS-EPI v log(BC) (h) NS-EPI v AD (i) NS-EPI v BD

subjective, especially since knowledge of T (the earliest time at which nodes entered the

ED) is sufficient to replicate the results based on log(BC).



Chapter 8

Targeted edge manipulation

In this chapter, we consider an alternative approach to quantify the relationship between

contagion and centrality. The goal is to use network centrality to strategically modify the

edge-structure of the temporal network. We seek to study the corresponding changes in

both network structure, as well as epidemic outcome. We are motivated by previous work

in [1, 4, 5], which has shown that using centrality-based strategies to target nodes and/or

connections can have a strong effect on the network. In [4, 5], analysis was performed

on static networks. We modify and adapt their methods to answer this question in the

temporal context: if connections between highly central nodes are removed, what effect

does this have on both the network, and the associated epidemic outcome?

We consider the epidemic effect based on the deterministic approach described in Chapter

6. Recall that the deterministic infection process provides a way to tune infection rates

based solely on the observed, contiguous contact time between nodes. We consider contagion

processes where infection occurs after 10, 15, 20, 25 minutes of contiguous contact time, and

will refer to these as different ‘infection strategies’. In addition, we would like to examine

if, and how, the relationship between temporal centrality and epidemic effect depends on

the infection strategy employed. Such analysis will provide a more concrete handle on

99
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the relationship between temporal centrality and epidemic outcome, and may provide some

insight into the types of situations in which temporal centrality is more applicable or effective

as an explanatory or predictive factor of epidemic effect.

By strategically eliminating connections between highly central nodes, the changes in

observed epidemic outcome will provide some insight into how network structure influences

epidemic spread. Our analysis is unique in the way that it incorporates temporal information

based on observed data, and we hope that our work will motivate further developments of

such methods.

8.1 Epidemic measures

As in Chapter 6, we want to associate an epidemic measure associated with each node in the

network. Consequently, the infection process is seeded by only one initial source, cycling

over all nodes in the network. Per infection strategy, we compute and analyze a number of

epidemic measures associated with each initial source.

A natural epidemic outcome associated with each initial source i is the final epidemic size

(EPIi), counted at the end of the shift. In order to incorporate some temporal information

regarding when the infections took place, we also consider a measure of the form

Wi =
EPIi∑
j Tij

where Tij is the time at which node j became infected, when node i is the initial source of

infection. (Note that node i, while being the initial source of infection, does not necessarily

infect node j directly.) If, by the end of the shift, node j was not infected, we set Tij = 0.

The rationale for the measure Wi is this: an initial source that is able to infect a large

number of nodes in a short amount of time should be associated with a larger epidemic

measure, than an initial source that either requires a longer time to infect the same number
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of nodes, or an initial source that is able to infect fewer nodes overall. We also rank nodes

according to the difference in Wi:

Wi,diff = Wi,orig −Wi,new =
EPIi,orig∑
j Tij,orig

− EPIi,new∑
j Tij,new

where Wi,orig is the value of Wi associated with the original network, and Wi,new is the

value of Wi associated with the edge-manipulated network. The rankings based on Wi,diff

are compared with the rankings based on centralities computed on the original network.

Only nodes that have non-zero epidemic outcome are considered for ranking purposes.

Specifically, nodes i for which EPIi,orig = 0, and nodes for which Wi,orig = Wi,new are

discounted in the ranking process. Furthermore, if EPIi,new = 0, we set Wi,new = 0 to

ensure that Wi,diff is largest possible.

Finally, we look at the number of initial sources able to infect 5, 10, 20, 30, 40% of the

network, where the ability to infect the respective percentage of the network is referred to

as the ‘potency’ of the node. We also compute the average time taken to infect 5, 10, 20, 30,

40% of the network, where the average is taken over nodes which achieved the respective

level of potency.

8.2 Edge manipulation

In this section we discuss different edge manipulation strategies employed based on dynamic

communicability. Motivated by the work in [1, 4, 5], we manipulate the network by targeting

highly central nodes. Our initial strategy is to target interactions between high broadcasters

and high receivers, as this has been shown in [4] to be a highly effective way to influence the

overall connectivity of the network. In [4], the authors first assign edge centrality measures

in the following way: for every directed edge a→ b, multiply the broadcast score of a with

the receive score of b. Directed edges are then eliminated based on their assigned scores.



102

In the temporal setting, there is no immediate analogous method to assign centrality scores

to edges since the nodes’ broadcast and receive scores depend very much on the histories

of dynamic walks, and themselves change over time. The temporal dimension also requires

the added consideration of when edge manipulation should take place. As a first approach,

we apply the conditions based on temporal centrality determined at the final time step.

We present the results based on Shift 7 data. Recall from Chapter 5 the following nota-

tion: Let top10BC denote the set of top 10 nodes ranked according to broadcast centrality

BC, and analogously for top10RC. Consider

X = top10BC \ top10RC

Y = top10RC \ top10BC

Z = top10BC ∩ top10RC.

Based on Shift 7 data, we have X = {3, 12, 23, 28, 33, 92}, Y = {11, 17, 24, 30, 32, 35} and

Z = {4, 5, 7, 8} (not in order of centrality). There are 16 distinct nodes in X ∪Y ∪Z, out of

n = 126 nodes in total. Note that there is only one patient present among these top-ranking

nodes: node 92. It is also worth pointing out that nodes in Z (high broadcasters and high

receivers) are staff members not including RN’s (for example, adminstrative staff), while

all nodes in Y apart from node 11 are RN’s.

The goal of this work is to see if edge-deletion strategies based on temporal network

centrality have a significant impact on epidemic outcome. Previous work [58, 82] has shown

that targeting inter-community links is more effective in containing epidemic spread than

targeting intra-community links. Intuitively, nodes within tightly-knit communities are con-

nected by many different paths/walks; consequently, removing only a subset of connections

within such a group can at best slow down the epidemic spread, but will not have a strong

impact on the overall epidemic effect. The notion of a community in the temporal setting
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is difficult to define. However, as discussed in Chapter 5, it can be argued that the nodes in

Z = top10BC∩ top10RC = {4, 5, 7, 8} form a ‘temporal community’ since Z nodes interact

a lot with each other across both space and time. Recall Figure 5.1a, which shows that

the interactions between the nodes in Z (aggregated over time) are of a similar magnitude,

while Figure 5.1b shows that all four Z nodes are simultaneously in the same location for

much of the shift. Consequently, we conclude that over time, the nodes in Z interact as a

tightly-knit group, with no particular node dominating the interactions.

It is therefore reasonable to consider Z as a ‘community’ of nodes in this network. Our

first edge-deletion strategy (denoted ‘deleteXY’) leaves Z nodes alone, while targeting only

interactions between nodes in X and nodes in Y . Note that interactions among nodes in

X remain unchanged and similarly for nodes in Y – only interactions of the form (a, b)

where a ∈ X and b ∈ Y are deleted. (Based on how the edge information is stored, we also

eliminate edges of the form (a, b) where a ∈ Y and b ∈ X.) The next strategy, denoted

‘deleteXYZ’, removes XZ and Y Z interactions in addition to XY interactions. Again,

node interactions within each group remained unchanged. For comparison, we also looked

at what happens when all interactions associated with each group are deleted (denoted

‘deleteXall’, ‘deleteYall’ and ‘deleteZall’), as well as what happens when all interactions

associated with each pair of groups are deleted (denoted ‘deleteXYall’, ‘deleteXZall’ and

‘deleteYZall’). Finally, we consider deleting all X, Y and Z interactions (‘deleteXYZall’).

These latter strategies are the same as effectively removing the respective groups from the

network. We emphasize that this is merely an experiment to help us better understand the

role of network-based centrality in the context of epidemic spread – we are not advocating

that such drastic measures (akin to banning/removing people from the ED) should be

applied in practice. The percentage of edges removed based on each of these strategies

are shown in Table 8.1. Edge deletions were first performed on the raw 1-second edges,

before aggregating into 10-second time-frames as usual. There was little difference in the
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percentages (of edges deleted) based on 1-second edges compared to 10-second edges: the

differences occurred in the third or fourth significant figure. Consequently, in Table 8.1,

we do not distinguish between them, referring only to ‘temporal edges’. For reference, the

total number of raw 1-second edges, 10-second aggregated edges, and binarized edges1 of

the original network are shown in Table 8.2.

Table 8.1: Edge-deletion strategies (Shift 7). Edge deletions were performed on raw 1-
second edges before aggregating into 10-second time-frames. There was little difference
between the percentages of edges deleted based on 1-second edges compared to 10-second
edges. For brevity, such edges are referred to as temporal edges. Binarized edges are those
based on the binarized, aggregated network2.

% deleted edges

Strategy Description temporal binarized

deleteXY* delete XY edges 7 2

deleteXYZ* delete XY , XZ and Y Z edges 30 5

deleteXall** delete all X interactions 22 12

deleteYall** delete all Y interactions 44 14

deleteZall** delete all Z interactions 36 13

deleteXYall** delete all X and Y interactions 58 24

deleteXZall** delete all X and Z interactions 53 23

deleteYZall** delete all Y and Z interactions 61 25

deleteXYZall** delete all X, Y and Z interactions 71 33

*interactions among nodes within each group remain

**effectively removes group(s) from the network

From Table 8.2 we see that the network is fairly sparse: the binarized network has density

1290/
(

126
2

)
= 16%. The results in Table 8.1 are also interesting in their own right: more than

1Recall that binarized edges are edges based on the binarized, aggregated matrix. The presence of an
edge (i, j) in the binarized matrix means that nodes i and j shared a location at some point over the entire
shift. All temporal information is lost. The degree based on the binarized matrix essentially counts the
number of distinct contacts made over the entire shift.

2See Footnote 1.
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Table 8.2: Number of original edges (Shift 7)

1-sec 10-sec binarized

2,703,591 277,586 1,290

70% of temporal edges are attributed to only 16 nodes (in X ∪Y ∪Z) identified by dynamic

communicability as high broadcasters and high receivers. Among these edges, slightly less

than half (30%/70%) consist of interactions within these 16 nodes. Furthermore, nodes that

are both high broadcasters and high receivers (Z) are responsible for the majority of the

interaction between the groups X and Y : out of 30% of inter-group interactions, a large

proportion (24%/30%) occur with Z. We also observe that nodes in X (high broadcasters

but not high receivers) account for the least number of temporal edges (22%) compared

to the other groups, reinforcing the idea that broadcasting ability depends more on the

time-sensitive quality of links rather than sheer quantity.

8.3 Effect of edge manipulation on dynamic total communi-

cability (DTC)

In a similar vein to the methods in [4, 5], we propose summing up the BC/RC scores

over all nodes as a global measure associated with the network, which indicates how well

communication takes place via time-respecting walks. We call this measure dynamic total

communicability, abbreviated by DTC. Explicitly, we define DTC as the sum of all entries

of Q, where Q is the dynamic communicability matrix described in Section 3.2.

DTC = 1T ·Q · 1 = 1T ·QT · 1.

Note that DTC can be viewed as either the sum of BC values over all nodes (1T · Q · 1),

or the sum of RC values over all nodes (1T · QT · 1). DTC can be considered a global,
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structure-based measure associated with the temporal network: A larger value of DTC (on

a network with the same number of nodes) would suggest that there are a greater number

of ‘short’ walks connecting nodes in the network, and therefore that the network has the

potential, at a structural level, to be more effective at overall communication.

In the temporal setting, additional care must be taken in computing DTC. Recall that

in the typical computation of Q, normalization is performed at each time step to ensure

that matrix overflow does not occur. Normalization does not affect the rankings of the

nodes obtained, since all nodes are subject to the same normalizing factor at each time-

step. (Indeed, the discussion in Section 4.3 provides strong evidence that the node rankings

are correct.) However, since the normalization factors are network-dependent, comparisons

of Q across different networks poses some challenges. Entries of Q also depend on the

numeric choice of parameter α, therefore, in order to make meaningful comparisons of

how DTC changes after edge manipulation, we must a) use the same value of α on both

networks, and b) use the same normalizing factor at each time-step if possible. Let ρt0 =

max{|λ| : λ is an eigenvalue of A[t]} be the spectral radius of the adjacency matrix of the

original network at time-step t, and let ρt1 be the corresponding quantity for the manipulated

network. It is a well-known fact in Perron-Frobenius theory that the spectral radius of a

non-negative matrix A is a monotonic function of the entries in A. Therefore, since any

edge manipulation can only reduce the number of entries of the adjacency matrix at any

time step, maxt ρ
t
1 ≤ maxt ρ

t
0, and consequently,

1

maxt ρt0
≤ 1

maxt ρt1
.

The left-hand side of the above equation is the upper bound for α associated with the

manipulated network, while the right-hand side is the upper bound for α associated with

the original network. To deal with a), we use the smaller of the two quantities: for both



107

the original and manipulated networks, choose3

α = 0.25 ∗ 1

maxt ρt0
.

There are a number of ways to deal with b). At each time step, we can compute (I −

αA[t])−1 ·1 for both the original and manipulated networks simultaneously, choosing either

the larger or smaller of the two norms as the common normalizing factor. For some edge

manipulation strategies, this resulted in values that differed by more than 100 orders of

magnitude, rendering comparisons across such values quite meaningless. Another approach

is to compute unnormalized values of Q̃·1 over sliding windows of length w << T , then tak-

ing the average over all windows. We consider windows of length w = 50, 100, 150, . . . , 500.

Explicitly, for each window length w, we perform the following computation (where T is

the total number of time steps):

avg = 0 ;

w = window length ;

num windows = T − w + 1 ;

for t = 1 : num windows

x = DTC computed over time s t ep s t : t + w;

avg = avg + x/num windows ;

end

We divide by num windows at each time step in order to avoid overflow. Also, the final

window consists of the last w − 1 matrices.

In Figure 8.1, per edge-strategy we display the average value of DTC over sliding windows

of varying lengths. We emphasize that our methods here provide some measure of the effect

3In line with earlier work, we work with α = 0.25 ∗ αmax. Recall the findings in Chapter 4, in particular,
that node-rankings based on dynamic communicability are relatively robust with respect to the choice of α
in the regime [0.25, 0.85] ∗ αmax.
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Figure 8.1: Effect of edge manipulation on dynamic total communicability (DTC). We show
the results computed by averaging the sum of entries of Q over sliding windows of various
lengths. For interpretive ease, legend entries are shown in decreasing order of DTC when
window length is 500.

of edge manipulation on the structure of the network – the difference in values of DTC

that arise from edge deletion is of more interest than the numerical values themselves.

Indeed, the longer the time window, the better the approximation of the true effect of edge

manipulation on DTC. Figure 8.1 shows that as window length w increases, the reduction in

DTC resulting from edge deletion grows exponentially, providing strong evidence that edge

manipulation strategies based on dynamic communicability can have a significant impact

on underlying structural characteristics of the network. It is noteworthy that the strategy

deleteXYZ, which removed only interactions between the groups X, Y and Z of the 16 key
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Figure 8.2: Effect of random deletion on dynamic total communicability (DTC). Window
length = 300. Per edge strategy, we compute DTC after randomly deleting a percentage
of temporal edges as shown in Table 8.1. We plot the minimum over 5 iterations. For
comparison, we plot the value of DTC of the original network, as well as values obtained
after strategic edge-deletion.

players identified by dynamic communicability, resulted in a disproportionate reduction in

DTC: this strategy deletes only 30% of temporal edges but outperforms other strategies

in reducing DTC, such as deleteZall and deleteYall which removed a greater proportion

of edges (36% and 44% respectively). In other words, strategically removing connections

between the groups X, Y and Z has a stronger effect on DTC than removing each group

entirely from the network. This result provides a strong indication that the edges between

high broadcasters and high receivers are in some sense special, and have a particularly

strong effect on the global, structural measure of connectivity as determined by DTC.

In Figure 8.2 we show the effect of random deletion on DTC, relative to the effect of

strategic edge-deletion methods. For every edge-deletion strategy proposed, we remove the

same percentage of edges at random. We use window length w = 300, and plot the minimum
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over 5 iterations. See Table 8.1 for the strategies associated with the percentages listed on

the horizontal axis. It is evident that the majority of the proposed edge-deletion strategies

significantly outperform random deletions with respect to reducing DTC. Strategy deleteXY

(removes 7%) and strategy deleteXall (removes 22%) showed the least improvement relative

to randomly deleting the same percentage of edges. We see a dramatic improvement from

random deletions when interactions between X, Y and Z are removed: deleteXYZ (30%)

again outperforms deleteZall (36%) and deleteYall (44%). It is arguable that, relative

to the percentage of edges removed, strategy deleteXYZ, which involves only inter-group

interactions, has the strongest effect on DTC. This result, together with the discussion of

Table 8.1, provide an interesting insight: interactions involving Z nodes (nodes which rank

highly as both broadcasters and receivers) have a disproportionate effect on the network.

When temporal dynamics are in play, it is perhaps worthwhile to combine the dual notions

of broadcasting and receiving in determining the ‘importance’ of a node.

8.4 Effect of edge manipulation on epidemic outcome

We turn our attention to the epidemic effect associated with the centrality-based edge

manipulation strategies. In Figure 8.3, we compare the distributions of final epidemic size

(over all initial sources) associated with each edge-deletion strategy. Effect on final epidemic

size is minimal when infection occurs after 10 minutes of contact time, but increases as

longer contact time is required to spread the infection. We see that when infection requires

more than 10 minutes of contact time to spread, the edge-strategy deleteXYZ (30%) which

targets interactions between top-ranked nodes only, has the same effect on final epidemic size

as strategies deleteZall (36%) and deleteYall (44%), suggesting that the targeted removal

of connections between highly-ranked nodes can have a relatively larger impact on final

epidemic size than removing the same nodes entirely from the network.

As discussed in Section 8.1, we associate with each node an epidemic measure of the
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Figure 8.3: Per infection strategy, compare the distribution of final epidemic size (over all
initial sources) associated with each edge-deletion strategy, relative to the original network.
Edge-deletion strategies are labeled by the percentage of edges deleted as shown in Table
8.1. On each box, the horizontal line is the median, the edges of the box are the 25th
and 75th percentiles, the whiskers extend to the most extreme data points not considered
outliers, and outliers are plotted individually.

(a) 10 min (b) 15 min

(c) 20 min (d) 25 min

form W = EPI/
∑
T . In Figure 8.4 we compare the distributions of W over all initial

sources, and over all edge-deletion strategies. The overall change in epidemic effect post

edge-deletion remains minimal, and we see the presence of outliers (regardless of infection

strategy) which are not eliminated even after the removal of over 70% of the edges. This
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is surprising, and suggests that the network is, in some sense, very robust with respect to

contagion. It is likely that the presence of many time-respecting walks allows for contagion

to spread even if a large percentage of edges are removed. It is interesting to note that the

25th and 75th percentiles of the distributions do not change much (relative to infection on

the original network), but the medians are driven down when infection takes at least 20

minutes to spread, and when a large proportion of edges are removed.

In Figure 8.5, we plot the rank correlations between the rankings based on

Wi,diff = Wi,orig −Wi,new =
EPIi,orig∑
j Tij,orig

− EPIi,new∑
j Tij,new

,

and the centrality measures, BC, RC, BD and AD, computed on the original network.

For interpretive ease, legend labels are in decreasing order based on BC rankings. We

observe that overall, BC rankings correlate the strongest with the epidemic-based ranking,

suggesting that nodes with high BC score in the original network tend to be associated with

a larger decrease in epidemic outcome (as measured by Wdiff) when edges are strategically

removed from the network. Recall that Y consists of nodes that rank highly as receivers

but do not rank highly as broadcasters. With respect to the edge strategy deleteYall (44%),

BC rankings based on the original network correlate poorly with epidemic rankings, but

interestingly, the converse is true for RC rankings, suggesting that removing Y nodes from

the network serves to strengthen the relationship between the receive scores of the remaining

nodes and their associated measure of virulence.

We define ‘potent’ nodes as nodes which are able to infect a certain percentage of the

network. Over different levels of potency (5, 10, 20, 30, 40%), we plot in Figure 8.6 the

reduction in the number of potent nodes after edge deletion. For interpretative ease, the

legend labels are in decreasing order of the maximum per edge-strategy. Unsurprisingly,

the strategy deleteXYZall (71%) resulted in the largest decrease in the number of potent

nodes. It is interesting to note that when infection occurs after 20 minutes of contact time,
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Figure 8.4: Per infection strategy, compare the distribution of W = EPI/
∑
T , which

tempers final epidemic size by infection time. Edge-deletion strategies are labeled by the
percentage of edges deleted as shown in Table 8.1. On each box, the horizontal line is the
median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to the
most extreme data points not considered outliers, and outliers are plotted individually.

(a) 10 min (b) 15 min

(c) 20 min (d) 25 min

no nodes were able to achieve more than 30% potency. With respect to this measure, the

performance of the edge strategies appears to be correlated with the percentage of edges

deleted: strategies which delete a larger percentage of edges tend to be associated with a

larger reduction in the number of potent nodes. It is interesting to note that the strategy

deleteXall (22%) consistently outperforms the edge strategy ‘deleteXYZ’ (30%) regardless



114

Figure 8.5: Rank correlations between an epidemic measure Wdiff and network-based cen-
trality measures. For interpretive ease, legend labels are in decreasing order based on BC
rankings.

(a) 10 min (b) 15 min

(c) 20 min (d) 25 min

of how long it takes to spread the infection.

In Figure 8.7 we plot the average time taken to infect a percentage of the network (5, 10,

20, 30, 40%), where the average is computed over the number of nodes which achieved the

respective level of potency. We plot the difference in average time taken (in hours), before

and after edge deletion. A negative value means that edge-deletion resulted in a shorter

time (on average) to reach the level of potency. This tends to happen for higher levels of
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Figure 8.6: Potent nodes are nodes which are able to infect a certain percentage of the
network. Over different levels of potency (5, 10, 20, 30, 40 %), we plot the reduction in
the number of potent nodes after edge deletion. For interpretative ease, legend labels are
in decreasing order of the maximum over all potency levels.

(a) 10 min (b) 15 min

(c) 20 min (d) 25 min

potency, because in the edge-manipulated network, fewer nodes were able to infect such

a large percentage of the network, driving down the average value. For interpretive ease,

legend labels are in decreasing order based on 5% potency. The increase in average time

taken to infect 5% of the network is at most 45-50 minutes. Again, we see that the larger

the percentage of edges deleted, the longer it takes to infect 5% of the network, with the
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exception of deleteXall (22%) outperforming deleteXYZ (30%) and deleteYall (44%). It is

interesting to note that deleteXall (22%) outperforms deleteYall (44%) only when infection

requires less than 15 minutes of contact time to spread.

Figure 8.7: Per edge strategy, we compute the average time taken (in hours) to infect a
percentage of the network (5, 10, 20, 30, 40 %), where the average is computed over the
number of nodes which achieved that level of potency. We plot the difference in average time
taken, before and after edge deletion. A negative value means that, post edge-deletion, it
took a shorter time (on average) to reach the level of potency. This may happen because in
the edge-manipulated network, fewer nodes were able to reach that level of potency, driving
down the average value. Legend labels are in decreasing order based on 5% potency.

(a) 10 min (b) 15 min

(c) 20 min (d) 25 min
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8.5 Conclusion

Targeted edge removal based on temporal centrality, while having a strong effect on struc-

tural properties of the network (as measured by dynamic total communicability DTC), has

minimal effect on epidemic outcome. Our results show that edge manipulation reduces the

number of potent nodes, but has on average a minimal effect on slowing down the epi-

demic spread. We conclude that temporal dynamics, while adding a layer of complexity to

the analysis, also increases the robustness of the network with respect to epidemic spread.

However, different conclusions may be reached if a different epidemic model is used.

On a structural level, our results show that nodes which are both high broadcasters and

high receivers account for much of the interactions between the top-ranked nodes, and it

is perhaps worthwhile to study how a combination of receive and broadcast scores/ranks

can further enhance the analysis. It may also be instructive to compare the epidemic effect

across the groups X, Y and Z.



Chapter 9

Conclusion

The overarching motivation for this work was to quantify the relationship between network-

based centrality and contagion processes on a network. We were fortunate to have the

opportunity to test our hypotheses on an empirical contact network based on the interactions

of people in an ED of a busy, urban hospital.

Dynamic communicability succinctly uses matrix functions to capture temporal walk-

based information and can be computed with ease. This method correctly identified staff

members (specifically, RN’s) as being at the receiving ends of ‘short’ walks, which is feasible

due to their active role in the ED. This in itself provides reassurance that the theoretical

framework underpinning dynamic communicability is capable of capturing something mean-

ingful and interpretable from real data. However, our results also show that the method is

unable to distinguish between a large majority of nodes. We have shown that in the case of

receive centrality, this is not a result of normalization effects, but rather, a consequence of

the large number of time-steps under study. It may be that such a measure is more useful

when there are fewer time-steps, and some modifications must be performed to normalize

the distribution of scores when the number of time-steps becomes too large. It is also pos-

sible that the modifications proposed in [35], which take into account the time of origin of
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walks, can help to mitigate this effect.

An interesting observation is that while the top receivers are RN’s, nodes that are both

strong broadcasters and receivers are staff members that are not RN’s. In addition, these

nodes form a tightly-knit community, interacting often over the entire shift, and in a small

subset of locations within the ED. It was also observed that a large majority of interactions

(more than 70%) are accounted for by the nodes identified as highly central by dynamic

communicability. Furthermore, removing the connections between highly central nodes had

a stronger effect on structural connectivity of the network, more so than removing the nodes

from the network entirely. These results suggest that dynamic communicability does indeed

capture something meaningful and has potential for useful applications.

Strategic removal of connections between highly central nodes had a marked effect on the

structural connectivity of the network, but this did not translate to a reduction in epidemic

effect. This result is interesting in its own right, and suggests that contagion effects do

not always have analogous counterparts in underlying network structure. However, it is

important to bear in mind that our findings are highly dependent on the epidemic model

used – it will not be surprising if a different disease transmission model produced different

results. According to [40], ‘appropriate observation time frames and good discrimination

among types of potentially infectious contacts are viral in order for network analyses to be a

valuable epidemiological tool. Our findings nonetheless suggest that contagion is extremely

robust when temporal contact information is taken into account.

We showed that staff (as initial sources of infection) tend to be associated with higher

epidemic outcome as compared to patients. This provides added impetus to consider both

broadcasting and receiving scores in relation to epidemic spread. It may well be that

broadcast centrality alone may not be a strong enough indicator of virulence. Regardless,

regression analyses showed that centrality has a positive effect on epidemic outcome. We see

that broadcast scores can provide information not captured by static/aggregated measures.
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Additionally, we also observe that broadcasting ability is highly correlated with worst-case

epidemics, suggesting that such measures can be useful in mitigating worst-case scenarios.

An important empirical finding is that broadcasting ability is largely dependent on time

of entry. Consequently, time of appearance in the ED can be used as a proxy to the

computation of broadcasting scores. The strong replication of broadcasting ranks, using the

worst-case epidemic measure NS-EPI = EPI/log(ts− ta), provides another interpretation of

broadcasting ability, and again reveals the dependence of this measure on activation time

(since the saturation time, ts, is similar for the majority of nodes).

With respect to other epidemic measures, the relationship to broadcast ranks is not so

clear. Our results are not inconsistent with previous findings, that centrality scores based

on network structure alone, are not always able to capture all top-spreaders: the spreading

power of less central nodes may be underestimated. In addition, with respect to predict-

ing epidemic outcome, temporal centrality does not necessarily outperform less complex

measures. Nonetheless, temporal centrality identifies a distinct set of top-spreaders than

centrality based on the time-aggregated binarized contact matrix, so that taken together,

the accuracy of capturing top-spreaders improves significantly. Our results also show that

other temporal markers (such as duration observed) can be used in a simple predictive

model to generate predictions that capture the trend of the observed data remarkably well.

Much can also be gleaned from a non-network perspective. We showed that staff-staff

interactions dominated all other types of interactions. Our study revealed ‘hotspots’ of

interaction activity within the ED, such as the registration/triage area, the ED waiting

areas, as well as a staff break area and office area. Temporal dynamics of interaction

patterns at these locations can inform disease-prevention strategies, as well as design plans

to optimize the utility and functionality of the ED as a whole.

In conclusion, while our study has shown that network analysis can reveal interesting

insights into disease dynamics, epidemic spread is a complicated process which cannot be
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fully explained by network structure. We have shown that while there is indeed some rela-

tionship between network-based centrality and epidemic outcome, immediate applications

to mitigating epidemic effect remain nebulous. Inclusion of temporal information in the

infection process is necessary to mimic real-world effects, but this added layer of complexity

also increases the robustness of the network with respect to epidemic spread. Regardless,

much more can be done to fine-tune and improve our analysis. Other temporal centrality

measures can be investigated, and we believe that a combination of different network-based

centralities, alongside other node-specific observables (such as patient/staff characteristics,

duration observed, etc), can altogether paint a more complete picture of how contagion

spreads on a network.



Appendix A: Partial lists of node rankings

We display partial lists of node rankings associated with various values of α. The first row of

Table A.1 indicates that node 1 was ranked fifth when α = α1, fourth when α = α2, and sixth when

α = α3, α4. We compare the Pearson correlation between these lists (Table 4.3c) and visualize them

in Figure 4.4.

Table A.1: BC

node 0.25 0.5 0.75 0.85

1 5 4 6 6

2 46 46 45 45

3 57 59 59 59

4 85 86 84 80

5 71 72 72 72

6 63 63 63 63

7 56 58 58 58

8 19 20 20 20

9 82 82 82 81

10 83 83 85 82

11 75 75 75 75

12 104 93 92 90

13 101 94 93 91

14 61 61 61 61

15 62 62 62 62

...
...

...
...

...

Table A.2: RC

node 0.25 0.5 0.75 0.85

1 21 20 20 20

2 83 68 57 52

3 1 3 2 4

4 8 8 8 8

5 16 16 16 16

6 9 9 9 9

7 10 10 10 10

8 19 21 21 21

9 4 4 5 5

10 15 15 15 15

11 12 12 11 11

12 26 26 26 26

13 27 27 27 27

14 6 5 3 1

15 51 51 51 51

...
...

...
...

...
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Appendix B: Partial lists of nodes in ranked

order

We display partial lists of nodes in ranked order associated with various values of α. For example,

the first row of Table B.1 indicate that node 40 is ranked highest as a broadcaster regardless of α.

Nodes highlighted in red are staff. We compute Kendall correlation (Table 4.3) and intersection

distance isim (Table 4.4) as quantitative ways to assess similarity between the lists.

Table B.1: BC

rank 0.25 0.5 0.75 0.85

1 40 40 40 40

2 41 41 41 41

3 84 84 84 84

4 57 1 56 56

5 1 57 49 49

6 95 53 1 1

7 53 95 57 57

8 83 56 53 53

9 29 49 51 51

10 56 51 90 90

11 49 90 95 34

12 30 29 29 95

13 90 62 62 62

14 51 30 34 29

15 27 34 105 36

...
...

...
...

...

Table B.2: RC

rank 0.25 0.5 0.75 0.85

1 3 21 31 14

2 26 31 3 21

3 31 3 14 31

4 9 9 26 3

5 21 14 9 9

6 14 26 21 26

7 27 27 27 27

8 4 4 4 4

9 6 6 6 6

10 7 7 7 7

11 43 43 11 11

12 11 11 16 16

13 16 16 43 43

14 25 25 25 25

15 10 10 10 10

...
...

...
...

...
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Appendix C: Pseudo-code for stochastic in-

fection model

Consider a dynamic network represented by a sequence of (10-second aggregated) adjacency

matrices A[t] for t = 1, . . . , 4321. Each matrix is n×n, where n is the number of nodes. We aim to

generate an output consisting of a n× 5 array of the form:

nodeID infected timeOfInfection sourceOfInfection # sinks
...

...
...

...
...

where the entries in the ‘infected’ column are boolean, indicating whether or not the node is infected;

for infected nodes, the source of infection is the node which passed the infection directly to it; a

sink corresponding to node i is a node that was directly infected by node i.

For a fixed time-step t, we work only with the (current) matrix A[t] and the previous matrix

A[t−1]. We scan the matrices (along each row) to see if any changes in connections took place at

time t. Since the matrices are symmetric, we look only at the upper triangular part. In the process,

we also keep track of the following:

• toBeInfected vector which identifies the nodes that become infected at time t. Note that

the ‘infected’ status of these nodes are only updated at the end of the scan. This is because

infected nodes can only start infecting other nodes at the next time step.

• TimeOfContact matrix where the ij-th entry is the length of time that the link between

node i and node j is active. If node j is infected at time t, at the end of the scan, the entire

column TimeOfContact[·][j] is reset to zero. This is because we want to start counting the

connection times (with other nodes) only after node j becomes infected, and not before.

Note that toBeInfected will be over-written (reset to false vector) at each time-step. TimeOfContact

will be continually updated and the corresponding output will not be stored.

For a fixed time t, consider the ij-th entry of A[t−1] and A[t].

• Case I: the ij-th entry is 0 at both times.

Do nothing.

• Case II: the ij-th entry is 1 at both times, or the ijth entry changed from 0 to 1

Update TimeOfContact[i][j]← TimeOfContact[i][j] + 1.

• Case III: the ij-th entry changed from 1 to 0.

This means that a connection between nodes i and j ended at time t. We do two things:
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1. Check if infection occurs between i and j: Check the ‘infected’ status of both

nodes at time t− 1. If both nodes have the same status, do nothing. If only one node is

infected, compute the probability of infection using the length of time of contact, given

by TimeOfContact[i][j], and randomize to determine if infection occurs. If infection

occurs, say node i infects node j, update the following:

– toBeInfected[j]← true

– timeOfInfection[j]← t

– sourceOfInfection[j]← i

– #sinks[i]← #sinks[i] + 1

2. Reset the connection time between i and j: TimeOfContact[i][j] ← 0. We can

do this because after randomization, we no longer need this information. Furthermore,

any future contact between the two nodes will be treated as independent.

After scanning every entry in A[t−1] and A[t],

• update the ‘infected’ status of the nodes based on the vector toBeInfected;

• reset the connection times in TimeOfContact for all nodes infected at time t to zero.

Move on to the next time step.

We insert a zero matrix at the end of the adjacency sequence, to ensure that at the end of the time

sequence, all pairs of nodes are tested for possible infection.
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Algorithm 1 Infection Model Simulation

// Initialize
currentMatrix← firstMatrix
previousMatrix← firstMatrix
TimeOfContact← zeroMatrix
U← zeroMatrix

t← 1.

loop:

toBeInfected← falseVector . This must be reset at each time-step

// Begin scan
i← 1.
for i <= n do

j ← i+ 1.
for j <= n do

if TimeOfContact[i][j] > 0 then . Connection active.
if i is infected XOR j is infected then . Only one of two is infected

// check if infection spread: compute probability; randomize
if infected(TimeOfContact[i][j], U[i][j]) = true then . Infection spread

// Suppose i infected j (other case is also considered)
toBeInfected[j]← true
timeOfInfection[j]← t
sourceOfInfection[j]← i
#sinks[i]← #sinks[i] + 1

j ← j + 1.
// End inner for (finish scanning row i)

i← i+ 1.
// End outer for (finish scanning entire matrix)

// Update infection status and reset connection time for infected nodes
k ← 1.
for k <= n do

if toBeInfected[k] = true then
infected[k]← true
timeOfContact[·][k]← 0 . Reset column k to zero
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Algorithm 1 (continued)

// Update connection time for all nodes; see Case II & III
i← 1.
for i <= n do

j ← i+ 1.
for j <= n do

if currentMatrix[i][j] = 1 then . Case II: There is a connection, increment time
if TimeOfContact[i][j] = 0 then . Beginning of connection, assign random u

U[i][j]← randomDouble()

TimeOfContact[i][j]← TimeOfContact[i][j] + 1
else . Case III: No connection, or connection ended at time t

TimeOfContact[i][j]← 0

j ← j + 1.

i← i+ 1.

t← t+ 1.

if currentMatrix = lastMatrix then
goto end.

previousMatrix← currentMatrix
currentMatrix← nextMatrix
goto loop.
end



Appendix D: Mean EPI v centrality rankings

Figure D.1: Comparison of mean EPI rankings and network-based centrality rankings. Shifts 1-7.

(a) Shift 1: Temporal (b) Shift 1: Static

(c) Shift 2: Temporal (d) Shift 2: Static

(e) Shift 3: Temporal (f) Shift 3: Static
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(a) Shift 4: Temporal (b) Shift 4: Static

(c) Shift 5: Temporal (d) Shift 5: Static

(e) Shift 6: Temporal (f) Shift 6: Static

(g) Shift 7: Temporal (h) Shift 7: Static



Appendix E: Max EPI v centrality rankings

Figure E.1: Comparison of max EPI rankings and network-based centrality rankings. Shifts 1-7.

(a) Shift 1: Temporal (b) Shift 1: Static

(c) Shift 2: Temporal (d) Shift 2: Static

(e) Shift 3: Temporal (f) Shift 3: Static
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(a) Shift 4: Temporal (b) Shift 4: Static

(c) Shift 5: Temporal (d) Shift 5: Static

(e) Shift 6: Temporal (f) Shift 6: Static

(g) Shift 7: Temporal (h) Shift 7: Static



Appendix F: NS-EPI v centrality rankings

Figure F.1: Comparison of NS-EPI rankings and network-based centrality rankings. Shifts 1-7.

(a) Shift 1: Temporal (b) Shift 1: Static

(c) Shift 2: Temporal (d) Shift 2: Static

(e) Shift 3: Temporal (f) Shift 3: Static
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(a) Shift 4: Temporal (b) Shift 4: Static

(c) Shift 5: Temporal (d) Shift 5: Static

(e) Shift 6: Temporal (f) Shift 6: Static

(g) Shift 7: Temporal (h) Shift 7: Static



Appendix G: Added-value of BC

Figure G.1

(a) Shift 1: Top 10 (b) Shift 1: Top 20

(c) Shift 2: Top 10 (d) Shift 2: Top 20

(e) Shift 3: Top 10 (f) Shift 3: Top 20
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(a) Shift 4: Top 10 (b) Shift 4: Top 20

(c) Shift 5: Top 10 (d) Shift 5: Top 20

(e) Shift 6: Top 10 (f) Shift 6: Top 20

(g) Shift 7: Top 10 (h) Shift 7: Top 20



Appendix H: Predictions

We plot the predictions based on full models

Y = β0 + β1X + β2D + β3S + ε,

where Y is one of mean EPI, max EPI or NS-EPI, and X is one of log(BC), AD or BD. Coefficients

are estimated based on Shift 1 data (training set). Predictions based on the null model

Y = β0 + β1T + β2D + β3S + ε

are included for comparison. Observed values are indicated by ‘o’, predicted values based on the

null model are indicated by ‘·’ and predicted values based on the full model are indicated by ‘+’.
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Figure H.1: Predictions for Shift 2

(a) mean EPI v log(BC) (b) mean EPI v AD (c) mean EPI v BD

(d) max EPI v log(BC) (e) max EPI v AD (f) max EPI v BD

(g) NS-EPI v log(BC) (h) NS-EPI v AD (i) NS-EPI v BD
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Figure H.2: Predictions for Shift 3

(a) mean EPI v log(BC) (b) mean EPI v AD (c) mean EPI v BD

(d) max EPI v log(BC) (e) max EPI v AD (f) max EPI v BD

(g) NS-EPI v log(BC) (h) NS-EPI v AD (i) NS-EPI v BD
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Figure H.3: Predictions for Shift 4

(a) mean EPI v log(BC) (b) mean EPI v AD (c) mean EPI v BD

(d) max EPI v log(BC) (e) max EPI v AD (f) max EPI v BD

(g) NS-EPI v log(BC) (h) NS-EPI v AD (i) NS-EPI v BD
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Figure H.4: Predictions for Shift 5

(a) mean EPI v log(BC) (b) mean EPI v AD (c) mean EPI v BD

(d) max EPI v log(BC) (e) max EPI v AD (f) max EPI v BD

(g) NS-EPI v log(BC) (h) NS-EPI v AD (i) NS-EPI v BD
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Figure H.5: Predictions for Shift 6

(a) mean EPI v log(BC) (b) mean EPI v AD (c) mean EPI v BD

(d) max EPI v log(BC) (e) max EPI v AD (f) max EPI v BD

(g) NS-EPI v log(BC) (h) NS-EPI v AD (i) NS-EPI v BD
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Figure H.6: Predictions for Shift 7

(a) mean EPI v log(BC) (b) mean EPI v AD (c) mean EPI v BD

(d) max EPI v log(BC) (e) max EPI v AD (f) max EPI v BD

(g) NS-EPI v log(BC) (h) NS-EPI v AD (i) NS-EPI v BD



Bibliography

[1] Weihua An. Multilevel meta network analysis with application to studying network

dynamics of network interventions. Social Networks, 43:48 – 56, 2015.

[2] L Ancel Meyers, M. E. J. Newman, M Martin, and S Schrag. Applying network theory

to epidemics: Control measures for Mycoplasma pneumoniae outbreaks. Emerging

Infectious Diseases, 9(2):204–10, 2003.

[3] Roy M. Anderson and Robert M. May. Infectious Diseases of Humans, Dynamics and

Control. Oxford University Press, 1992.

[4] Francesca Arrigo and Michele Benzi. Edge modification criteria for enhancing the

communicability of digraphs. SIAM Journal on Matrix Analysis and Applications,

37(1):443–468, 2016.

[5] Francesca Arrigo and Michele Benzi. Updating and downdating techniques for optimiz-

ing network communicability. SIAM Journal on Scientific Computing, 38(1):B25–B49,

2016.
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[46] Mikko Kivelä, Alex Arenas, Marc Barthelemy, James P. Gleeson, Yamir Moreno, and

Mason A. Porter. Multilayer networks. Journal of Complex Networks, 2014.
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