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Abstract 
 

Recognition memory signals in the macaque hippocampus 
 

By Michael Joseph Jutras 
 

Recognition memory, the ability to perceive recently encountered items as 
familiar, relies on structures in the medial temporal lobe, including the hippocampus.  
However, neurophysiological studies have thus far provided little evidence for the 
existence of recognition memory signals in the monkey hippocampus, despite the 
existence of such signals in surrounding cortical areas.  Studies of the effects of 
hippocampal damage in monkey and humans have shown the visual paired comparison, 
or visual preferential looking task (VPLT), to be a test of recognition memory that is 
sensitive to hippocampal damage.  Accordingly, to examine possible recognition memory 
signals in the hippocampus, I recorded hippocampal activity in rhesus monkeys as they 
performed the VPLT.  Hippocampal neurons responded significantly to stimulus 
presentation relative to the baseline pre-stimulus period, and a substantial proportion of 
these visually-responsive neurons showed significant firing rate modulations that 
reflected whether stimuli were novel or familiar.  Additionally, these firing rate 
modulations were correlated with recognition memory performance on the VPLT such 
that larger modulations by stimulus novelty were associated with better performance.  I 
also observed an increase in temporally correlated activity across the hippocampus, i.e., 
neuronal synchronization, in the gamma frequency band during encoding that predicted 
the strength of subsequent recognition.  Finally, I observed theta-band oscillations in 
hippocampal LFPs that were strongly coupled to the monkeys’ eye movements, 
undergoing a phase resetting with each new fixation.  The phase of the network theta 
oscillation at fixation onset and the degree of spike-field phase synchronization in the 
theta band across the trial were correlated with the strength of stimulus encoding.  In 
addition, the amplitude of hippocampal gamma, which has been linked to successful 
memory formation, was modulated at theta frequency.  Taken together, these findings 
suggest that neuronal activity in the hippocampus is organized at multiple levels, is 
related to the strength of memory formation, and is intimately connected to behavior.  
Findings from this research could be used to develop new criteria for identifying aberrant 
neural activity in humans exhibiting symptoms of memory loss.  The possibility that a 
disruption in neuronal synchronization may underlie the memory impairment in these 
patients also suggests that therapies aimed at alleviating this disruption could be used to 
treat memory loss.  
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Chapter 1 

 

 

 

Introduction and Background 

 

 

 

Overview 

 The ability to form memories of the surrounding environment exerts a profound 

influence over all of life.  Memory allows organisms to navigate and grow within their 

environment, find food, avoid predators, recognize social cues, and a myriad of other 

tasks that aid in survival.  While the brains of animals and humans have evolved complex 

systems for forming and storing memories, evidence of information storage can be 

observed even at the level of molecular cascades within cells.  Our experience gives us a 

subjective sense for the significant role that memory plays in our everyday lives, but 

nothing quite conveys this significance as much as when this ability fails us.  Impaired 

memory is a component of diseases such as Alzheimer’s disease, schizophrenia, temporal 

lobe epilepsy, and depression.  The desire to understand memory formation, the systems 

responsible for memory and the causes of memory deficits has propelled decades of 

research in the hopes of developing new therapies for patients afflicted with memory loss.  

While memory has long been known to be a function of brain activity, the knowledge that 

localized damage to specific areas in the brain will dramatically alter the manner in which 
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memories can be stored and accessed has only come about within the last half century.  

From the early clues that memory formation begins with the activity of neurons in certain 

memory centers in the brain, neuroscience research and technological advances have 

subsequently progressed to a point where this activity can be measured as it occurs.  

These methods offer great promise for understanding the progression of changes during 

the course of neurodegenerative diseases that negatively impact memory.   

 This introduction reviews the available literature in order to provide background 

relevant to the research described in this thesis.  Our current understanding of the nature 

of memory and the specific roles of various brain areas in memory comes primarily from 

studies in human amnesic patients as well as in animal models of memory deficits.  In 

addition, increasing understanding of memory formation has come from a growing body 

of research measuring this process using a number of methods, both invasive and 

noninvasive.  These studies provide a basis for the experiments reported in the current 

thesis, which utilize electrophysiological methods for understanding the natural process 

of recognition memory formation in the nonhuman primate brain. 

 

Background: Hebbian learning and memory formation 

 The work contained in this thesis falls under a tradition of basic research that 

ultimately seeks to answer a simple question: how does the brain learn?  Some of the 

most enduring ideas addressing this question came from Donald Hebb, whose theories on 

the workings of neurons and the storage of information in the brain continue to resonate 

in the field of neuroscience to this day.  While he was not the first to suggest that learning 

is a process related to the connections among neurons in the brain, in The Organization of 
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Behavior he advanced the hypothesis that learning specifically involves the strengthening 

of a synaptic connection between neurons following repeated, correlated activation of one 

neuron by another through this connection1.  In addition, he proposed the existence of 

groups of neurons which he referred to as “cell assemblies” that form a functional unit in 

information processing, i.e., neurons that tend to fire together.  Subsequent research has 

supported the idea that neurons “learn” through changes in the strength of their 

connections with each other2, and that these changes can come about as a result of 

variations in patterns of activity occurring in cell assemblies, in terms of both rate and the 

specific timing of activity.  The experiments contained in this thesis were designed to 

study such patterns of activity at the systems level in the hippocampus, a brain region that 

is critical for memory formation. 

 

Memory systems in the brain 

 Evidence for the importance of the medial temporal lobe (MTL), including the 

hippocampus and neighboring cortical regions (Figure 1.1), in memory can be traced to 

over a century ago, when von Bechterew presented a clinical case report describing a 

patient with profound memory impairment.  An autopsy on this patient showed softening 

of the hippocampus and neighboring cortical areas on both sides of the brain3.  Later, 

there were several other clinical case studies that suggested a connection between MTL 

damage and impaired memory4-6.  
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 However, it was not until the 1950s that the link between memory and MTL 

structures was rigorously tested.  Much of our understanding of memory systems in the 

brain began with studies of patients with bilateral damage to the MTL, such as patient 

HM.  These patients’ surgeries were performed in order to alleviate the symptoms of 

severe intractable epilepsy, and in the case of HM and others, involved the removal of 

most of the MTL on both sides of the brain.  Following the surgery, HM’s language, 

perception, and reasoning were unaffected, and knowledge acquired before the surgery 

was generally well preserved (although there was a period of retrograde amnesia which 

affected a period of time preceding the surgery).  However, he exhibited profound 

amnesia for the experiences of daily life, and although he could retain and utilize 

Figure 1.1:  The medial temporal lobe of the human brain.  This image shows a 
coronal section through the human brain at the level of the anterior hippocampus, with 
the regions of the medial temporal lobe labeled.  Image provided by Dr. Yoland 
Smith, Yerkes National Primate Research Center. 
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information for a brief period of time in immediate memory, his long term memory was 

severely disrupted7,8. 

Through the use of appropriate behavioral tasks with patients like HM, Brenda 

Milner and other researchers revealed compelling evidence for multiple memory systems 

in the brain.  For instance, HM retained the ability to learn new motor skills after the 

surgery, although he was unable to remember the training sessions involved in learning 

the skill and could not recall having performed the task before.  This example illustrates a 

key distinction between two memory systems: explicit (or declarative) memory, which 

involves the ability to consciously recall information about facts and events; and implicit 

(or nondeclarative) memory, which includes motor (skill) learning as well as perceptual 

learning and other types of learning that are not necessarily accessible to conscious 

knowledge.  Damage to specific regions of the brain can potentially produce deficits in 

one or the other of these memory systems.  However, these two memory systems are 

critically reliant on separate regions of the brain for normal function9.  While motor and 

perceptual learning generally involve the striatum, cerebellum, and motor or sensory 

cortices, explicit memory in humans and other primates is critically dependent on regions 

in the MTL. 

Many different forms of explicit memory are thought to rely on the MTL memory 

system for normal function.  These include episodic memory, the memory for the day to 

day occurrences in one’s life; semantic memory, the ability to recall information about 

facts and events not necessarily based in one’s own life; and recognition memory, which 

is simply the ability to perceive a recently encountered item as familiar.  This thesis will 

focus on recognition memory for visual stimuli in the primate. 



6 
 

 

Recognition memory and the medial temporal lobe 

 Along with the development of appropriate animal models for memory disruption, 

the development of appropriate behavioral testing paradigms has been essential for 

understanding the neural correlates of memory.  With the knowledge that explicit 

memory was disrupted in humans following damage to MTL structures while other 

functions including implicit memory and immediate (or working) memory remained 

intact, researchers attempted to replicate these effects in animals in order to elucidate the 

specific regions of the temporal lobe that are critical for normal explicit memory. 

 One problem that was encountered early on was that animals with MTL lesions 

will often show normal performance on the same memory tasks for which amnesic 

human patients show a deficiency.  For example, monkeys10 and rats11 with lesions of the 

same regions that were surgically ablated in HM showed no impairment in performance 

compared to controls when tested on the same tasks on which HM was impaired12.  

Specifically, delayed visual discrimination tasks that were often used in early studies to 

show impaired performance among amnesic patients compared to healthy controls can be 

learned gradually over many trials by monkeys with medial temporal lesions.  This 

difference is now known to be due to the fact that animals will utilize any methods at 

their disposal to successfully complete such reward-based tasks, and many of these tasks 

could, in fact, be successfully completely using means other than explicit memory, such 

as through habit learning13.  This form of memory depends on the basal ganglia and is 

independent of the MTL14,15.  Because animals can utilize alternative brain pathways to 

complete such reward-based tasks, any purported test of explicit memory function must 
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necessarily be solvable without relying on alternative skills, especially those (such as 

habit learning) that can come into use during the prolonged training periods that are often 

involved in animal behavioral studies. 

 An important development came with the use of single trial memory tasks, in 

which memory for stimuli is assessed on a trial-by-trial basis.  For example, in the 

delayed matching (DMS) or nonmatching to sample (DNMS) task, monkeys are first 

presented with a sample object, which the monkey displaces to receive a food reward.  

Recognition memory for the sample object is tested by presenting the monkey with the 

sample object alongside a new object after a delay period.  The monkey is trained over 

many trials to displace the sample object (for DMS) or the novel object (for DNMS) in 

order to receive a reward16,17.  In the trial-unique version of this task, unique objects are 

used for each trial so that successful performance could be obtained by comparing the 

relative familiarity of each pair of objects.  Monkeys with large MTL lesions are 

consistently impaired on this task, especially when a large delay between trial phases is 

imposed18-25. 

These findings supported the MTL as an area of focus for studies of explicit 

memory function.  Additional studies have considered the role of specific regions within 

the MTL memory system in memory performance.  This system includes the 

hippocampal formation (dentate gyrus, subiculum, and the cornu ammonis, usually 

delineated into areas CA1 and CA3), entorhinal cortex, perirhinal cortex, and 

parahippocampal cortex (whose homologue in rodents is believed to be the postrhinal 

cortex).  While earlier lesion studies involved surgical removal of the entire MTL, 
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including the hippocampus, amygdala, and surrounding cortex, later studies investigated 

the effects of specific lesions.  These will be discussed in further detail below. 

 

The visual paired comparison (VPC) task 

   While DMS was developed earlier as a test of recognition memory, DNMS came 

into more widespread use because the test subject was rewarded for consistently choosing 

the novel object in each test phase.  Both humans and other primates are inherently 

attracted to novelty, and so this version of the task proved far easier to train monkeys to 

complete successfully because it took advantage of this bias.  However, along with the 

DNMS task paradigm, yet another test of visual recognition memory was developed 

which took advantage of the innate preference that primates normally display for novel 

stimuli.  This test was originally developed to study early visual development, with the 

reasoning that an animal that consistently exhibits preference for one stimulus over 

another has the ability to detect differences in form and pattern between the two stimuli26.  

Joseph Fagan first used this test to assess recognition memory in human infants27.  Based 

on the insight that differential time spent looking at a novel stimulus versus a previously 

seen target stimulus must indicate successful memory for the target stimulus, Fagan 

developed a task wherein infants were presented with two identical stimuli side by side 

for a period of time, then following this presentation (immediately or after a delay) the 

recently viewed stimulus was presented alongside a novel stimulus.  Infants showed 

preferred viewing for the novel stimulus over the familiar, and thus less interesting, 

stimulus, even when a delay of 2 hours separated the successive presentations27.  Because 

this task takes advantage of an innate preference for novelty that is conserved across 
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mammalian species, it does not require verbal instruction or training, making it a simple, 

straightforward tool for studying recognition memory in many species. 

The visual paired comparison (VPC) task and novel object recognition (NOR) 

task were subsequently developed from this paradigm to test recognition memory in 

primates28 and rodents29, respectively.  In VPC, the subject is presented with two images 

side by side, and the eye position is measured (typically non-invasively by measuring the 

corneal reflection) to determine which image the subject is looking at.  In NOR, rodents 

are allowed to explore physical objects in their environment, and the time spent sniffing 

or whisking these objects is measured.  In both tasks, the amount of exploration time is 

compared between novel and repeated stimuli to assess memory for the repeated 

stimulus.  These tasks have been shown to be sensitive to MTL damage in humans30, 

monkeys31-33, and rats34.  Additional findings specific to the hippocampus will be 

discussed below. 

 

Hippocampal contribution to recognition memory 

  The hippocampus is anatomically positioned to receive highly processed 

information largely via projections from the entorhinal cortex, which in turn receives 

information from widespread neocortical regions via the perirhinal and parahippocampal 

cortices35-38 (Figure 1.2).  Importantly, sensory information arriving at the hippocampus 

through these relays is multimodal in nature.  Thus, deficits in explicit memory resulting 

from damage to the MTL is never specific to one sensory domain, but affects visual, 

auditory, and somatosensory modalities alike.  Each relay point of information flow 

through the MTL involves one or more synaptic connections, along with opportunities for 
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further processing through local inhibition and input from other regions of the brain.  

This pattern of anatomical connectivity of the MTL memory system suggests differing 

levels of function in each region’s contribution to the neural operations underlying 

memory.  While the anatomical connectivity between regions of the MTL has guided the 

Figure 1.2:  Schematic of the medial temporal lobe memory system.  The diagram 
shows the anatomical connectivity of the hippocampal formation (dentate gyrus, CA3, 
CA1, and subiculum), and the entorhinal, perirhinal, and parahippocampal (postrhinal 
in the rat) cortices.  This is a simplified representation of the way information is 
projected from the parahippocampal and perirhinal cortices to layers II/III of the 
entorhinal cortex, then in turn through a mainly unidirectional, feed-forward pathway 
from the superficial layers of the entorhinal cortex through the subregions of the 
hippocampal formation, and finally returning to the deep layers of the entorhinal 
cortex. 
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investigation of these areas’ contributions to recognition memory, the complexity of this 

system has largely frustrated many attempts at simplistic matching of structure to 

function.  

Studies of monkeys with lesions of specific MTL regions have provided some 

insight into the contribution of each region to recognition memory.  There is widespread 

agreement that the perirhinal cortex is critical for recognition memory, as monkeys with 

perirhinal lesions consistently display a deficit in performance on DNMS compared to 

controls18,19,22,39-43.  In contrast, inconsistent findings have been reported regarding the 

impact of hippocampal lesions on DNMS performance33,42,44-46, eliciting debate among 

researchers as to the extent of hippocampal involvement in recognition memory 

performance47,48.   While studies using DNMS to assess recognition memory have 

yielded inconsistent results, damage limited to the hippocampus produces consistent 

deficits in performance on VPC in humans49 and monkeys33,42 and on NOR in rats34.  

Monkeys with hippocampal lesions will show significantly less novelty preference on 

VPC than controls with delays as short as 10 seconds33, making VPC a compelling 

behavioral assay of hippocampal function. 

The discrepancy in these data regarding hippocampal-lesioned monkeys and 

recognition memory performance continues to provoke discussion among memory 

researchers regarding the contribution of the hippocampus to recognition memory, as 

well as the precise psychological basis of these two tasks.  Although at first glance both 

VPC and DNMS would seem to test the same cognitive processes, they are in fact 

drastically different in terms of the amount of training involved to learn the rule-based 

task parameters of DNMS, along with the degree of motivation involved, since DNMS is 
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explicitly rewarded while VPC is not.  Because monkeys are highly motivated to 

complete DNMS trials successfully, they are likely to resort to any strategy available in 

order to complete the task.  Thus, it is conceivable that hippocampectomized monkeys 

may rely on strategies that are unavailable to monkeys with perirhinal lesions, such as 

holding information about the sample “on-line” during the delay in order to successfully 

make the correct choice during the test phase.  Such strategies may also come about with 

excessive pretraining, which is avoided in VPC.  Another consideration is the possibility 

that the two tasks simply involve separate memory systems altogether.  Because subjects 

are not explicit rewarded for performing VPC, as they are for DNMS, the behavior 

measured during VPC performance could be linked to implicit mechanisms of sensory 

memory that rely on brain regions that are distinct from those critically involved in 

recognition memory.  However, it is unlikely that VPC relies on implicit memory 

processes because in humans, VPC performance is predictive of subsequent recognition 

memory performance in a two-alternative forced-choice test, while performance in 

perceptual priming (an implicit memory process) is unrelated to recognition memory 

performance50.  One last consideration comes from Nemanic et al., 2004, suggesting that 

VPC’s greater sensitivity to hippocampal damage may be indicative of the associative 

nature of hippocampal processing, especially for completely novel stimuli: 

In VPC, animals are passively exploring two-dimensional black/white novel 

stimuli, not actively memorizing the sample to select a future response (i.e., 

incidental learning).  It is presumably more ecological for monkeys (and humans) 

passively witnessing a new event to keep a trace (however weak it is) of the 

whole event, because anything can later prove to be behaviorally relevant (i.e., the 
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stimulus, its elements, and its spatial and temporal contexts).  This incidental 

encoding could favor the formation of conjunctive representation not only of the 

different elements of the sample but also of its location and contexts.42 

Because the hippocampus is widely considered to play an important role in associative 

memory, the memory for relationships between multiple items51-53, it is difficult to rule 

out the possibility that the relational content of images may contribute to greater 

hippocampal processing during the formation of an image’s representation in memory, 

even during passive viewing.  Indeed, previous work suggests that processes related to 

single-item and associative memory may be closely related in the hippocampus54, which 

may make attempts to disambiguate these processes during recognition memory tasks 

difficult.  However, neural signals related to such associations in the hippocampus may 

take many presentations to develop55, while recognition for the images used in VPC is 

evident after a single presentation. 

Despite these considerations, studies have consistently shown that normal 

performance on VPC is drastically affected by hippocampal damage, making this task 

paradigm an effective assay of hippocampal activity related to the mnemonic processing 

of visual stimuli.  One goal of the current thesis is to investigate neuronal activity in the 

hippocampus during recognition memory performance in order to further our knowledge 

of this region’s contribution to memory.  The experiments designed for this thesis draw 

from previous work by Wilson and Goldman-Rakic, which adapted the preferential 

looking paradigm in order to enable investigations of the neurophysiological correlates of 

viewing preferences of monkeys for complex images56.  In that study, completely novel 

images were presented one at a time rather than side by side, and the amount of time 
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spent looking at each picture was measured as an index of the monkey’s interest in the 

picture.  Consistent with studies using VPC, monkeys spent substantially less time, on 

average, viewing images when they were shown for repeated presentations compared to 

when the images were completely novel.  Because the monkey has a choice to either 

continue looking at each image or to look away from the image, and will do the latter 

when interest in the image diminishes (such as when recognition of the image becomes 

apparent), this preferential looking paradigm is comparable to VPC which compares gaze 

durations for the repeated (and less interesting) image to a completely novel image.  The 

fact that images appear one at a time makes this task paradigm especially amenable to 

neurophysiological study, since the visual receptive field of neurons in the temporal lobe 

could encompass most of the field of view57, which would complicate any analysis of 

neuronal activity when two images are presented side by side.  Thus, this task paradigm 

was adapted for use in the current thesis as the Visual Preferential Looking Task (VPLT). 

 

Hippocampal physiology - background 

While studies of amnesic patients and MTL-lesioned animals elucidated the subtle 

distinctions between different types of memory and the structures that are critically 

involved in the neuronal operations of memory formation, the realm of physiology 

research has allowed us to observe these operations as memories are formed.  Although 

the intimate connection between the MTL and memory wasn’t fully appreciated until the 

1950s, studies of neuronal physiology in the hippocampus go back possibly as far as 

1933, when Saul and Davis, recording with large electrodes in the region of the cat 

hippocampus, described “huge discharges, about five times a second, which are very 
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regular and have waves of very constant and definite shape”58.  Jung and Kornmüller 

followed this report in 1938 with an observation of a large amplitude, sinusoidal wave 

pattern in the rabbit hippocampus at between 4 and 7 Hz, which they named “theta” 

activity59.  While subsequent studies in a number of species initially seemed to link this 

activity to attention, arousal, locomotion and a number of other behaviors, the growing 

body of evidence linking the hippocampus to memory provided a well-defined behavioral 

context within which later studies would explore neuronal signals in the hippocampus, in 

attempts to relate these signals to memory formation.  The unique cytoarchitecture and 

placement of the hippocampus within the brain (along with other considerations) also 

facilitated the development of a number of novel techniques for recording neural activity, 

such as the first use of microelectrodes for recording extracellular neuronal signals60 and 

the development of field potential analysis61,62.  While many other methods have been 

used to investigate the physiology of hippocampal neurons, such as recordings from 

slices and isolated cultures of neurons, this introduction will focus on data obtained from 

the brains of awake, behaving subjects, except where it is relevant to discuss data 

obtained using other methods. 

 

Hippocampal circuitry 

Hippocampal neurons fall into two major classes: principal cells and interneurons.  

Principal cells form the major output pathway from hippocampal subregions.  They are 

morphologically defined as granule and mossy cells in the dentate gyrus, and pyramidal 

cells in all other hippocampal subregions.  Their projections make excitatory connections 

onto other neurons, utilizing the neurotransmitter glutamate to mediate this excitation.  
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While these principal cells are the classic “projection” neurons that provide the means for 

signal transmission between hippocampal subregions, there is also a fair amount of 

interconnectivity among the principal neurons within CA3 (and to some extent, in CA1) 

through recurrent excitatory axon collaterals, allowing for a high degree of complexity in 

local information processing in these subregions.  For instance, this organization is 

thought to facilitate the arbitrary associations between multiple items in memory that 

occurs during the process of episodic memory formation63,64. 

Hippocampal interneurons are distinguished from principal cells by their -

aminobutyric acid (GABA)-ergic projections65.  As a group, the interneurons are much 

more morphologically, physiologically, and neurochemically diverse than principal cells.  

While GABA is generally an inhibitory neurotransmitter, and GABAergic interneurons 

are thought to set the overall “tone” of excitation/inhibition in many areas of the brain, 

this is in fact an oversimplification of the complex role interneurons can play in local 

hippocampal circuitry.  For instance, many interneurons make inhibitory synapses on 

other nearby interneurons, with the net result being an increase in excitation.  Due to their 

innate firing properties and connectivity, interneurons also provide an important 

pacemaker function in the generation of oscillatory activity in hippocampal networks66.  

Although the interneurons only make up approximately 5.8%67 to 11%68 of the total 

population of hippocampal neurons, each may contact in excess of 1000 postsynaptic 

target neurons69-71, allowing for a high level of control over the dynamics of local 

neuronal networks.  The functionality of these networks is greatly enhanced by recurrent 

circuits formed through coupling between interneurons, both through GABAergic 
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synaptic connections72 as well as through electrical synapses73,74, which serve to promote 

a high degree of synchronization of the interneuron network. 

The hippocampal tri-synaptic circuit consists of glutamatergic projections from 

the entorhinal cortex to the dentate gyrus, then in turn from the principal cells of the 

dentate gyrus to CA3, and finally from CA3 to CA1.  This relatively simple circuit is 

made more complex by the fact that afferents to each subregion activate local principal 

neurons as well as local interneurons.  This complexity is compounded by the high 

degree of interconnectivity within the neurons of each subregion, with local 

glutamatergic connections from principal cells to interneurons as well as projections from 

interneurons to principal cells.  The net result of this organization is to provide a 

background against which the precise timing of neuronal activity is important in the 

transmission of information between and within subregions75.   

 

Memory-related single neuron activity in the MTL 

The recording of single neurons in the hippocampus of awake, behaving animals 

goes back to the early 1970s, when Ranck76 and O’Keefe77 independently categorized 

hippocampal neurons into two main classes based on anatomical and physiological 

properties (e.g. firing rates, action potential width, and relative locations in the 

hippocampus).  One of these neuron classes, the complex spiking neuron, is otherwise 

known as the “place cell” due to the fact that these cells are highly attuned to the position 

of the rat in its environment, exhibiting peak firing rates when the rat is in a particular 

location.  The discovery of these cells led to the development of the cognitive map theory 

of hippocampal function, which posits that the hippocampus mediates the psychological 
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representation of space as well as context-dependent memory53.  The other neuron class, 

the theta cell, displays activity that is highly correlated with the aforementioned theta 

activity (which will be described later in further detail).  These two cell classes most 

likely correspond to principal cells and interneurons, respectively78.  While these two cell 

types have been primarily investigated in the rat, there are indications that both monkey79 

and human80 hippocampal neurons can be classified based on similar criteria. 

 The discovery of place cells in the rodent hippocampus spawned an entire field of 

research that has provided insight into the nature of memory formation.  However, the 

basis for much of the experimental work contained in this thesis can be traced more 

directly back to electrophysiological studies of recognition and working memory in the 

monkey MTL.  The early experiments in this realm were driven in part by disagreement, 

stemming from lesion studies, concerning the individual contributions of the 

hippocampus and neighboring cortical areas in the MTL to performance on recognition 

memory tasks81-84.  These studies typically involved task paradigms similar to those used 

in lesion studies: monkeys were trained to signal recognition of a visual stimulus (using a 

computer screen or projector rather than physical objects) that had been previously 

presented, with a delay period interceding successive presentations, in order to receive a 

reward.  Variations on this basic task structure include DMS85-87 (Figure 1.3A), the 

Konorski conditional delayed matching task88-91, and a serial recognition task91-93.  The 

general approach used in these studies was to record the activity of single neurons using 

microelectrodes as monkeys performed these tasks, and compare neuronal response 

properties (in terms of the rate of action potential firing) to stimuli when they were 

presented during the encoding phase of the task (the “sample”) to the same stimuli when 
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they were repeated during the test phase of the task.  Results from these studies have 

shown clear evidence for memory-related signals in the perirhinal and entorhinal cortex85-

88,94,95.  Such signaling took the form of a reduction in firing rate for stimuli when they 

were repeated compared to when they were first presented, an effect that has been called 

“match suppression”86 (Figure 1.3B).  These results seem to be consistent with the well-

recognized role of the MTL cortical areas in recognition memory. 

In contrast to these results, several of these same studies found no evidence of 

Figure 1.3:  Match suppression in a temporal lobe neuron during DMS.  (A)  
Schematic outline of the DMS task.  Monkeys are trained to hold a touch-sensitive bar 
and release it when the sample stimulus reappears following a variable number of 
nonmatching stimuli on each trial.  (B) Average firing responses to stimuli appearing 
as samples, nonmatches, and matches for an example neuron in inferior temporal 
cortex, illustrating the match suppression effect that occurs in response to stimuli that 
match the sample stimulus on each trial.  Reprinted from Miller et al. (1993), with 
permission. 
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such signals in monkey hippocampus88,89,96, while others found only very few such 

signals92,93,97.  One concern with the tasks used in these studies is that they typically 

involved the repetitive use of highly familiar stimuli, rather than the use of completely 

novel stimuli as in VPC and VPLT.  Because the sample stimuli used in these tasks had 

actually been previously viewed by the monkey, it is questionable whether the monkeys 

were actually using recognition memory rather than working memory to complete these 

tasks.  One study by Hampson and colleagues98, in which monkeys performed a DMS 

task using completely trial-unique stimuli, has provided some insight into the 

mechanisms by which hippocampal neurons encode stimulus features.  In that study, 

many hippocampal neurons increased their firing rate during specific phases of the task 

(e.g. Sample, Delay, or Match), and some neurons were also selectively responsive to 

distinct categories of stimuli.  A later study, showing increases in hippocampal glucose 

metabolism during performance of trial-unique DMS, is consistent with these findings99.  

A recent study utilizing single neuron recordings in human epileptic patients, using 

completely novel stimuli, also reported a substantial number of hippocampal neurons that 

signal the novelty or familiarity of stimuli with firing rate changes100.  These results 

suggest that stimulus novelty may be a critical factor for hippocampal involvement. 

 

Local field potentials 

 While each single neuron in the hippocampus provides a basic unit of computing 

power, this information is integrated on a much larger scale through the organization of 

these neurons into neural networks.  Network activity can be measured using relatively 

large electrodes, which can record the aggregate electrical signals generated by the 
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processes of the neuronal ensemble surrounding the electrode tip.  These extracellular 

voltage fluctuations are generally referred to as local field potentials (LFPs) and are 

commonly thought to reflect the input of a neuronal ensemble and the dendritic 

processing within the associated network: synchronized synaptic signals101,102, 

subthreshold membrane oscillations103, and spike afterpotentials104,105 are all thought to 

contribute to this signal.  Because fluctuations in the LFP signal represent the aggregate 

synchronous activity of many neurons in a particular region, the study of these signals is 

essentially an analysis of synchronized activity in the brain. 

 

Neuronal synchronization and memory formation1 

The concept that the precise synchronization of neuronal activity is one of the 

underlying mechanisms by which information is stored in neural tissue has been well-

characterized at the level of single neurons.  For instance, changes in synaptic 

connectivity can be induced by the precise timing of spiking activity of multiple neurons 

in relation to one another, an effect known as spike timing-dependent plasticity 

(STDP)106.  The ability of synchronized activity between two neurons to induce long-

term potentiation (LTP) or long-term depression (LTD) of the synapse(s) connecting 

those neurons depends on whether the activity falls within a particular critical window 

(10-20 ms), as well as whether the presynaptic spike precedes or follows the postsynaptic 

spike within this window107-111.  The size of the window varies depending on the cell type 

as well as the dendritic location of intercellular connections112-115.  Because LTP and 

LTD can lead to long-lasting changes in neuronal properties, including receptor 

                                                      
1 Edited from Jutras, M. J. & Buffalo, E. B. Synchronous neural activity and memory 
formation. Curr Opin Neurobiol 20, 150-155, (2010). 
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trafficking and spine motility, these studies provide a direct link between synchronous 

neuronal firing and the modifications that may underlie memory formation in the brain. 

Growing evidence from electrophysiogical and imaging studies suggests that 

precisely timed neuronal activity at the network level can be linked to improved memory 

performance.  In particular, many studies in recent years have furthered the idea that 

gamma- (30-100 Hz) and theta- frequency (3-8 Hz) synchronization, and the interaction 

between these two rhythms, may engender the critical conditions by which synchrony 

among neural networks can support the specific processes underlying learning at the 

cellular level in the brain. 

 

Gamma-band oscillations and memory formation 

Neuronal ensembles often synchronize their activity at particular frequencies, producing 

oscillations that can be measured either noninvasively or with subdural arrays or 

electrodes planted deep within the brain.  Modulations in oscillatory activity are often 

seen as humans and animals engage in cognitive tasks.  Gamma-band oscillations, in 

particular, have been associated with neuronal processing when the brain is in an “active” 

state, such as during attentional or mnemonic processing116-118.  In the hippocampus, 

gamma-band oscillations rely on interactions between inhibitory networks and local 

collaterals of principal cells providing excitatory signals to the network119,120.  Gamma-

band synchronization may affect signal transmission by two distinct mechanisms.  First, 

gamma-band synchronization may provide input gain modulation through the influence 

of rhythmic network inhibition on local principal cells.  Because these oscillations arise 

from strong, perisomatic inhibition from networks of local interneurons120,121, the efficacy 
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of excitatory input to neurons within the oscillating network is highest when this input 

arrives out of phase with this rhythmic inhibition.  In this way, gamma-band oscillations 

can align rhythmic inhibition among neuronal groups, ensuring that the interactions 

between groups are the strongest when their phases are well-aligned with each other122 

(Figure 1.4).  Second, neurons under the common influence of gamma-band oscillation 

will tend to fire within 10 ms of each other (roughly the equivalent of a gamma-band 

half-cycle).  This synchronization may enhance the impact of multiple excitatory neurons 

to downstream areas, where they converge on a common target.  This feedforward 

coincidence detection may involve increased temporal summation of excitatory 

postsynaptic potentials, resulting in an increased likelihood that downstream neurons will 

fire.  In this way, gamma-band oscillations may serve to enhance the impact of projection 

neurons123-125.  As mentioned above, correlated activity within this time window (10-20 

ms) is a necessary condition for STDP.  Accordingly, gamma-band oscillations may 

promote interactions among neurons that bring about the synaptic changes thought to be 

necessary for memory formation. 
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Although much research has focused on the role of gamma-band synchronization 

in selective attention126-129, many recent studies have observed synchronous activity in the 

medial temporal lobe (MTL) during performance of memory tasks in rodents130-132 and 

humans117,133-142.  Changes in neuronal activity have been observed, with respect to 

memory formation, in oscillatory power, which reflects the energy per unit time within a 

particular frequency range, and coherence, which is a measure of linear predictability that 

captures phase and amplitude correlations.  In particular, studies of intracranial 

electroencephalography (iEEG) signals in human epileptic patients have shown that when 

subjects study lists of words and are subsequently asked to freely recall as many words as 

possible, gamma-band power in the MTL is higher during the encoding of subsequently 

Figure 1.4:  Phase synchronization promotes effective neuronal communication.  
Schematic illustration of oscillatory activity (LFP oscillations with spikes in troughs) 
for three groups of neurons.  Phase alignment among rhythmically-active neuronal 
ensembles promotes effective communication between these ensembles (top) while 
misalignment results in less effective communication (bottom).  Reprinted from 
Womelsdorf et al. (2007), with permission. 
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recalled words than unrecalled words142.  Using a similar task, Fell and colleagues have 

shown that gamma-band coherence between iEEG signals in the hippocampus and the 

rhinal cortex also predicts successful memory encoding117,135.  

 

Coupling between gamma-band and theta-band oscillations 

Modulations in gamma-band oscillations are often observed with respect to the 

phase of slower oscillations.  This has primarily been observed in the theta-frequency 

band143-145, but instances of cross-frequency coupling with the alpha-frequency (8-13 Hz) 

band have also been noted146.  For example, Canolty and colleagues found that power in 

the fast gamma-frequency (80-150 Hz) band was highest at the trough of the theta-band 

oscillation in the human electrocorticogram144.  Cross-frequency coupling may represent 

a mechanism for inter-areal communication.  In support of this idea, it was recently 

observed that gamma-band oscillations in hippocampal area CA1 of the rat hippocampus 

can be divided into fast and slow components, each occurring at a particular phase of the 

theta-band oscillation, and each associated with a different source of afferent input to 

CA1147.  Slow (~25-50) gamma-band oscillations in CA1 were most prominent during 

the descending phase of the theta-band oscillation and were synchronous with slow 

gamma-band oscillations in CA3, while fast (~65-150) gamma-band oscillations in CA1 

peaked during the trough of the theta-band oscillation and synchronized with fast gamma-

band oscillations in medial entorhinal cortex.  These results suggest that hippocampal 

theta-band oscillations may play a role in regulating information flow from entorhinal 

cortex and CA3 to CA1 in a way that optimizes memory encoding and retrieval.  Also, 

spike-field coherence in the theta-band is enhanced during the encoding of visual stimuli 
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in human hippocampus148.  The hippocampal theta-band oscillation has been shown to 

exert an influence over activity in other areas of the cortex, as well.  In one recent study, 

neurons in primary sensory cortices and the medial prefrontal cortex were transiently 

coherent with locally-generated gamma-band oscillations during exploration or REM 

sleep, and “bursts” of gamma-band oscillations as well as with theta-band oscillations 

generated in the hippocampus149.  Taken together, these findings support the idea that 

rhythmic modulation in the gamma- and theta-frequency bands interact in support of 

memory formation and that theta-band phase can convey important information about the 

flow of information in the MTL during encoding processes150. 

 

Phase resetting as a mechanism of processing 

Because the phase of the theta-band oscillation can have important implications 

for gamma-band oscillations, gamma-band coherence, and thus memory formation, it is 

important to consider behavioral factors that may influence theta-band phase at any given 

moment.  During working memory tasks, stimulus presentation induces shifts in the 

phase of the hippocampal theta-band oscillation151,152.  Such phase-resetting has recently 

been studied in monkey visual and auditory cortices153,154, where it appears to play a role 

in modulating neuronal responses to incoming sensory stimuli.  Particularly noteworthy 

in this regard is the finding that oscillations in monkey primary auditory cortex undergo 

phase-reset upon somatosensory stimulation154.  This modulation affected the neuronal 

response to auditory stimuli such that auditory inputs arriving at a specific phase of the  
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Process associated 
with theta phase: 

Outcome: Role in memory 
formation: 

LTP/LTD induction155-

157 
 
 
 
Gamma-band 
oscillations143,144,147,149 

Stimulation at peak of theta in 
rodent hippocampus produces LTP; 
stimulation at trough produces LTD. 
 
Slow gamma-band amplitude in 
monkey auditory cortex  is highest at 
falling phase of theta143; fast 
gamma-band power in human cortex 
is highest at trough of theta144; slow 
gamma-band synchronization 
between rodent CA3 and CA1 
occurs at falling phase of CA1 theta 
while fast gamma synchronizes 
entorhinal cortex and CA1 at trough 
of CA1 theta147; gamma-band bursts 
in rodent neocortex and 
hippocampus occur preferentially at 
peak and falling phase of 
hippocampal theta, respectively149. 

Hippocampal theta-
band oscillations 
provide a background 
for regulating the 
processing of input 
from sensory areas. 
 
Gamma-band 
oscillations are 
modulated by the phase 
of theta, providing a 
foundation for patterns 
of signaling between 
brain regions that may 
be important for 
memory encoding and 
retrieval 

Process eliciting phase 
reset: 

Outcome: Role in memory 
formation: 

Stimulus onset151-154 
 
 
 
 
 
 
 
Fixation onset153 

Phase reset in hippocampal theta 
occurs in rodents151 and humans152 
during performance of a working 
memory task; theta-band phase 
resets in monkey auditory cortex 
upon somatosensory stimulation, 
allowing incoming auditory stimuli 
to elicit amplified neuronal 
responses depending on resulting 
theta-band phase154. 
Theta-band phase reset occurs in 
monkey primary visual cortex upon 
fixation onset in the dark, and theta-
band phase upon stimulus onset 
determines amplitude of evoked 
neural response153. 

Phase resetting of theta-
band oscillations with 
stimulus and fixation 
onset may ensure that 
sensory input occurs at 
an “ideal phase” of the 
oscillation; this may 
have important 
implications for 
mechanisms of 
plasticity thought to 
underlie memory 
formation. 

 

Table 1.1:  Memory-related mechanisms associated with theta-band oscillatory 
activity. 
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low-frequency oscillation produced an amplified neuronal response.  Interestingly, 

similar effects have been seen in monkey primary visual cortex with respect to eye 

movements.  Theta-band phase reset occurs upon fixation onset when monkeys make 

saccades in complete darkness, and the oscillatory phase at stimulus onset determines the 

strength of the subsequent neural response153.  Such phenomena are thought to represent a 

mechanism by which salient events (e.g. saccades or microsaccades153,158) trigger a reset 

in ongoing oscillatory activity to an “ideal phase” in order to optimize the processing of 

incoming information.  If theta-band phase influences the patterns of signaling in the 

MTL through modulations in the power of gamma-band oscillatory activity, as seen in 

other systems143,144, then resetting to an ideal phase upon salient environmental or 

behavioral events may set different regions of the MTL to the optimum state of 

synchronization for memory formation and retrieval.  Because LTP is optimally induced 

at particular phases of the theta-band oscillation in the hippocampus 155-157, hippocampal 

theta-band phase-resetting may also have important implications for memory formation 

through enhanced plasticity.  These various mechanisms associated with theta-band 

oscillations, and their proposed role in memory formation, are summarized in Table 1.1.  

Interestingly, other recent evidence indicates that the amplitude of theta-band oscillations 

in the human MTL even before stimulus encoding can predict subsequent recognition141, 

suggesting that oscillatory activity may play an important functional role in generating a 

cognitive state associated with successful memory formation. 
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Hypothesis and Aims: 

The Visual Preferential Looking Task (VPLT) was developed based on the VPC 

task paradigm, which is known to be highly sensitive to lesions of the hippocampus.  The 

use of this task may help identify neural signals in the hippocampus related to recognition 

memory.  The following experiments were performed in order to test this hypothesis: 

Aim 1: Determine the extent to which firing rates of hippocampal neurons 

correlate with memory performance on the Visual Preferential Looking Task.  Damage 

restricted to the hippocampus produces a severe deficit in performance of the VPLT in 

both humans and monkeys; thus, modulations in hippocampal single-unit activity were 

predicted to correlate with performance on this task.  To test this hypothesis, I recorded 

spiking activity from hippocampal neurons as monkeys performed the VPLT.  I measured 

the proportion of hippocampal neurons that displayed modulations in firing rate that 

differentiated novel from familiar stimuli, and tested whether the magnitude of this 

modulation was correlated with recognition memory performance. 

Aim 2: Characterize hippocampal local field potentials during performance on 

the Visual Preferential Looking Task.  I recorded LFPs simultaneously with spiking 

activity in the hippocampus as monkeys performed the VPLT.  I used spectral analysis 

techniques to examine the power, phase, and amplitude of LFP activity and correlated 

these measures with task parameters.  I hypothesized, based on preliminary data and 

results from previous studies, that modulations in the LFP, such as in the power, 

amplitude, and phase of oscillatory activity, would reflect memory formation. 

Aim 3: Determine the extent to which synchrony among hippocampal neurons 

correlates with memory performance on the Visual Preferential Looking Task.  Research 
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in humans and monkeys has shown that the precise timing of neuronal activity, in 

particular the synchronization of neuronal firing in the gamma-band (30-100 Hz), may 

play an important role in cognition.  Using data collected for Aims 1 and 2, I calculated 

gamma-band synchrony within the hippocampus to determine the degree to which neural 

synchrony is associated with successful memory encoding.  Based on preliminary data, I 

hypothesized that neuronal populations in the hippocampus would exhibit gamma-band 

coherence and that the amount of coherence among hippocampal neurons during stimulus 

encoding would predict subsequent recognition memory performance. 

 

Conclusion 

Researchers have long appreciated the important role of the hippocampus in 

explicit memory, although despite many years of study, the role of this structure in 

recognition memory is still poorly understood.  However, there have been a number of 

findings in recent years that provide hope in increasing our understanding of the neuronal 

substrates of recognition memory.  The development of the preferential viewing 

paradigm to assess hippocampal-dependent memory provides a powerful tool for 

investigating hippocampal signals related to memory formation.  In addition, there have 

been many recent advances in our understanding of the role of synchronized neuronal 

activity in memory formation.  For instance, recent research supports gamma-band 

neuronal synchronization as a potential mechanism of encoding of sensory information.  

Performance of the VPLT relies only on the monkey’s innate preference for novelty, thus 

avoiding the necessity for a lengthy training period, during which monkeys could 

potentially develop alternative strategies for task completion that do not rely on the 
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hippocampus.  The potential benefit of this study is increased due to the use of the VPC 

in an ongoing clinical trial as an early diagnostic tool for Alzheimer’s disease (Stuart 

Zola, personal communication).  While any electrophysiology experiment is by definition 

correlative, and positive results would at best only associate particular neuronal 

mechanisms with memory formation without necessarily proving a causal relationship, 

these studies would pave the way for additional work using pharmaceutical, genetic, or 

other methods in order to investigate a deterministic relationship between synchronous 

neural activity and recognition memory. 
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Chapter 2 

 

 

 

The activity of single neurons in the macaque hippocampus 

related to recognition memory2 

 

 

 

Introduction 

Recognition memory refers to the ability to perceive a previously encountered 

item as familiar.  The neural processing necessary for this ability has long been attributed 

to structures in the medial temporal lobe (MTL) including the hippocampus and the 

adjacent entorhinal, perirhinal, and parahippocampal cortices20,23,24.  However, there 

remains significant controversy regarding the role of the hippocampus in recognition 

memory.  While several studies have reported impaired recognition memory performance 

following damage limited to the hippocampus in both humans159-162 and monkeys33,46,163, 

other studies have reported a lack of impairment42,44,164-166.  For example, there are 

inconsistent findings regarding the role of the hippocampus in performance of the 

delayed nonmatching-to-sample task (DNMS)33,42,44,46.  This task requires subjects to 

remember a previously encountered visual stimulus or object and to choose a different 

                                                      
2 Reproduced with edits from original publication: Jutras, M. J. & Buffalo, E. B. 
Recognition memory signals in the macaque hippocampus. Proc Natl Acad Sci U S A, 
(2009). 
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visual stimulus or object after a delay in order to receive a reward.  While it is widely 

accepted that the perirhinal cortex is critical for performance of DNMS40,42, these 

inconsistent findings have called into question the extent to which the hippocampus 

contributes to performance44.  

Studies in humans have led to the proposal that the hippocampus is essential for 

recollection, but is not critical for simple recognition memory, or judgments of familiarity 

167.  Studies of developmental as well as adult-onset amnesia have reported cases in 

which hippocampal damage produced intact recognition memory but impaired episodic 

memory, or the ability to recollect information pertaining to the specific event during 

which the stimulus was first encountered164-166,168 (but see 161).  The ‘Remember-Know’ 

procedure has often been used to try to distinguish impairments in simple recognition 

from deficits in recall165,166,169-171.  However, this depends on the assumption that 

‘Remember’ judgments reflect recollection while ‘Know’ judgments reflect familiarity.  

It has recently been proposed that these findings can just as easily be explained in terms 

of memory strength172, with ‘Remember’ and ‘Know’ judgments often reflecting strong 

and weak memories, respectively173-177.  In support of this idea, activity in the 

hippocampus as measured by fMRI has been related to memory strength, even for 

familiarity-based, or recognition, memories174.   

If the hippocampus is critical for recognition memory performance, hippocampal 

neurons would be expected to modulate their evoked activity depending on whether a 

given stimulus is novel or familiar.  While this kind of modulation has been described 

among neurons in the entorhinal and perirhinal cortices85-88,94, physiological studies in 

non-human primates have generally reported only very low percentages of hippocampal 
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neurons92,93, or in many cases no neurons at all88,89,97, displaying such modulation.  This 

apparent inconsistency between the findings from lesion and physiology studies has 

added to the controversy surrounding the role of the hippocampus in recognition 

memory. 

Previous neurophysiological studies of recognition memory signals in the monkey 

MTL have typically involved training monkeys to maintain the representation of a visual 

stimulus in memory during a delay period in order to later signal recognition of that 

stimulus for a reward.  Specific variations on this basic task structure used for 

physiological studies include the delayed match-to-sample task85-87, the Konorski 

conditional delayed matching task88-91, and the serial recognition task91-93.  Another task 

that has been used to examine recognition memory in monkeys and humans is the visual 

preferential looking task (VPLT).  Unlike the delayed matching tasks, this task does not 

require any specific training, but relies on the subject’s innate preference for novelty.  In 

the VPLT, recognition is assessed by comparing subjects’ preferences for visual stimuli.  

When given a choice between a novel and a repeated stimulus, control subjects spend 

about 70% of the time viewing the novel stimulus, which indicates that they have formed 

a memory of the repeated stimulus.  Lesions restricted to the hippocampus in both 

monkeys and humans produce significant impairment on this task30,31,33,42.  Accordingly, 

this task may be useful for identifying recognition memory signals in the hippocampus. 

In the current study, we used the VPLT to examine recognition memory signals in 

the monkey hippocampus.  This task capitalizes on primates’ innate preference for novel 

over familiar stimuli, requires minimal training, and allows for the measurement of 

varying degrees of performance.  We analyzed the relationship between the activity of 
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isolated hippocampal neurons and performance on the VPLT in monkeys.  Here we 

report that a substantial proportion of hippocampal neurons modulate their firing rates 

depending on whether pictures are novel or repeated.  Furthermore, these modulations in 

firing rate are associated with trial-to-trial variability in recognition memory 

performance. 

 

Methods 

Electrophysiological recording, data collection and preprocessing 

Procedures were carried out in accordance with NIH guidelines and were 

approved by the Emory University Institutional Animal Care and Use Committee.  

Neuronal recordings were carried out in two adult male rhesus monkeys (Macaca 

mulatta), which were obtained from the breeding colony at the Yerkes National Primate 

Research Center.  Their mean weight at the start of the experiment was 6.8  1.1 kg, and 

their mean age was 4 years and 5 months.  Prior to implantation of recording hardware, 

monkeys were scanned with magnetic resonance imaging (MRI) to localize the 

hippocampus and to guide placement of the recording chamber.  Using this information, a 

cilux plastic chamber (Crist Instrument Co., Hagerstown, MD) for recording neural 

activity, and a titanium post for holding the head were surgically implanted.   

A post-surgical MRI was performed to determine recording locations.  Before the 

scan, a cilux plastic grid was inserted in the recording chamber, and a 23-gauge guide 

tube was lowered through the center hole in the grid and through the dura mater.  A 

sterile, 24-gauge glass tube was then lowered through the guide tube and 20 mm into the 
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brain.  This tube was clearly visible in the MRI scan and allowed us to calibrate our 

recording depths. 

During testing, each monkey sat in a dimly illuminated room, 60 cm from a 19” 

CRT monitor, running at 120 Hz, non-interlaced refresh rate.  Eye movements were 

recorded using a non-invasive infrared eye-tracking system (ISCAN, Burlington, 

Massachusetts).  Stimuli were presented using experimental control software (CORTEX, 

www.cortex.salk.edu).  At the beginning of each recording session, the monkey 

performed a calibration task, which involved holding a touch-sensitive bar while fixating 

a small (0.3°) gray fixation point, presented on a dark background at various locations on 

the monitor.  The monkey had to maintain fixation within a 3° window until the fixation 

point changed to an equiluminant yellow at a randomly chosen time between 500 ms and 

1100 ms after fixation onset.  The monkey was required to release the touch sensitive bar 

within 500 ms of the color change for delivery of a drop of applesauce.  During this task, 

the gain and offset of the oculomotor signals were adjusted so that the computed eye 

position matched targets that were a known distance from the central fixation point. 

Following the calibration task, the monkey was tested on the Visual Preferential 

Looking Task (VPLT).  The monkey initiated each trial by fixating a white cross (the 

fixation target, 1°) at the center of the computer screen.  After maintaining fixation on 

this target for 1 s, the target disappeared and a square picture stimulus subtending 11° 

was presented.  Stimuli were obtained from Flickr (http://www.flickr.com/).  A total of 

9000 stimuli were used in this study.  The stimulus disappeared when the monkey’s 

direction of gaze moved off the stimulus, or after a maximum looking time of 5 seconds.  

The VPLT was given in 51 daily blocks of 6, 8, or 10 trials each, chosen 
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pseudorandomly, for a total of 400 trials each day.  The median delay between successive 

presentations was 8.1 seconds.  Reward was not delivered during blocks of the VPLT; 

however, 5 trials of the calibration task were presented between each block to give the 

monkey a chance to earn some reward and to verify calibration.  The number of trials in 

each VPLT block was varied to prevent the monkey from knowing when to expect the 

rewarded calibration trials. 

The recording apparatus consisted of a multi-channel microdrive (FHC Inc., 

Bowdoinham, Maine) holding a manifold consisting of a 23-gauge guide tube containing 

4 independently moveable tungsten microelectrodes (FHC Inc., Bowdoinham, Maine), 

with each electrode inside an individual polyamide tube.  Electrode impedance was in the 

range of 1-2 MΩ, and electrode tips were separated horizontally by 190 µm.  For each 

recording, the guide tube was slowly lowered through the intact dura mater and advanced 

to ~3.5 mm dorsal to the hippocampus with the use of coordinates derived from the MRI 

scans.  The electrodes were then slowly advanced out of the guide tube to the 

hippocampus.  No attempt was made to select neurons based on firing pattern.  Instead, 

we collected data from the first neurons we encountered in the hippocampus.  At the end 

of each recording session, the microelectrodes and guide tube were retracted.  All 

recordings took place in the anterior part of the left hippocampus.  Recording sites were 

located in the CA3 field, dentate gyrus, and subiculum.  Recording sites were located in 

the CA3 field, dentate gyrus, and subiculum (see Figure 2.1). 
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Data amplification, filtering, and acquisition were performed with a Multichannel 

Acquisition Processor (MAP) system from Plexon Inc. (Dallas, TX).  The neural signal 

was split to separately extract the spike and the LFP components.  For spike recordings, 

the signals were filtered from 250 Hz – 8 kHz, further amplified and digitized at 40 kHz.  

A threshold was set interactively, in order to separate spikes from noise, and spike 

waveforms were stored in a time window from 150 µs before to 700 µs after threshold 

Figure 2.1:  Recording locations of visually-responsive hippocampal neurons.  
Approximate recording sites for visually-responsive units in both monkeys, 
superimposed on a coronal MRI image from one of the monkeys.  This image was 
taken at the level of the anterior hippocampus (13 mm anterior to interaural plane).  
Because recordings took place in multiple anterior-posterior planes, recording 
locations depicted may not align perfectly with regions of high cell density on the 
representative MRI image. 
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crossing.  Each recording typically yielded 2 to 6 units; single units were sorted offline 

using Offline Sorter (Plexon, Inc.). 

 

Data analysis 

All analyses were performed using custom programming in Matlab (The 

Mathworks, Inc., Natick, MA) and using FieldTrip 

(http://www.ru.nl/fcdonders/fieldtrip/), an open source toolbox for the analysis of 

neurophysiological data. 

We recorded from 131 hippocampal units in two monkeys (67 in Monkey A and 

64 in Monkey B, respectively).  For each neuron, the average firing rate was calculated 

for the period including pre-stimulus fixation as well as stimulus presentation, for each 

trial.  A baseline period of 800 ms preceding stimulus onset was used to calculate the 

average background firing rate for each neuron.  The response latency for each neuron 

was determined by first calculating the spike density function of the neuron’s firing 

activity for each trial using a Gaussian kernel with a standard deviation of 100 ms, 

dividing this smoothed activity into 10 ms bins starting with stimulus onset, then finally 

using a Student’s t-test to compare the activity in each bin, across trials, to the baseline 

firing rate.  Upon identifying the first instance in which three consecutive bins showed a 

significant difference (p < 0.05) from the baseline firing rate, the onset time of the first 

bin was designated as the response latency for the neuron. 

Significant responsiveness to visual stimuli was determined by first calculating 

the average firing rate for the period from 100-600 ms after stimulus onset for each trial, 

then using a Student’s t-test to compare this activity for all trials in either the Novel or 
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Repeat conditions to the average firing rate during a baseline period of 800 ms preceding 

stimulus onset.  For trials where the monkey’s looking time was less than 600 ms, the 

firing rate after the monkey’s scan path left the picture boundary was not included when 

calculating the average firing rate.  Neurons passing the criteria of significance to p < 

0.05 for the trials in each condition were designated as visually-responsive for that 

condition.  To designate neurons as differentially-responsive, the same 500 ms time 

period was used to calculate average firing rate for each trial; a Student’s t-test was used 

to determine whether the firing rates across trials of the Novel condition were 

significantly different from firing rates across trials of the Repeat condition for each 

neuron.  A Gaussian kernel with a standard deviation of 100 ms was used to smooth 

neuronal firing rates for visualization purposes in Figures 2.4 and 2.5. 

To quantify recognition memory performance and firing rate modulations on a 

trial-by-trial basis, for each session, all stimuli for which the looking times were at least 

600 ms for the Novel presentation were sorted in terms of increasing percent change in 

looking time between the Novel and Repeat presentations (recognition memory 

performance).  Bins of 30 stimuli each were defined, starting with the first 30 stimuli in 

the progression.  Each subsequent bin overlapped with the previous bin by 20 stimuli, and 

included the next 10 stimuli (Figure 2.2A).  For each neuron, within each bin of 30 

stimuli, average firing rates were calculated for the Novel and Repeat presentations 

(using the time period 100-600 ms after stimulus onset), and were normalized by dividing 

by the baseline firing rate of the neuron (the 800 ms preceding stimulus onset).  The 

average firing rate for Repeat trials was subtracted from the average firing rate for Novel 

trials to obtain a difference; the absolute value of this difference was then taken, giving a 
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“firing rate difference” value for each neuron, and each bin (Figure 2.2B).  This was done 

to include cells whose firing rates increased and those whose firing rates decreased 

between subsequent stimulus presentations.  For each bin of stimuli, the average memory 

performance (percent change in looking time) was also calculated across the stimuli in 

that bin.  Finally, the correlation between memory performance and firing rate difference 

was calculated across all neurons and all bins.  To visually represent this correlation, the 

“firing rate difference” data were further distributed into 10 bins, based on the memory 

performance value of each data point.  For each bin of data points, the average firing rate 

difference and memory performance value were calculated.  In addition, we constructed a 

Figure 2.2:  Analysis of trial-by-trial correlations between firing rate modulation 
and recognition memory.  (A) Points represent stimuli from a sample recording 
session, sorted from lowest to highest recognition memory (i.e., most negative to most 
positive percent change in looking time).  The designation of bins is represented by 
colored circles drawn to encompass 30 stimuli each.  (B) Firing rates for Novel (red) 
and Repeat (blue) trials for a sample neuron, illustrating the calculation of the “firing 
rate difference”: the difference between the firing rates for the two conditions during 
the time period covered by the gray shaded area (100-600 ms after stimulus onset).  
This difference was calculated separately for each bin of stimuli as represented in (A). 
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histogram of correlation coefficients for all neurons and determined whether this 

population deviated significantly from a zero median population using a sign test. 

Stimuli were repeated with varying numbers of intervening trials; thus, it was also 

possible to measure the degree to which firing rate modulations varied with increasing 

lag intervals between presentations.  To determine whether firing rate modulations were 

influenced by the delay between successive stimulus presentations, stimuli were divided 

into three categories: those with no intervening stimuli between presentations (Lag 0), 

those with one to three intervening stimuli (Lag 1-3), and those with four to eight 

intervening stimuli (Lag 4-8).  Firing rates for Novel and Repeat trials were then 

calculated for each differentially-responsive neuron, for the 15% of stimuli in each 

category for which the monkey showed the best subsequent recognition memory (High 

Recognition) and the 15% of stimuli for which the monkey showed the worst subsequent 

recognition memory (Low Recognition).  The firing rate difference for each condition, in 

each category, was then calculated as described above, using the 100-600 ms period after 

stimulus onset and normalized to the baseline firing rate.  
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Figure 2.3:  Visual Preferential Looking Task and performance.  (A) VPLT 
design.  Two-hundred novel stimuli were presented in each test session, with up to 8 
trials intervening between the first and second presentations.  Each trial began with a 
required 1 second fixation period and trials were separated by a 1 second intertrial 
interval.  (B) An example of the monkey’s scan path over the first (yellow) and second 
(red) presentations of a stimulus.  The monkey spent much less time viewing the 
stimulus in the second presentation.  (C) Combined behavioral data from 45 test 
sessions in two monkeys.  Histogram depicts the change in looking time for all stimuli 
as a percentage of the amount of time the monkey spent looking at the first 
presentation of each stimulus (blue: Monkey A; red: Monkey B).  A positive change 
represents stimuli for which looking times were longer during the first presentation. 
For clarity, trials with a percent change in looking time of less than -150% are not 
shown (these represented a total of 5 trials, or 0.2 trials per session, for Monkey A and 
22 trials, or 1.1 trials per session, for Monkey B). 
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Results 

Behavioral Results 

We recorded extracellular spikes from hippocampal neurons in two rhesus 

monkeys performing the VPLT (Figure 2.3A).  Each recording session, monkeys were 

presented with large (11°) complex visual stimuli, one at a time, on a computer screen.  

Two hundred novel stimuli were each presented twice during a given session, with up to 

8 intervening stimuli between successive presentations.  Each stimulus remained on the 

screen until the monkey’s gaze moved off the stimulus or for a maximum of 5 seconds.  

In this way, the monkey controlled the duration of stimulus presentation, and this 

duration provided a measure of the monkey’s stimulus preference.  We compared the 

amount of time the monkey spent looking at each stimulus during its first (Novel) and 

second (Repeat) presentation.  Adult monkeys show a strong preference for novelty; 

therefore, a significant reduction in looking time from the first to the second presentation  

of a stimulus indicated that the monkey had formed a memory of the stimulus56.  Figure 

2.3B depicts an example of the monkey’s eye movements during the first (yellow trace) 

and second (red trace) presentations of a stimulus.  In this example, and across the 

majority of stimuli, the monkeys spent significantly more time looking at the stimulus 

when it was novel compared to when it was repeated (p < 0.001; average looking times 

for Novel and Repeat trials were 2.7 s and 0.8 s, respectively).  To control for varying 

interest in individual stimuli, recognition memory performance was calculated as the 

absolute change in looking time between presentations as a percentage of the amount of 

time the monkey spent looking at the first presentation of each stimulus.  Across 45 

sessions, the monkeys demonstrated robust recognition memory performance.  There was 
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a significant (p < 0.001) decrease in looking time for the repeated presentation (average 

looking times for Novel and Repeat trials were 2.3 s and 0.8 s, respectively).  The median 

reduction in looking time was 70.7% (67.3% in Monkey A and 72.8% in Monkey B).  

Figure 2.3C shows the distribution of the change in looking time across presentations of 

each stimulus for both monkeys. 

Pictures were repeated with a variable number of intervening stimuli (see 

Methods for details), which allowed us to analyze the degree to which performance 

varied with increasing delays.  There was a significant relationship between the change in 

looking time and number of intervening stimuli (Kruskal-Wallis test, F[8,5848] = 36.48, 

p < 0.01).  As the number of intervening stimuli increased, the median change in looking 

time became more negative.  This effect was driven by trials in which stimuli were 

repeated without an intervening stimulus, which made up 33% of all trials presented to 

both monkeys.  After removing these trials, there was no significant relationship between 

Total hippocampal single units recorded: 131 

 Novel only Repeat only Both Total 

Visually responsive 
single units 

21 (25%) 15 (18%) 48 (57%) 84 

Increase in firing rate 5 (24%) 4 (27%) 21 (44%) 30 (36%) 

Decrease in firing 
rate 

16 (76%) 11 (73%) 27 (56%) 54 (64%) 

Table 2.1:  Single unit response properties.  Stimulus response properties of all 
single units showing significant differences in firing rate between baseline and the 
100-600 ms period after stimulus onset (p ≤ 0.05).  Percentages in bold are based on 
the total number of responsive single units; all other percentages calculated from the 
total number of single units in response category: Novel, Repeat, or Both. 
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behavior and number of intervening stimuli (F[7,3884] = 9.16, p > 0.1).  This is 

consistent with previous findings that control monkeys show very little forgetting in this 

task across increasing delays31,33.  When we excluded stimuli that repeated without an 

intervening stimulus, the population effects for neuronal activity (reported below) 

remained the same. 

 

Hippocampal neurons modulate their firing rate with stimulus repetition  

We recorded from 131 hippocampal neurons in two monkeys performing the VPLT.  For 

each neuron, the average firing rate across all 200 stimuli was calculated for each of two 

conditions: Novel and Repeat.  The primary response pattern of each neuron (i.e. the 

directionality and condition specificity) was assessed by analyzing the time period from 

Total differentially-responsive 
single units: 30 

Novelty Responses Familiarity Responses 

Enhanced 

     Baseline firing rate (spk/s) 

     Response latency (ms) 

7 (23%) 

     6.0 ± 3.0 

     134.6 ± 58.8 

4 (13%) 

     6.0 ± 3.6 

     283.5 ± 135.2 

Depressed 

     Baseline firing rate (spk/s) 

     Response latency (ms) 

10 (33%) 

     6.6 ± 1.2 

     96.0 ± 21.1 

9 (30%) 

     8.7 ± 3.4 

     162.1 ± 28.8 

Table 2.2:  Differentially-responsive single unit properties.  Numbers of Enhanced 
and Depressed neurons, further divided into those that gave Novelty responses (higher 
firing rate for Novel stimuli) and those that gave Familiarity responses (higher firing 
rate for Repeat stimuli).  Percentages in bold are based on the total number of 
differentially-responsive single units.  Measures for average baseline firing rate and 
response latency for each category are presented ± SEM. 
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100-600 ms after stimulus presentation.  This duration was chosen to encompass the 

major part of each visually-responsive neuron’s deviation from baseline firing rate.  

Eighty-eight neurons (67%) were visually responsive, in that they demonstrated a 

significant change in firing rate during stimulus presentation compared to baseline during 

either or both presentations (Table 2.1).  The majority (63%) of these neurons exhibited a 

decrease in firing rate upon stimulus presentation.  There were no significant differences 

between neurons with enhanced firing rates and those with depressed firing rates in either 

response latency (131 ± 27 ms and 152 ± 11 ms, respectively; Student’s t-test, p > 0.1) or 

baseline firing rate (7.63 ± 1.30 spk/s and 7.45 ± 0.97 spk/s, respectively; p > 0.1).  Each 

stimulus was presented exactly twice, once as Novel and once as a Repeat.  Because a 

minimum of 20-30 trials are necessary to obtain a reliable measure of firing rate, the 

experimental design did not allow for an analysis of stimulus specificity.  The neuronal 

effects we describe are averaged across different visual stimuli. 

The degree to which the novelty of visual stimuli influenced the activity of 

hippocampal neurons was measured by analyzing the difference in firing rate across the 

two conditions (Novel vs. Repeat).  The firing rates of thirty visually-responsive units 

(36%) were significantly modulated by stimulus novelty.  These differentially-responsive 

cells fell into four categories, depending on whether their firing rates were enhanced or 

depressed upon stimulus onset, and whether firing rates were higher for Novel stimuli 

(Novelty responses) or for Repeat stimuli (Familiarity responses) (Table 2.2).  Baseline 

firing rates were not significantly different between Novelty response cells (6.3 ± 1.4  
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spk/s) and Familiarity response cells (7.9 ± 2.5 spk/s; p > 0.1).  However, there was a 

trend for Novelty response cells (112 ± 27 ms) to have a shorter response latency than 

Familiarity response cells (200 ± 45 ms; p = 0.09).  The responses of two representative 

differentially-responsive neurons are shown in Figure 2.4.  These data suggest that 

information about the novelty of visual stimuli is represented in the firing rate of 

hippocampal neurons in monkeys, consistent with recent findings from human epileptic 

patients100,178. 

Figure 2.4:  Example differentially-responsive single units.  Raster plots, 
peristimulus time histograms, and smoothed firing rates for two example hippocampal 
neurons.  The responses of each neuron are averaged for the 200 stimuli, and are 
plotted separately for Novel (first presentation) and Repeat (second presentation) 
stimuli. 
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One advantage of the VPLT is that it provides for the ability to analyze the 

strength of recognition memory by considering the magnitude of the change in looking 

time for each stimulus across presentations.  This offers a distinct advantage over many 

other recognition memory tasks, where performance for each trial can only be rated as 

correct or incorrect, and after training, the number of incorrect trials is usually so low that 

it is difficult to relate modulations in neural activity to performance.  We hypothesized 

that changes in the firing rates of differentially responsive neurons would be correlated 

with memory strength, assessed through performance on the VPLT.  To test this, we 

defined recognition memory strength as the difference in looking times for the Novel and 

Repeat presentations, normalized to the looking time during the Novel presentation (as 

per Figure 2.3C).  Assuming that this difference in looking time is correlated with the 

strength of memory encoding, the stimuli with the largest reductions in looking time are 

those for which the monkey formed the strongest memories.  For two example neurons, 

we calculated the firing rate during both Novel and Repeat presentations for the 30 

stimuli for which the monkey showed the best subsequent recognition memory (High 

Recognition) and the 30 stimuli for which the monkey showed the worst subsequent 

recognition memory (Low Recognition).  Each condition represented approximately 19% 

of all analyzed trials.  The firing rate was increased by stimulus onset for one neuron and 

was decreased for the other neuron (Figure 2.5).  Both of these neurons showed a 

significant modulation of firing rate by stimulus novelty for the High Recognition trials 

(p < 0.05) but not for the Low Recognition trials (p > 0.1). 
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Figure 2.5:  Example differentially-responsive single units on High and Low 
Recognition trials.  (A) Firing rates for one enhanced differentially-responsive neuron 
averaged across Novel (red) and Repeat (blue) presentations, for High Recognition 
stimuli.  (B) Same as (A), but for Low Recognition trials. Red and blue shaded areas 
represent SEM. Stimulus-evoked firing rates were significantly higher for novel trials 
versus repeat trials in the High Recognition condition (p < 0.05) but not in the Low 
Recognition condition (p > 0.1).  (C & D)  Same as (A) and (B), but for one depressed 
differentially-responsive neuron.  Stimulus-evoked firing rates were significantly 
lower for novel trials versus repeat trials in the High Recognition condition (p < 0.05) 
but not in the Low Recognition condition (p > 0.1). 
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Across the population of differentially responsive neurons, we considered whether 

firing rate changes were correlated with memory performance throughout each recording 

session, rather than for just the highest and lowest extremes of memory performance (see 

Methods for details).  Briefly, we organized the stimuli from each VPLT session by 

increasing recognition memory performance (least negative to most negative change in 

looking time).  Stimuli were grouped into bins of 30, and within each bin, we determined 

average measures for the difference in firing rates between Novel and Repeat trials and 

memory performance.  The Pearson correlation coefficient was calculated across all bins 

in the session, for each neuron.  Figures 2.6A and 2.6B depict the relationship between 

the magnitude of the firing rate modulation and memory performance for two example 

neurons.  In both cases, firing rate differences between Novel and Repeat trials were 

positively correlated with recognition memory performance (p < 0.01).  To examine the 

effects across the population, these data were further sorted into 10 bins based on 

memory performance (see Methods for details).  Across all differentially-responsive 

neurons, there was a significant correlation between the magnitude of the firing rate 

modulation and memory performance (p < 0.01; Figure 2.6C).  Figure 2.6D shows the 

distribution of correlation coefficients for the population of differentially-responsive 

cells, which was significantly greater than zero (sign test, p < 0.05). 

To determine the relative contribution of enhanced cells and depressed cells to 

this correlation, we performed the same analysis for each subset of the differentially-

responsive cells; the results of this analysis are depicted in Figures 2.7A and 2.7B.  The 

correlation was significant for the enhanced cells (p < 0.01; Figure 2.7A), and there was a 

trend towards significance for the depressed cells (p = 0.06; Figure 2.7B).  We also  
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Figure 2.6:  Correlation between firing rate modulation and memory 
performance.  (A & B)  Difference in firing rates for two sample neurons, across 30-
trial bins organized from trials with lowest to highest percent change in looking time 
between encoding and recognition.  Black lines represent linear regression of data 
points.  (C) Difference in firing rates across all differentially-responsive neurons (n = 
30), organized from lowest to highest percent change in looking time.  Memory 
performance and firing rate difference were significantly correlated (p < 0.01).  Error 
bars represent SEM. Black line represents linear regression of data points.  (D) 
Histogram of correlation coefficients for all differentially responsive cells.  The 
distribution was significantly positive (sign test, p < 0.05).  Dashed line: median. 
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Figure 2.7:  Correlation between firing rate modulation and memory 
performance for neuronal subgroups.  (A) Difference in firing rates across all 
differentially-responsive neurons whose firing rates increased with visual stimulation 
(n = 11), organized from lowest to highest percent change in looking time.  Error bars 
represent SEM. Black line represents linear regression of data points.  (B) Same as 
(A), but for depressed differentially-responsive neurons (n = 19).  (C) Same as (A), 
but for differentially-responsive neurons with Novelty responses (n = 17).  (D) Same 
as (A), but for differentially-responsive neurons with Familiarity responses (n = 13). 
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performed the analysis separately for cells with Novelty responses and cells with 

Familiarity responses.  Both subgroups showed significant correlations between 

difference in firing rate and memory performance (p < 0.05; Figures 2.7C & 2.7D). 

The average firing rate modulation across differentially responsive neurons for 

High and Low Recognition trials, for all three Lag categories is depicted in Figure 2.8.  

Paired t-tests revealed that the firing rate modulation was significantly different for the 

Lag 1-3 and Lag 4-8 categories (p < 0.05), but not for the Lag 0 category (p > 0.1).  

Behavioral performance did not vary across lag categories for High Recognition and Low 

Recognition trials (repeated-measures two-way ANOVA, no main effect of lag, F[2,220] 

= 0.85, p > 0.1). 

 

Figure 2.8:  Firing rate modulation across lag categories.  Average difference in 
firing rates across differentially-responsive neurons, normalized by baseline firing 
rate, for stimuli with no intervening trials (Lag 0), stimuli with 1-3 intervening trials 
(Lag 1-3), and stimuli with 4-8 intervening trials (Lag 4-8).  Each bar represents the 
average firing rate difference for the 15% of trials with the highest recognition 
memory (gray bars) and the 15% of trials with the lowest recognition memory (white 
bars) in each lag category.  



55 
 

Discussion 

Using a behavioral task that is sensitive to restricted lesions of the 

hippocampus30,31,33,42, we found that a substantial proportion of hippocampal neurons 

differentiate between novel and familiar stimuli through changes in firing rate.  

Furthermore, modulations in firing rate were correlated with variability in recognition 

memory performance throughout the session.  For individual neurons and across the 

population of differentially-responsive neurons, there was a significant positive 

correlation between the magnitude of the modulation by stimulus novelty and 

performance, such that changes in firing rate for successive presentations of visual 

stimuli were greater when these stimuli were better remembered.  These findings provide 

evidence that recognition memory performance may be supported by hippocampal 

activity at the cellular level. 

These data stand in contrast to previous studies of recognition memory signals in 

the monkey hippocampus.  These previous studies used either the Konorski conditional 

delayed matching task88-90 or the serial recognition task92,93.  In the Konorski conditional 

delayed matching task, two stimuli (varying in familiarity to the animal) are presented 

sequentially with a 0.5 second delay, and monkeys are trained to signal whether the two 

stimuli are the same or different.  Despite the relatively large incidence of neurons in 

cortical areas surrounding the hippocampus whose firing rates decreased with stimulus 

repetition, no hippocampal neurons showed alterations in firing rates that reflected 

whether stimuli were novel or had recently been seen88,89.  One exception was a study by 

Wilson et al., which reported that 34% of visually-responsive hippocampal units 

responded differently during the second stimulus presentation depending on whether or 
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not it matched the first stimulus presentation90.  Because these stimuli were already 

familiar to the monkeys, these signals could reflect neural coding of relative familiarity.  

However, because the subjects were trained to respond to the right panel for a match and 

the left panel for a non-match, it is also possible that these responses instead reflected 

spatial coding172,179,180.  Other studies used the serial recognition task, in which novel 

stimuli are presented sequentially, with familiar stimuli intervening at various 

frequencies.  Monkeys are typically trained in a go/no go paradigm, licking a tube when 

stimuli are familiar in order to obtain fruit juice and refraining from licking when stimuli 

are novel to avoid the taste of saline.  Studies using this task have identified very small 

numbers (<3%) of hippocampal neurons that alter their firing rates for the novel and 

repeat stimulus presentations92,93. 

One primary difference between the VPLT and these tasks is the degree of 

stimulus novelty.  In the delayed matching task, images depicting a variety of different 

geometric shapes were used, and these were of varying familiarity to the animal88-91.  One 

study in particular described stimuli as often differing only in terms of size while keeping 

other attributes the same90.  In the serial recognition task, many of the stimuli were 

considered “novel” as long as they were not presented earlier that session.  However, the 

stimuli may have been seen previously, a couple of months92 or even days93 prior.  In the 

VPLT, 200 completely novel stimuli were used for each recording session, with a total of 

9000 unique stimuli across all sessions.  Because we observed changes in firing rate after 

only a single stimulus presentation in the VPLT, it is possible that recognition of 

previously seen stimuli affected the results in previous studies. 
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Recent studies have suggested that the hippocampus plays a role in working 

memory, i.e., in tasks requiring active maintenance of stimuli181-183.  The design of the 

present study allowed us to examine whether the observed modulations in firing rate were 

related to the number of intervening stimuli between the novel and repeated stimulus 

presentation.  The data revealed that there was no significant relationship overall between 

the modulation of the neural response for high and low recognition conditions and the 

number of stimuli intervening between presentation.  However, the difference in the 

firing rate modulation related to memory strength was not significant when stimuli were 

presented back to back, while this difference was significant when there was at least one 

intervening stimulus.  These data support the idea that the neural signal for recognition 

memory in the hippocampus is not specifically related to working memory. 

The VPLT has also been used extensively in rats, where it is called the Visual 

Paired Comparison task or the Spontaneous Object Recognition task34,184 (see Mumby, 

2001185 for review).  It has been suggested that the open-field version of this task may not 

provide a ‘pure’ assessment of object recognition memory, but may instead assess 

memory for objects in a specific context184.  Because the stimuli used in the present study 

were complex, natural images, it is possible that memory for spatial relational 

components of the stimuli contributed to the observed modulations in hippocampal 

neuronal activity.  However, it has been shown that hippocampal activity signaling 

object-context associations often takes many trials to develop55, while the firing rate 

changes we see using the VPLT occur after only one presentation.  In addition, our 

results are consistent with previous findings in the human hippocampus100 where 

learning-related changes in hippocampal signals were seen after one trial.  Importantly, 
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although the task used in that study included a spatial-relational component, the firing 

rate modulation in the hippocampus did not depend on performance on that aspect of the 

task.  Taken together, we suggest that these data provide evidence for a recognition 

memory signal in the hippocampus that is independent of spatial relationships. 

Our results are consistent with findings from hippocampal recordings in human 

epileptic patients for both visual100,178,186 and verbal memory187.  Significantly, human 

hippocampal neurons demonstrate modulations in firing rates after a single presentation 

for visual stimuli100,178,186, similar to the present findings in the monkey hippocampus.  

One study186, using a task in which subjects were instructed to make an old/new 

judgement on sequentially-presented pictures, found that 82% of neurons in the human 

hippocampus were visually responsive.  Of these responsive neurons, 18% differentiated 

between novel and repeated stimuli, with roughly the same number of enhanced and 

depressed responses.  Interestingly, when compared to the responses of MTL cortical 

neurons in the same study, there was a much higher incidence of depressed responses in 

the hippocampus (at least 80% of all depressed differentially-responsive neurons were 

recorded in the hippocampus).  Along with our findings, this suggests that this response 

type plays a relatively more important role in memory processing in the hippocampus 

than in the MTL cortex.  Our results are also consistent with Rutishauser et al.100, who 

reported 20% of neurons differentiated between novel and familiar stimuli, with about 

equal numbers of novelty and familiarity neurons. 

Previous studies showed that the firing rates of human hippocampal neurons 

during the encoding of word pairs predicted recall success187, and hippocampal activation 

during encoding (measured using fMRI) has been correlated with subsequent item 
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memory strength174.  The robustness of this effect when averaged across many stimuli, in 

our analysis as well as others100, suggests that hippocampal neurons may act in some 

circumstances as “novelty detectors”.  That is, the firing of hippocampal neurons may not 

necessarily reflect specific information about the stimulus being viewed, but rather a 

more general novelty or familiarity signal that is common to all stimuli.  By contrast, 

most previous investigations of neural signals in the perirhinal and entorhinal cortices 

related to recognition memory have demonstrated significant stimulus-specific firing rate 

changes related to the repetition of very few stimuli85-87,94,95.  However, there are 

exceptions; one study92, for example, reported that many neurons in the perirhinal and 

entorhinal cortices in the monkey signaled the relative familiarity of stimuli, without 

controlling for stimulus specificity.  In the present study, because each stimulus was only 

presented twice, and we did not explicitly control for stimulus content, we were unable to 

examine stimulus or category specificity.  However, the presence of a significant effect of 

stimulus repetition on the firing rates of hippocampal neurons when responses were 

averaged across all stimuli is consistent with the idea that the hippocampus provides an 

“abstract” recognition memory signal188.  Accordingly, this pattern of activity may 

support recognition memory by combining stimulus-selective information from the 

perirhinal and entorhinal cortices with a more general, abstract signal of novelty or 

familiarity. 

In summary, consistent with findings from studies of the effects of lesions of the 

hippocampus on recognition memory, we found that a substantial number of hippocampal 

neurons show modulations in firing rate that are significantly correlated with 

performance on a recognition memory task.  These findings support the idea that the 
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hippocampus plays a significant role in recognition memory and provide evidence for a 

neural signal that may underlie recognition memory performance. 
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Chapter 3 

 

 

 

Gamma-band synchronization in the macaque hippocampus 

and memory formation3 

 

 

 

Introduction 

Accumulating evidence suggests that along with changes in the firing rates of 

individual neurons, the precise timing of neuronal activity may play an important role in 

cognition.  Synchronization of neuronal activity in the gamma-frequency band (30 to 100 

Hz) has been related to selective attention126-129,189,190 and working memory191.  

Additionally, studies of intracranial electroencephalography in epilepsy patients suggest 

that gamma-band synchronization may be an important component in successful memory 

encoding117,142.  By aligning periods of inhibition, gamma-band synchronization 

establishes precise coordination in the spike times of neurons responding to behaviorally 

relevant stimuli 122,192.  Gamma-band synchronization among a group of neurons ensures 

that presynaptic spikes arrive at mutual downstream targets within ~10 ms of each other.  

Since mutual synaptic input is followed reliably by postsynaptic spikes, this precise 

                                                      
3 Reproduced with minor edits from original publication: Jutras, M. J., Fries, P. & 
Buffalo, E. A. Gamma-band synchronization in the macaque hippocampus and memory 
formation. J Neurosci 29, 12521-12531, (2009). 
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temporal relationship provides the necessary conditions for long term changes in synaptic 

strength, which is considered to be one of the primary information storage principles in 

the brain 109,111.  However, to date, there has been little direct evidence for a relationship 

between gamma-band synchronization among hippocampal neurons and memory 

formation. 

Recognition memory, the ability to perceive a recently encountered item as 

familiar, is degraded following damage to the hippocampus in humans and monkeys33,161, 

although findings regarding the role of the hippocampus in recognition memory have not 

always been consistent across laboratories42,44,45,47.  To add to this controversy, only a 

very small number of neurons have been reported to display recognition memory signals 

in the hippocampus proper88,89,92,93,97 (but see 100).  The apparent inconsistency between 

the findings from lesion and physiology studies raises doubt about the contribution of the 

hippocampus to recognition memory. 

All of these previous neurophysiological studies examined changes in firing rate 

that might act as a signal for recognition memory.  However, it is possible that 

recognition signals in the hippocampus may take the form of enhanced neuronal 

synchronization among groups of neurons.  Here, we examined the relationship between 

neuronal synchronization among hippocampal neurons and recognition memory 

performance on the Visual Preferential Looking Task in monkeys.  This task has been 

shown to depend upon the integrity of the hippocampus in both monkeys31,33,42 and 

humans30.  We report that hippocampal neurons show gamma-band synchronization 

during encoding that is positively correlated with subsequent recognition memory 

performance.  These changes in synchronization reflect enhanced interaction among 
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hippocampal neurons and may provide a mechanism for the synaptic changes necessary 

for successful memory formation. 

 

Methods 

Procedures were carried out in accordance with NIH guidelines and were 

approved by the Emory University Institutional Animal Care and Use Committee.  

Neuronal recordings were made in two adult male rhesus monkeys (Macaca mulatta), 

obtained from the breeding colony at the Yerkes National Primate Research Center.  

Their mean weight at the start of the experiment was 6.8  1.1 kg, and their mean age 

was 4 years and 5 months.  Prior to implantation of recording hardware, monkeys were 

scanned with magnetic resonance imaging (MRI) to localize the hippocampus and to 

guide placement of the recording chamber.  Using this information, a cilux plastic 

chamber (Crist Instrument Co., Hagerstown, MD) for recording neural activity, and a 

titanium post for holding the head were surgically implanted.  Post-surgical MRI was 

performed to localize recording sites. 

 

Behavioral testing procedures 

During testing, each monkey sat in a dimly illuminated room, 60 cm from a 19 

inch CRT monitor that had a resolution of 800 x 600 pixels and a screen refresh rate of 

120 Hz noninterlaced.  Eye movements were recorded using a non-invasive infrared eye-

tracking system (ISCAN, Burlington, Massachusetts). 

Stimuli were presented using experimental control software (CORTEX, 

http://www.cortex.salk.edu).  At the beginning of each recording session, the monkey 
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performed an eye-position calibration task, which involved holding a touch-sensitive bar 

while fixating a small (0.3°) gray fixation point, presented on a dark background at 

various locations on the monitor.  The monkey was required to maintain fixation within a 

3° window until the fixation point changed to an equiluminant yellow at a randomly 

chosen time between 500 ms and 1100 ms after fixation onset.  The monkey was required 

to release the touch sensitive bar within 500 ms of the color change for delivery of a drop 

of applesauce.  During this task, the gain and offset of the oculomotor signals were 

adjusted so that the computed eye position matched targets that were a known distance 

from the central fixation point. 

 

Visual preferential looking task 

Following the calibration task, the monkey was tested on the Visual Preferential 

Looking Task (VPLT; refer to Figure 2.3A for task design).  The monkey initiated each 

trial by fixating a white cross (1°) at the center of the computer screen.  After maintaining 

fixation on the cross for 1 s, the cross disappeared and the picture stimulus (11°) was 

presented.  The stimulus disappeared when the monkey’s direction of gaze moved off the 

stimulus, or after a maximum looking time of 5 s.  Each trial was followed by a 1 s 

intertrial interval.  The VPLT was given in 51 daily blocks of 6, 8, or 10 trials each, 

chosen pseudorandomly, for a total of 400 trials each day.  Each session, monkeys were 

presented with a total of 200 unique, complex stimuli.  Each stimulus was presented 

twice during a given session, with up to 8 intervening stimuli between successive 

presentations.  A total of 9000 stimuli were used in this study. 
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Because the monkey controlled the duration of stimulus presentation, the duration 

of gaze on each stimulus provides a measure of the monkey’s preference for the stimulus.  

We compared the amount of time the monkey spent looking at each stimulus during its 

first and second presentation.  We designated the novel presentation of each stimulus the 

“encoding” phase and the repeated presentation the “recognition” phase of the task.  

Adult monkeys show a strong preference for novelty; therefore, a significant reduction in 

looking time between the two presentations of a stimulus indicated that the monkey had 

formed a memory of the stimulus and spent less time looking at the now familiar stimulus 

during its second presentation56.  To control for varying interest in individual stimuli, 

recognition memory performance was calculated as the absolute change in looking time 

between presentations as a percentage of the amount of time the monkey spent looking at 

the first presentation of each stimulus. 

Reward was not delivered during VPLT trials.  However, 5 trials of the 

calibration task were presented between each VPLT block in order to give the monkey a 

chance to earn some reward and to verify calibration of the eye position.  The number of 

trials in each VPLT block was varied to prevent the monkey from knowing when to 

expect the rewarded calibration trials. 

 

Electrophysiological recording methods 

The recording apparatus consisted of a multi-channel microdrive (FHC Inc., 

Bowdoin, Maine) holding a manifold consisting of a single 23-gauge guide tube 

containing 4 independently moveable tungsten microelectrodes (FHC Inc., Bowdoin, 

Maine), with each electrode inside an individual polyamide tube.  Electrode impedance 
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was in the range of 1-2 MΩ, and electrode tips were separated horizontally by 190 µm.  

For each recording, the guide tube was slowly lowered through the intact dura mater and 

advanced to ~3.5 mm dorsal to the hippocampus with the use of coordinates derived from 

the MRI scans.  The electrodes were then slowly advanced out of the guide tube to the 

hippocampus.  No attempt was made to select neurons based on firing pattern.  At the end 

of each recording session, the microelectrodes and guide tube were retracted.  All 

recordings took place in the anterior part of the left hippocampus.  Recording sites were 

located in the CA3 field, dentate gyrus, and subiculum (refer to Figure 2.1 for recording 

locations). 

Data amplification, filtering, and acquisition were performed with a Multichannel 

Acquisition Processor (MAP) system from Plexon Inc. (Dallas, TX).  The neural signal 

was split to separately extract the spike and the LFP components.  For spike recordings, 

the signals were filtered from 250 Hz – 8 kHz, further amplified and digitized at 40 kHz.  

A threshold was set interactively, in order to separate spikes from noise, and spike 

waveforms were stored in a time window from 150 µs before to 700 µs after threshold 

crossing.  Each recording typically yielded 2 to 6 units; single units were sorted offline 

using Offline Sorter (Plexon, Inc.).  For LFP recordings, the signals were filtered with a 

passband of 0.7-170 Hz, further amplified and digitized at 1 kHz.  Eye movement data 

were digitized and stored with a 240 Hz resolution. 

The powerline artifacts were removed from the LFP in the following way: We 

estimated the amplitude of the powerline fluctuations with a Discrete Fourier 

Transformation (DFT) of long data segments which contained the data epochs of interest.  

We then computed the DFT at 60 and 120 Hz.  Because the powerline artifact is of a 
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perfectly constant frequency and amplitude, and because the long data segments 

contained integer cycles of the artifact frequencies, essentially all the artifact energy is 

contained in those DFTs.  We constructed sine waves with the amplitudes and phases as 

estimated by the respective DFTs, and subtracted those sine waves from the original long 

data segments.  The epoch of interest was then cut out of the cleaned epoch.  Power 

spectra of the cleaned epochs demonstrated that all artifact energy was eliminated, 

leaving a notch of a bin width of 0.1 Hz in the monkey recordings.  The actual spectral 

data analysis was performed using the multi-taper method on 0.25 s data epochs, with a 

spectral smoothing of ±8 Hz.  Thus, the original notch became invisible. 

 

Data analysis 

All analyses were performed using custom programming in Matlab (The 

Mathworks, Inc., Natick, MA) and using FieldTrip 

(http://www.ru.nl/fcdonders/fieldtrip/), an open source Matlab toolbox.  To ensure that 

the monkeys had sufficient time to perceive the stimuli, analyses were limited to pairs of 

trials (corresponding to the two presentations of each stimulus) in which monkeys 

examined stimuli for at least 750 ms during the first presentation, which resulted in an 

average of 135 pairs of trials per session. 

For each neuron, firing rate was calculated for the period including pre-stimulus 

fixation as well as stimulus presentation.  Significant responses to stimuli were 

determined using a Student’s t-test to compare activity for the period from 100-500 ms 

after stimulus onset to a baseline period of 300 ms preceding stimulus onset.  Only 

neurons judged to be visually responsive, i.e., those which displayed a significant mean 
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firing rate modulation upon the first (encoding) presentation, were included in further 

analyses. 

For the calculation of coherence and power spectra, the multi-taper method was 

used in order to achieve optimal spectral concentration128,191,193,194.  Multitaper methods 

involve the use of multiple data tapers for spectral estimation.  A 250 ms segment of data 

was multiplied by a data taper before Fourier transformation.  A variety of tapers can be 

used, but an optimal family of orthogonal tapers is given by the prolate spheroidal 

functions or Slepian functions.  For time length T and bandwidth frequency W, up to 

K=2TW-1 tapers are concentrated in frequency and suitable for use in spectral 

estimation.  We used three Slepian tapers, providing an effective taper smoothing of 

±8 Hz.  For each taper, the data segment was multiplied with that taper and Fourier 

transformed, giving the windowed Fourier transform, )(~ fxk : 
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Spectra and cross-spectra are averaged over trials before calculating the coherency 

)( fCyx  as follows: 
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Coherency is a complex quantity.  Its absolute value is termed coherence and ranges from 

0 to 1.  A coherence value of 1 indicates that the two signals have a constant phase 

relationship (and amplitude covariation), a value of 0 indicates the absence of any phase 

relationship.  Thus, coherence is a measure of linear predictability that captures phase and 

amplitude correlations. 

Coherence spectra were calculated between the spiking activity obtained on one 

electrode and LFP activity derived from a different electrode.  Both coherence and power 

analyses were limited to LFPs derived from electrodes that also had isolated single units 

in order to ensure that LFPs were obtained from cell layers.  We did not calculate 

coherence between LFPs and spiking activity obtained on the same electrode.  This gave 

us a maximum of 3 spike-LFP coherence spectra for each neuron.  Spike-spike coherence 

spectra were also calculated between visually-responsive neurons recorded within the 

same recording session, using the same methods described above for the calculation of 

coherence spectra between spiking activity and LFP activity.  

Spike-field coherence (SFC) typically increased relative to baseline within the 

first 500 ms of stimulus onset, and SFC for each neuron-LFP pair tended to cluster in 

either the low gamma (30-60 Hz) or high gamma (60-100 Hz) range.  Neurons were thus 

designated either “low gamma” or “high gamma” based on the peak value of the mean 

coherence between the neuron and the LFPs measured on all other electrodes in the same 
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recording session across all encoding trials.  Neurons whose peak coherence was below 

60 Hz were designated “low gamma” (n = 43); neurons with coherence above 60 Hz were 

designated “high gamma” (n = 43).  

 

Correlating neuronal activity with memory performance 

Two methods were used to determine the relationship between neuronal activity 

and subsequent recognition memory performance.  First, neuronal activity during 

encoding was compared for the stimuli that evoked the best and worst memory.  The 

stimuli from each session were ranked in order of increasing recognition performance, 

quantified as the percent change in looking time between first and second presentations 

for each stimulus.  The 30 encoding trials with the lowest percent change were designated 

“Low Recognition” and the 30 trials with the highest percent change were designated 

“High Recognition”.  After removing trials for which the looking time during the first 

stimulus presentation was 750 ms or less, 30 trials represented a median of 22.2% of all 

trials in the session.  Comparisons between the two stimulus groups were made for 

neuronal firing rates, the evoked LFP response, spike and LFP power, spike-field 

coherence (SFC), and spike-spike coherence (SSC).  

Neuronal firing rate.  Each neuron’s visual response magnitude was calculated 

across both groups of 30 trials from 100-500 ms after stimulus onset, expressed as a 

percentage of the baseline firing rate (such that a decrease in firing rate at stimulus onset 

assumed a negative value, and an increase in firing rate assumed a positive value).  The 

absolute value of each neuron’s percent change value was used to enable grouping of 

neurons with enhanced and depressed responses in the same analysis.  Finally, a 
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Student’s t-test was used to determine whether the magnitude of the visual response was 

significantly different for High and Low Recognition trials across the population. 

Evoked LFP.  To compare stimulus-evoked LFPs across the two conditions, we 

calculated an average LFP across all LFPs time-locked to stimulus onset, for High 

Recognition and Low Recognition trials.  We then divided these signals into 10 ms bins 

and, using a Student’s t-test, obtained a p-value for each bin.  This allowed us to 

determine time points at which the two signals diverged significantly. 

Spike and LFP spectra.  Power spectra were calculated for each spike signal and 

all LFPs derived from electrodes that also had isolated single units, using the multi-taper 

method (see details above).  For spike spectra, neurons with enhanced firing rate 

responses to stimulus onset were analyzed separately from neurons with depressed firing 

rate responses.  Correlations between spectra and recognition memory were tested using a 

nonparametric permutation test (see details below). 

Spike-field coherence.  In order to compare the average SFC across all neuron-

LFP pairs during encoding of High Recognition and Low Recognition conditions, the 

frequency range within the 30-100 Hz gamma-band for which each neuron-LFP pair 

showed the highest SFC at 100-400 ms after stimulus onset across all encoding trials was 

identified (average frequency window size was 21.4  0.7 Hz).  SFC was calculated 

within this frequency window across all High Recognition and Low Recognition trials, 

separately for each pair.  Then, these values were averaged across all neuron-LFP pairs. 

To test for statistical significance of differences between spectra during the High 

Recognition and Low Recognition conditions, we performed a nonparametric 

permutation test, with the median difference between conditions as our test statistic.  The 
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test involves a comparison of the observed difference against a reference distribution of 

differences under the null hypothesis of no significant modulation of the spike or LFP 

power or SFC at individual frequencies between conditions.  The reference distribution 

was obtained by performing the following procedure 10,000 times.  For each recording 

site (or pairs of sites), a random decision was made to which condition the data from 

either condition was assigned.  We then calculated the test statistic at each frequency for 

these randomly assigned conditions and stored only the minimal and maximal difference 

across frequencies.  From the resulting distribution of 10,000 minimal and maximal 

differences, we determined the 2.5th and the 97.5th percentile.  The empirically observed, 

nonrandomized difference at a particular frequency was considered statistically 

significant (p < 0.05), when it was larger than the 97.5th or smaller than the 2.5th 

percentile of the reference distribution.  This procedure corresponds to a two-sided test 

with a global false positive rate of 5% and correction for the multiple comparisons across 

frequencies195,196.  We used this non-parametric permutation approach, because 1) it is 

free of assumptions about the underlying distributions 2) it is not affected by partial 

dependence among the time-frequency tiles 3) it allows for correction for multiple 

comparisons without additional assumptions. 

Along with single-unit activity, we also applied the non-parametric permutation 

test to the SFC calculated from multi-unit activity (MUA).  During extracellular 

recording, we obtained spike waveforms simultaneously from 1-3 neurons per electrode, 

which gave us a total of 75 MUAs.  After calculating SFC during encoding for all MUA-

LFP pairs, each MUA was designated either “low gamma” or “high gamma” based on the 

peak value of the mean coherence between the MUA and the LFPs measured on all other 



73 
 

electrodes in the same recording session across all encoding trials. MUAs whose peak 

coherence was below 60 Hz were designated “low gamma” (n = 34); MUAs with 

coherence above 60 Hz were designated “high gamma” (n = 41). 

Additionally, we identified neuron-LFP pairs showing significant gamma-band 

coherence using the following method.  To test the significance of coherence values, we 

calculated the time-averaged coherence across the time period of 100-400 ms after 

stimulus onset for each pair, then transformed these values to Z-scores using the 

following formula: 

ܼ ൌ arctanh൫√ܥ൯ ൈ √2ܮ 

where C is the coherence value and L is the number of independent estimates197,198.  Z-

transformed coherence values were thus calculated for each neuron-LFP pair, across all 

high recognition trials (novel presentations of the 30 stimuli from each session for which 

the monkey subsequently showed the best recognition).  We considered a pair to have 

significant spike-field coherence if this Z-transformed gamma-band coherence value was 

greater than 2 for at least 5 consecutive frequency values (spanning 16.6 Hz). 

Spike-spike coherence.  Our methods for analyzing the relationship between SSC 

for visually-responsive neuron pairs and behavior are identical to the analyses applied to 

SFC data, as described above.  Specifically, the Z-transformed coherence values were 

used to determine neuron-neuron pairs with significant gamma-band coherence, and the 

nonparametric permutation test described above was used to determine whether spike-

spike coherence was significantly correlated with memory performance. 
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Correlations with memory and attention: binning analysis 

The second analysis we performed to determine the relationship between neuronal 

activity and performance considered correlations on a trial-by-trial basis.  For each 

recording session, encoding trials were sorted in two ways: in terms of increasing percent 

change in looking time between the encoding trial and the subsequent repetition of the 

stimulus (recognition memory performance), and in terms of total looking time for the 

encoding trial (attention).  For each measure, 10 bins of 30 trials each were defined, with 

Figure 3.1:  Binning analysis of correlation between recognition memory and 
spike-field coherence.  Points represent stimuli from a sample recording session, 
sorted from lowest to highest recognition memory (i.e., most negative to most positive 
percent change in looking time).  The designation of bins is represented by red circles 
drawn to encompass 30 stimuli each.  Spike-field coherence was calculated for the 
Novel presentation of all stimuli within each bin and averaged across stimuli to obtain 
a coherence value for each bin (see Methods). 
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bin centers spaced at equivalent intervals.  An equal number of trials per bin was used to 

avoid sample size biases.  As a consequence, in some cases, this resulted in slightly 

overlapping bins and a few trials that were not included in any bin (Figure 3.1).  For each 

neuron-LFP pair, the frequency range for which the pair showed the highest SFC at 100-

400 ms after stimulus onset across all encoding trials was identified, and then the SFC in 

that frequency range at 100-400 ms was calculated, separately for each bin, across the 30 

trials in each bin.  Finally, the correlation between the 10 bins of each task parameter 

value (either recognition memory performance or attention) and coherence during 

encoding was calculated.  Across pairs of recording sites, this resulted in a population of 

correlation coefficients and slopes for each measure.  A sign test was performed on each 

distribution to determine statistical significance. 

For the stimulus-evoked LFP, this analysis was performed in the way described 

above with one difference: for each bin of trials, we averaged the LFP amplitude from 

270-570 ms after stimulus onset for novel trials (the time during which there was a 

significant difference in the LFP amplitude between High Recognition and Low 

Recognition trials across all recorded LFPs).  The slope and the correlation coefficient 

were calculated for this trial-averaged LFP amplitude across all bins, separately for each 

LFP.  A sign test was then performed on each distribution of slopes and correlation 

coefficients. 

 

Correlations with time within session: binning analysis 

In order to determine possible changes in behavior or neuronal activity that may 

have occurred within the session, for each recording session, all 200 stimuli were 
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organized into the order in which they were presented within each session.  Ten bins of 

20 stimuli each were then defined, and five measures were calculated for each bin: the 

mean percent change in looking time from the first to the second presentation 

(recognition memory performance); the absolute looking time during novel stimulus 

presentation; the firing rate modulation, defined as the absolute value of the change in 

firing rate from the 300 ms preceding stimulus onset to the time period 100-500 ms after 

stimulus onset; gamma-band SFC from 100-400 ms after stimulus onset, using the same 

frequency window as that used in the binning analysis described above; and LFP 

amplitude averaged over the time period of 270-570 ms after stimulus onset for each 

novel stimulus presentation. 

 

Results 

Behavioral results 

Figure 2.2B depicts an example of the monkey’s eye movements during the first 

(yellow trace) and second (red trace) presentations of a stimulus in the VPLT.  In this 

example, and across the majority of trials, the monkey spent more time looking at a 

stimulus when it was novel compared to when it was repeated.  Across 45 sessions, the 

monkeys demonstrated robust recognition memory performance.  There was a significant 

(p < 0.001) decrease in looking time for the repeated presentation (average looking times 

for Novel and Repeat trials were 2.7 s and 0.8 s, respectively).  The median reduction in 

looking time was 70.7% (67.3% in Monkey A and 72.8% in Monkey B) (Figure 2.3C). 
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Neuronal activity in the hippocampus  

We recorded spikes from 131 isolated single neurons (67 in Monkey A and 64 in 

Monkey B, respectively) as well as local field potentials (LFPs) in the hippocampal 

formation in two rhesus monkeys performing the VPLT.  Eighty-six neurons (66%) gave 

a significant response to the first (encoding) presentation of stimuli, with either enhanced 

(34 neurons) or depressed (52 neurons) responses as compared to baseline (Figure 3.2A; 

Table 3.1).  Consistent with recent findings from human epilepsy patients100, a substantial 

proportion of these visually-responsive units (36%) showed a modulation in firing rate 

based on stimulus novelty. 

Figure 3.2:  Firing Rate and Spike-Field Coherence During Stimulus Encoding. 
(A) Average firing rates for two example hippocampal neurons during encoding. 
Shaded areas represent SEM.  (B) Spike-field coherence as a function of time (X-
Axis) and frequency (Y-Axis) during all encoding trials for the two example neurons 
shown in (A); coherence was calculated between the neuron on one electrode and the 
LFP recorded on a separate electrode.  (C) Coherence as a function of time and 
frequency averaged across all encoding trials for high gamma (top) and low gamma 
(bottom) neurons. 
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 Neuronal synchronization during the encoding phase of the task was assessed by 

calculating SFC between each visually-responsive neuron and the LFP recorded 

simultaneously on a separate electrode (n = 175 neuron-LFP pairs).  The LFP results 

from the extracellular current flow that corresponds primarily to the summed 

postsynaptic potentials from the dendritic fields of local cell groups199.  Thus, SFC is a 

measure of linear predictability that captures phase and amplitude correlations between 

neuronal input (LFP) and output (spiking activity).  SFC typically increased upon visual 

stimulation, and these increases were most prominent in the 1-8 Hz range (delta/theta-

band), and the 30-100 Hz range (gamma-band).  Coherence below 20 Hz was not 

significantly modulated by recognition memory performance on the VPLT.  Accordingly, 

we have confined our analysis and discussion to neuronal synchronization in the gamma 

band. 

Across the population gamma-band SFC tended to cluster in one of two frequency 

 Low gamma SFC 
(30-60 Hz) 

High gamma SFC 
(60-100 Hz) 

Total 

Firing enhanced by stimuli 20 (58.8%) 14 (41.2%) 34 (39.5%) 

Firing depressed by stimuli 23 (44.2 %) 29 (55.8%) 52 (60.5%) 

Total 43 (50.0%) 43 (50.0%) 86 

Table 3.1:  Neuronal firing and SFC properties.  Visually responsive neurons 
categorized by response properties (enhanced/depressed by stimuli) and frequency of 
peak gamma-band SFC (high/low).  Percentages in bold indicate percentage of total 
number of cells (n = 86).  Other percentages indicate percentage of total cells in 
corresponding column.  



79 
 

bands: low gamma (30-60 Hz, Figures 3.2B and 3.2C, bottom) and high gamma (60-100 

Hz, Figures 3.2B and 3.2C, top).  Out of 86 neurons, 42 displayed a range of coherence 

which included coherence in the 60 Hz band.  However, not all those neurons necessarily 

showed coherence centered around 60 Hz: 20 neurons displayed a band of increased 

coherence with 60 Hz as either the upper or lower limit, and thus had a substantial 

portion of increased coherence either above or below 60 Hz.  Of the remaining 22 

neurons, only 4 showed peak coherence at 60 Hz.  For these neurons, we designated each 

as high or low gamma based on the entire frequency band in which the neuron showed 

coherence during encoding trials, and whether the bulk of this frequency band lay above 

or below 60 Hz.  Using this method, 3 neurons were designated as high gamma and 1 was 

designated as low gamma.  There was no significant relationship between the peak 

frequency of gamma-band coherence and the response properties of neurons: 59% of 

neurons with enhanced firing responses to stimuli exhibited coherence in the low gamma 

range, while 56% of neurons with depressed firing responses to stimuli exhibited 

coherence in high gamma (p > 0.10).  Table 3.1 shows the percentages of enhanced and 

depressed visually responsive units that displayed SFC in the high gamma and the low 

gamma frequency bands. 

We additionally analyzed all neuron-LFP pairs with visually responsive single 

units to determine how many pairs exhibited significant SFC during the initial 

presentation of subsequently well-recognized stimuli.  Out of these neuron-LFP pairs, 

151 (86%) met the criterion we set for significant gamma-band SFC.  Additionally, out of 

83 pairs of simultaneously recorded visually-responsive neurons, 54 pairs (65%) showed 

significant gamma-band SSC during high recognition trials. 
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Hippocampal gamma-band synchronization reflects recognition memory performance 

Figures 3.3A and 3.3B depict the firing rate and SFC for High Recognition and 

Low Recognition trials for an example recording pair.  For this example neuron, and 

across the population, firing rates during encoding were not significantly modulated by 

subsequent recognition memory performance (p > 0.05; Figure 3.3A).  By contrast, for 

this example (Figure 3.3B) and across the population (Figure 3.3, C-F), gamma-band  

  

Figure 3.3: Gamma-band Spike-field Coherence During Stimulus Encoding 
Predicts Subsequent Recognition.  (A) Average firing rate of an example 
hippocampal neuron for high recognition (red) and low recognition (blue) trials.  
There was no difference in firing rate across conditions.  Red and blue shaded areas 
represent SEM.  (B) Coherence as a function of time and frequency between the 
example neuron in (A) and the LFP recorded on a separate electrode, for high 
recognition (top) and low recognition (bottom) trials.  Coherence (52-68 Hz) was 
significantly enhanced during the encoding of subsequently well-recognized stimuli.  
(C) Gamma-band coherence expressed as percentage of baseline averaged over 175 
hippocampal recording pairs, during high recognition (red) and low recognition (blue) 
trials, as a function of time from stimulus onset.  Red and blue shaded areas represent 
SEM.  Gray shaded area represents time points at which gamma-band coherence was 
significantly different for the two conditions (p < 0.01).  (D) Coherence averaged 
across all high gamma neurons, for high recognition (top) and low recognition 
(bottom) trials.  (E) Same as (D), but for low gamma neurons.  (F) Modulation of 
coherence between high recognition and low recognition trials, for high gamma (top) 
and low gamma (bottom).  Areas of significant coherence modulation are outlined in 
black (non-parametric randomization test, corrected for multiple comparisons across 
time and frequency). 
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coherence was enhanced during the encoding of stimuli that were subsequently well 

recognized relative to those stimuli that were poorly recognized. 

Increases in SFC during the presentation of novel stimuli usually covered limited 

frequency bands within the broader gamma-band range.  This tendency of spikes to lock 

coherently with LFPs in a narrow band of a particular gamma frequency has also been 

reported in the rodent neocortex149.  For this reason, we identified a separate frequency 

range for each neuron in order to analyze changes in SFC with respect to memory (see 

Methods).  Figure 3.3C shows the average recognition-related modulations in coherence 

across the population of recording sites.  “High Recognition” represents the gamma-band 

SFC during the encoding of the 30 stimuli in each session with the best subsequent 

recognition, and “Low Recognition” corresponds to the 30 stimuli with the worst 

recognition.  Across the population, there was an approximately 10% increase in gamma-

band synchronization during encoding of stimuli that were subsequently well recognized 

relative to those stimuli that were poorly recognized.  This enhancement reached 

significance beginning 120 ms after stimulus onset. 

Average SFC for the two memory conditions are displayed separately for spike-

field pairs displaying high- (above 60 Hz peak frequency, Figure 3.3D) and low-gamma 

synchronization (below 60 Hz, Figure 3.3E; see Methods for details).  The results of the 

non-parametric permutation analysis revealed that gamma-band coherence was 

significantly enhanced during high recognition trials as early as 100 ms after stimulus 

onset for high-gamma spike-field pairs (p < 0.05, corrected for multiple comparisons; 

Figure 3.3F, top panel).  Although there was a strong trend for enhanced gamma-band 

coherence across the low gamma spike-field pairs, this did not reach statistical 
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significance (Figure 3.3F, bottom panel).  This may have been due to a lack of sensitivity 

because the same analysis using multi-unit activity revealed significant memory-related 

modulations in gamma-band coherence for both high-gamma and low-gamma pairs 

(Figure 3.4).  Because the sensitivity of coherence measures are proportional to the 

number of neurons contributing to the analysis, coherence analyses of single unit activity 

are less sensitive than analyses of multi-unit activity200.  Therefore, it is possible that 

single unit spike-field coherence did not reach significance for the Low Gamma group 

because of a loss in sensitivity compared to the multi-unit analysis. 

We also tested whether spike-spike coherence (SSC) was significantly correlated 

with memory performance using the non-parametric permutation test.  Each neuron-

Figure 3.4: Multi-unit Gamma-band Spike-field Coherence.  (A) Modulation of 
multi-unit spike-field coherence between well recognized and poorly recognized 
stimuli, for high gamma (top) and low gamma (bottom), during pre-stimulus period.  
There were no areas of significant coherence modulation.  (B) Same as (A), but for 
post-stimulus onset period.  Areas of significant coherence modulation are outlined in 
black (non-parametric randomization test, corrected for multiple comparisons across 
time and frequency). 
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neuron pair showing significant coherence was designated as “high gamma” or “low 

gamma” based on the frequency band in which coherence across all novel stimulus 

presentations increased in the time period of 100-400 ms after stimulus onset.  We 

applied the permutation test to each group of pairs separately: a small, but significant, 

cluster of spike-spike coherence (SSC) was seen for the high gamma pairs (n = 32) but 

not for the low gamma pairs (n = 22; Figure 3.5). 

 

Relationship between Gamma-band Synchronization and Behavior: Memory vs. Attention 

It is important to consider whether the observed synchronization among 

hippocampal neurons primarily reflects successful memory encoding or the attentive state 

Figure 3.5: Single-unit Gamma-band Spike-spike Coherence.  (A) Modulation of 
single-unit spike-spike coherence between well recognized and poorly recognized 
stimuli, for high gamma (top) and low gamma (bottom) neuron pairs, during pre- 
stimulus period.  There were no areas of significant coherence modulation.  (B) Same 
as (A), but for post- stimulus onset period.  The area of significant coherence 
modulation is outlined in black (non-parametric randomization test, corrected for 
multiple comparisons across time and frequency). 
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of the animal.  Increased attention to a stimulus likely leads to more successful memory 

encoding and may cause enhanced neuronal synchronization among hippocampal 

neurons.  With 200 novel stimuli in each recording session, we have to assume that some 

stimuli are more interesting to the monkey and attract the monkey’s attention more than 

other stimuli.  Because the task design allows the monkey to determine the length of 

stimulus presentation by continuing to look at or looking away from each stimulus, we 

take as an assumption that the length of looking time for the initial presentation of a 

stimulus (encoding) reflects the animal’s interest in, and attention to, the stimulus.  

Although other factors may influence looking time in isolated instances, e.g. the 

monkey’s distractibility, over many trials, the monkey’s interest in and attention to the 

stimulus is most likely the overriding factor in determining looking time during novel 

presentation.  If hippocampal synchronization reflects primarily attentive mechanisms, 

increasing gamma-band coherence in the hippocampus would correlate with increasing 

length of time spent looking at novel stimuli.  To quantify the extent to which neuronal 

synchronization among hippocampal neurons correlated with recognition memory and 

attention, for each recording session, we organized all encoding trials into bins, either by 

increasing recognition memory performance (expressed as the percent change in looking 

time) or increased attention (expressed as the duration of looking time during the 

encoding phase).  We then correlated the magnitude of spike-field coherence and the 

behavioral measures of recognition memory performance and attention, as described in 

Methods.  For the example neuron-LFP pair depicted in Figure 3.6A, gamma-band spike-

field coherence was significantly correlated with recognition memory performance (p < 

0.005; Figure 3.6A, left) but not with attention (p > 0.10; Figure 3.6A, right).  Across the 
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population, the correlation coefficients and the slopes for all neuron-LFP pairs displayed 

a significant positive distribution (p < 0.001; Figures 3.6B and 3.6C, left) for recognition 

memory performance, but not for attention (p > 0.10; Figures 3.6B and 3.6C, right).  A 

consistent result was obtained when the multiple spike-field coherence results for each 

single unit were averaged (data not shown).  These data suggest that the attentive state of 

the animal during encoding, as indexed by duration of looking, does not explain the 

effects of hippocampal gamma-band synchronization on recognition memory  
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Figure 3.6: Coherence is Correlated with Recognition Memory, but not with 
Attention.  (A) Gamma-band spike-field coherence for one example neuron-LFP pair, 
binned according to percent change in looking time (left) or looking time during 
encoding (right).  Line indicates linear fit to data.  (B) Histograms depicting 
correlation coefficients between gamma-band spike-field coherence and behavior 
across all neuron-LFP pairs when binned according to percent change in looking time 
(left) or looking time during encoding (right).  Black line indicates zero; dashed gray 
line indicates median.  (C) Same as (B), but for slopes.  Dashed gray line indicates 
median. 
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performance.  

Previous studies have found that principal cells and interneurons play different 

roles in the generation of gamma-band oscillations in the hippocampus 119,201,202.  We 

categorized neurons as putative principal cells or putative interneurons, taking into 

consideration both the average firing rate during the fixation period preceding stimulus 

onset and the width of spike waveforms.  Both populations of neurons displayed 

significant gamma-band spike-field coherence modulations during stimulus encoding that 

predicted subsequent recognition memory (data not shown).  Of the 76 visually-

responsive putative pyramidal cells, 39 were classified as “high gamma” and 37 as “low 

gamma”.  Ten neurons were classified as putative interneurons, 4 of which were 

designated “high gamma”.  Accordingly, the data do not suggest that the high vs. low 

gamma classification was correlated with cell type. 

Along with coherence, we also derived power spectra for all LFPs and spike 

trains.  There was no significant effect of memory performance on power in the spike 

spectra across the population (data not shown).  However, LFP power from 40-65 Hz was 

significantly enhanced during the encoding of well-remembered stimuli compared with 

the encoding of poorly remembered stimuli approximately 80-300 ms after stimulus onset 

(Figure 3.7).  Although the gamma-band power effects occurred at the same time as the 

effects in gamma-band coherence, it is important to note that spike-field coherence is 

normalized by power in both the spike spectrum and the LFP spectrum (see Methods).  In 

other words, coherence represents the consistency of the phase relation between the 

single unit rhythm and the LFP rhythm, irrespective of the power in either rhythm.  Thus, 

although both signals are correlated with the strength of memory encoding, each  
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Figure 3.7: Gamma-band LFP Power During Stimulus Encoding Predicts 
Subsequent Recognition.  (A) Gamma-band power averaged across all LFPs during 
the encoding of high recognition (top) and low recognition (bottom) stimuli.  LFP 
spectra have been normalized by 1/ for visualization.  (B) Modulation of gamma-
band power between high recognition and low recognition stimuli.  The area of 
significant power modulation is outlined in black (non-parametric randomization test, 
corrected for multiple comparisons across time and frequency). 
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represents a distinct neural mechanism. 

The results from the non-parametric permutation test revealed significant 

differences between memory conditions for spike-field coherence, spike-spike coherence, 

and gamma-band power after stimulus onset.  However, there were also small clusters of 

increased gamma-band coherence against background activity prior to stimulus onset 

(Figures 3.3D and 3.3E).  An additional permutation test applied to the baseline period 

prior to stimulus onset revealed no clusters of significant pre-stimulus modulations for 

either single-unit SFC (Figure 3.8A), multi-unit SFC (Figure 3.4A), single-unit SSC 

(Figure 3.5A), or gamma-band power (Figure 3.8B).  Therefore, unlike the stimulus-

related activity, none of the pre-stimulus activity we recorded was modulated by 

recognition memory performance. 

 

Figure 3.8: Pre-stimulus Gamma-band Spike-field Coherence and Power.  (A) 
Modulation of single-unit spike-field coherence between well recognized and poorly 
recognized stimuli, for high gamma (top) and low gamma (bottom) neuron pairs, 
during pre- stimulus period.  There were no areas of significant coherence modulation.  
(B) Modulation of gamma-band power between high recognition and low recognition 
stimuli during pre- stimulus period.  There were no areas of significant coherence 
modulation.   
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Relationship between Local Field Potential and Behavior 

There have been a number of studies investigating neural activity during 

presentation of novel or rare stimuli in humans and monkeys.  One of the most well-

characterized components of this neural response, the P300 component of the event-

related potential (ERP), is thought to represent the conscious processing, or encoding, of 

such stimuli203,204.  The MTL-P300, recorded via depth electrodes in humans, is a locally 

generated version of the P300 associated with the hippocampal contribution205,206.  Figure 

3.9A depicts the average stimulus-evoked LFP aligned to stimulus onset for High 

Recognition and Low Recognition trials, averaged across all 114 LFPs.  There was a 

significant divergence in the signal as early as 270 ms after stimulus onset that predicted 

subsequent recognition memory performance.  We analyzed the magnitude of the 

stimulus-evoked LFP with respect to memory performance and attention throughout the 

session using a binning analysis, similar to our previous analysis for spike-field 

coherence.  There was a significant positive relationship between LFP amplitude during 

stimulus encoding and subsequent recognition memory performance, as well as between 

LFP amplitude and looking time during encoding (Figure 3.9B-C).  These data suggest 

that unlike gamma-band coherence, changes in the LFP amplitude reflect both attention 

and memory on a trial-by-trial basis, which is consistent with previous studies associating 

the P300 with attentional processing207 and hippocampal-dependent processing of novel 

stimuli208.  Interestingly, this P300-like effect did not begin until nearly 170 ms after the 

earliest effects seen in gamma-band spike-field coherence. 
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Additional Behavioral Controls 

We also considered the possibility that changes in behavior or neuronal activity 

through the recording session may affect the interpretation of these results.  On average, 

the monkeys required 58 minutes to complete the session, viewing two presentations of 

each of 200 stimuli.  It is possible that the stimuli presented at the beginning and end of 

the session evoked different neuronal responses.  It is also possible that the monkey 

experienced fatigue through the session that influenced his performance.  To address this 

issue, we analyzed memory performance, stimulus-evoked firing rates, and the magnitude 

of SFC with respect to time within the recording session.  One-way ANOVAs revealed 

that there was no significant relationship between time within the session and recognition 

memory (F(9,439)=0.57, p>0.1; Figure 3.10), absolute looking time during novel stimulus 

presentation (F(9,437)=0.39, p>0.1; Figure 3.10A), firing rate modulation (F(9,850)=0.28, 

p>0.1; Figure 3.10B), or gamma-band SFC (F(9,1740)=0.96, p>0.1; Figure 3.10C).  

However, there was a significant negative correlation between LFP amplitude and the 

time course of the recording session (F(9,1120)=2.22, p<0.05; Figure 3.10D).  Because this 

was the only measure which showed any significant correlation with time within the 

session, it is unclear whether this decline in LFP amplitude is related to fatigue, or some 

other mechanism. 

Figure 3.9: Stimulus-evoked LFP is Modulated by both Attention and 
Recognition Memory.  (A) Stimulus-evoked modulations in LFP amplitude averaged 
across 114 LFPs during encoding of High Recognition (red) and Low Recognition 
(blue) stimuli.  Shaded areas represent standard error of the mean.  P-values for 
significance tests at each consecutive 10 ms time-bin are shown in the color plot 
below the graph.  Time bins shown in yellow represent p-values less than 0.0001.  (B) 
Histograms depicting correlation coefficients of the linear functions fit to LFP data 
across all LFPs when binned according to percent change in looking time (left) or 
looking time during encoding (right).  Black line indicates zero; dashed gray line 
indicates median.  (C) Same as (B), but for slopes.  Dashed gray line indicates median. 
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Figure 3.10: Behavioral and Neural Measures as a Function of Time within 
Session.  (A) Box plot: Absolute looking time during novel stimulus presentation, 
averaged within bins of 20 trials each, across recording sessions.  There was no 
significant effect of bin number on looking time.  Line plot: percent change in looking 
time averaged within bins of 20 trials each, across all recording sessions.  There was 
no significant effect of bin number on behavior across sessions.  (B) Magnitude of the 
response for all visually responsive neurons, averaged within bins of 20 trials each, 
across recording sessions.  There was no significant effect of bin number on firing rate 
across neurons.  (C) Gamma-band spike-field coherence for all visually responsive 
neurons, averaged within each bin, across recording sessions.  There was no 
significant effect of bin number on coherence across neuron-LFP pairs.  (D) LFP 
amplitude across the 270-570 ms period after novel stimulus onset for all LFPs, 
averaged within each bin, across recording sessions.  There was a significant negative 
correlation between LFP amplitude and the time course of the recording session (One-
way ANOVA, F(9,1120)=2.22, p<0.05). 
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Additionally, we determined the amount of time required to achieve fixation 

before each stimulus presentation.  An increased time to achieve fixation would indicate 

that the monkey’s attention or arousal level had declined.  Over all 45 recording sessions, 

we found that that there was no significant difference in this measure between High 

Recognition and Low Recognition trials (p > 0.10).  These data suggest that fluctuations 

in general alertness or arousal levels are not correlated with modulations in gamma-band 

synchronization in the hippocampus. 

 

Discussion 

Our findings show that spikes from isolated single units in the hippocampus are 

phase locked to each other and to gamma-band oscillations in simultaneously recorded 

hippocampal LFPs during memory encoding.  Further, the magnitude of this phase 

locking is correlated with subsequent recognition memory performance.  These results 

suggest that memory encoding is accompanied by enhanced coordination between 

hippocampal neurons. 

Fell and colleagues previously showed that successful recognition memory 

encoding is correlated with increased gamma-band synchronization between local EEG 

oscillations in the hippocampus and rhinal cortex of human epilepsy patients117.  The 

current findings extend these observations to hippocampal neurons, indicating that single 

units within the hippocampus synchronize the timing of their spikes to the local network 

oscillations during memory formation, perhaps as a mechanism by which neurons sharing 

similar response properties might undergo functional coupling.  We also found that 

gamma-band power in hippocampal LFPs during encoding is significantly correlated with 
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subsequent recognition memory performance.  These results are consistent with studies in 

human epileptic patients that have associated changes in hippocampal gamma-band 

oscillations with memory142,209.  Similar observations have been made in monkey parietal 

cortex in relation to working memory191.  In that study, both power and coherence in the 

gamma band were elevated during the delay period of a working memory task.  Taken 

together, these findings suggest that synchronization between spiking activity and 

oscillatory field activity may be an important mechanism for holding a representation of 

behaviorally relevant stimuli “on-line”. 

Previous studies in rodents have linked hippocampal gamma-band 

synchronization to memory processes132,210.  In these studies, both the power and the 

coherence of gamma-band oscillations in hippocampal LFPs were enhanced in relation to 

the cognitive demands of a hippocampal-dependent task.  Consistent with the current 

study, it was shown that modulations in neuronal synchronization can be dissociated from 

modulations in firing rate210, further supporting the notion that changes in the temporal 

structure of neuronal activity may affect computational outcomes.  The current study 

extends these findings by showing a direct relationship between hippocampal gamma-

band coherence and recognition memory performance. 

How might gamma-band synchronization in the hippocampus improve encoding?  

By ensuring that the activity of multiple neurons is correlated within short (i.e., 10 ms) 

temporal windows, gamma-band synchronization could underlie the transient formation 

of functional neuronal ensembles122,211.  For example, a population of neurons may 

respond to a particular stimulus by synchronizing its firing in the gamma range, and this 

may contribute spike timing-dependent long-term potentiation109, thereby strengthening 
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the connections between these neurons.  Gamma-band synchronization among 

hippocampal neurons may also serve to enhance the impact of hippocampal neurons on 

output targets in the entorhinal cortex.  For example, gamma-band synchronization may 

result in increased temporal summation of synaptic input on neurons downstream of 

hippocampal ensembles, thereby increasing the likelihood that these neurons will fire.  

Such a mechanism would in turn enhance the relay of memory signals to higher-order 

sensory areas and other areas important for memory storage.  Although the difference in 

average coherence measures between recognition memory conditions is small, evidence 

from computational studies suggests that small increases in even weakly correlated inputs 

to neurons can cause substantial increases in the probability of firing of downstream 

neurons124. 

One caveat is that spike-field coherence does not directly reflect synchronization 

in the signals being projected to downstream areas, but only implies such an interaction, 

assuming that some component of the output is reflected in the LFP.  Although the results 

of our analysis of spike-spike coherence provide evidence for synchrony among 

hippocampal units, future studies are needed to provide a more direct measurement of the 

degree to which synchronization within the hippocampus affects changes in the activity 

of downstream targets, e.g. with simultaneous recordings in the hippocampus and the 

entorhinal cortex.  

It is important to consider the extent to which memory effects can be dissociated 

from attentional effects in assessing performance on the VPLT.  Although these 

processes cannot be completely dissociated with this behavioral task, there is evidence 

from previous studies that memory and attention depend on different brain regions.  In 
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particular, the finding that monkeys with hippocampal lesions33 and amnesic patients30 

display intact novelty preference as long as the delay between first and second stimulus 

presentation is short (1 second, and 0.5 seconds, respectively) but are impaired with 

increasing delays (10 seconds and longer) supports this idea.  At the same time, increased 

attention during stimulus presentation may lead to better subsequent memory.  This could 

result in neural signals that underlie both processes co-varying with behavioral 

performance.  Our data suggest that gamma-band coherence in the hippocampus more 

reliably predicts successful recognition memory performance than increased attention to 

stimuli.  In contrast, the stimulus-evoked LFP in the hippocampus appears to reflect both 

memory encoding and attentional processes. 

To our knowledge, this study is unique in its separation of gamma-band 

oscillations recorded in the primate hippocampus into high and low gamma.  A number 

of recent studies have observed oscillatory synchrony in either high or low gamma in 

other brain regions, and in many cases these frequency bands have been associated with 

distinct aspects of cognition 212-215.  Cortical oscillations in the high gamma band tend to 

exhibit higher phase-locking with theta oscillations in humans144 and rodents149.  

Additionally, oscillations in the high gamma-band range have been associated with the 

hemodynamic response measured using BOLD fMRI216.  

In the current study, the results of the non-parametric test for single units revealed 

a significant difference across memory conditions only for the high gamma neurons.  

However, analyses including both high and low gamma neurons revealed significant 

differences between successful (high recognition) and less successful (low recognition) 

encoding (Figure 3.3C), as well as a significant positive correlation between trial-by-trial 
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modulations in coherence and recognition memory (Figure 3.6).  Nevertheless, these 

different populations of neurons may make distinct contributions to behavior through 

their participation in different modes of network activity. 

Visual stimuli induced a clear increase in gamma-band synchronization that was 

associated with recognition memory performance.  However, we also observed some 

gamma-band synchronization prior to stimulus onset.  Non-parametric randomization 

tests applied to the pre-stimulus period revealed that neither gamma-band coherence nor 

power was correlated with subsequent recognition memory performance during this 

period (Figures 3.4A, 3.5A, and 3.8), suggesting that the observed level of pre-stimulus 

synchronization reflects hippocampal processing unrelated to the behavioral task.  One 

possibility is that this pre-stimulus synchronization reflects arousal mechanisms.  Timing 

was held constant throughout the experiment (1 second fixation period), so it would be 

possible for the monkeys to anticipate the onset of the stimulus.  Alternatively, between 

the end of the previous stimulus presentation and the beginning of the next the monkey 

may be engaged in retrieving previous stimuli, encoding new information, or some other 

uncontrolled process.  Because some hippocampal function is likely during such 

processes, the presence of spike-field coherence during this interval is not wholly 

surprising.  Functional imaging studies often employ a separate task during baseline 

periods because the use of a simple “rest” period can potentially lead to high levels of 

hippocampal activation217. 

While several studies have identified activity at the cellular level related to 

recognition memory in the cortex surrounding the hippocampus85-88,94, there is a notable 

lack of evidence for recognition memory signals in the hippocampus proper.  One 
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important difference between our task and those used in previous neurophysiological 

studies is the degree of training involved.  The VPLT requires only simple fixation 

training.  In contrast, the tasks used in previous neurophysiology studies require a long 

period of training (up to 7-10 months), during which monkeys gradually learn a match-to-

sample rule.  It is conceivable that during this training period, monkeys acquire strategies 

for performing the task that do not rely on the hippocampus.  Similarly, while the VPLT 

examines the monkey’s innate preference for novelty, tasks in previous studies examined 

the monkey’s ability to respond correctly in order to receive a food or juice reward.  The 

reward component of these tasks may encourage the acquisition of strategies that recruit 

extra-hippocampal structures.  Consistent with this idea, the VPLT has been shown to be 

more sensitive than the delayed non-matching to sample task to restricted lesions of the 

hippocampus31,33,42. 

In summary, we have utilized spectral analysis to examine the role of precise 

spike timing in the hippocampus in memory formation.  Our results are consistent with 

the idea that memory encoding in the medial temporal lobe relies on a combination of 

firing rate changes at the single-cell level, and altered patterns of synchronization at the 

population level. 
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Chapter 4 

 

 

 

Memory formation is predicted by theta-band phase-locking in 

the monkey hippocampus4 

 

 

 

Introduction 

Studies in humans and animals suggest that the hippocampus is critical for the 

successful formation of declarative memories33,46,159, and memory formation has been 

associated with a network oscillation in the theta band150,218,219.  Theta-band oscillations 

have been studied most extensively in the rodent hippocampus220, but have also been 

described in bats221, cats222, and, more recently, humans148,223.  However, there have been 

no reports of hippocampal theta-band activity in the awake monkey.  In rodents, 

hippocampal theta-band oscillations are modulated by running speed224, possibly 

reflecting the rate of sensory input.  Primates obtain significant information about their 

surroundings through visual exploration, and normal exploration of a stationary visual 

scene through saccadic eye-movements effectively breaks the viewing episode into 

multiple epochs, each providing a period of incoming sensory information to the brain.  

                                                      
4 Reproduced with minor edits from manuscript: Jutras, M. J., Killian, N. J., Fries, P. & 
Buffalo, E. A. Memory formation is predicted by theta-band phase-locking in the monkey 
hippocampus.  In review. 
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This parsing of visual information into multiple fixation periods may be analogous to 

information gathering in other species, e.g., sniffing or whisking in rodents, which may 

be linked to hippocampal theta-band oscillations225.  Accordingly, we examined primate 

hippocampal activity related to visual exploration, saccadic eye-movements, and memory 

formation in monkeys performing a visual recognition memory task. 

 

Methods 

Procedures were carried out in accordance with NIH guidelines and were 

approved by the Emory University Institutional Animal Care and Use Committee.  

Neuronal recordings were carried out in two adult male rhesus monkeys (Macaca 

mulatta), which were obtained from the breeding colony at the Yerkes National Primate 

Research Center.  Their mean weight at the start of the experiment was 6.8  1.1 kg, and 

their mean age was 4 years and 5 months.  Prior to implantation of recording hardware, 

monkeys were scanned with magnetic resonance imaging (MRI) to localize the 

hippocampus and to guide placement of the recording chamber. Using this information, a 

cilux plastic chamber (Crist Instrument Co., Hagerstown, MD) for recording neural 

activity, and a titanium post for holding the head were surgically implanted.  We 

performed post-surgical MRI to fine-tune electrode placement and to determine recording 

locations. 

 

Behavioral testing procedures 

During testing, each monkey sat in a dimly illuminated room, 60 cm from a 19” 

CRT monitor, running at 120 Hz, non-interlaced refresh rate.  Eye movements were 
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recorded using a non-invasive infrared eye-tracking system (ISCAN, Burlington, 

Massachusetts).  Stimuli were presented using experimental control software (CORTEX, 

www.cortex.salk.edu).  At the beginning of each recording session, the monkey 

performed a calibration task, which involved holding a touch-sensitive bar while fixating 

a small (0.3°) gray square, presented on a dark background at various locations on the 

monitor.  The monkey had to maintain fixation within a 3° window until the fixation 

point changed to an equiluminant yellow at a randomly chosen time between 500 ms and 

1100 ms after fixation onset.  The monkey was required to release the touch-sensitive bar 

within 500 ms of the color change for delivery of a drop of applesauce.  During this task, 

the gain and offset of the oculomotor signals were adjusted so that the computed eye 

position matched targets that were a known distance from the central fixation point. 

 

Visual preferential looking task 

Following the calibration task, the monkey was tested on the Visual Preferential 

Looking Task (VPLT).  The monkey initiated each trial by fixating a white cross (1°) at 

the center of the computer screen.  After maintaining fixation on this target for 1 s, the 

target disappeared and a picture stimulus was presented (11°).  The stimulus disappeared 

when the monkey’s direction of gaze moved off the stimulus, or after a maximum 

looking time of 5 seconds.  The VPLT was given in 51 daily blocks of 6, 8, or 10 trials 

each, chosen pseudorandomly, for a total of 400 trials each day.  The median delay 

between successive presentations was 8.1 seconds.  Stimuli were obtained from Flickr 

(http://www.flickr.com/).  A total of 9000 stimuli were used in this study.   
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Because the monkey controlled the duration of stimulus presentation, the duration 

of gaze on each stimulus provides a measure of the monkey’s preference for the stimulus.  

We compared the amount of time the monkey spent looking at each stimulus during its 

first (“Novel”) and second (“Repeat”) presentation.  Adult monkeys show a strong 

preference for novelty; therefore, a significant reduction in looking time between the two 

presentations of a stimulus indicated that the monkey had formed a memory of the 

stimulus and spent less time looking at the now familiar stimulus during its second 

presentation.  To control for varying interest in individual stimuli, recognition memory 

performance was calculated as the difference in looking time between presentations as a 

percentage of the amount of time the monkey spent looking at the first presentation of 

each stimulus: (novel – repeat) ÷ novel. 

Reward was not delivered during blocks of the VPLT; however, 5 trials of the 

calibration task were presented between each block to give the monkey a chance to earn 

some reward and to verify calibration.  The number of trials in each VPLT block was 

varied to prevent the monkey from knowing when to expect the rewarded calibration 

trials. 

 

Electrophysiological recording methods 

The recording apparatus consisted of a multi-channel microdrive (FHC Inc., 

Bowdoinham, Maine) holding a manifold consisting of a 23-gauge guide tube containing 

4 independently moveable tungsten microelectrodes (FHC Inc., Bowdoin, Maine), with 

each electrode inside an individual polyamide tube.  Electrode impedance was in the 

range of 1-2 MΩ, and electrode tips were separated horizontally by 190 µm.  For each 
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recording, the guide tube was slowly lowered through the intact dura mater and advanced 

to ~3.5 mm dorsal to the hippocampus with the use of coordinates derived from the MRI 

scans.  The electrodes were then slowly advanced out of the guide tube to the 

hippocampus.  No attempt was made to select neurons based on firing pattern.  Instead, 

we collected data from the first neurons we encountered in the hippocampus.  At the end 

of each recording session, the microelectrodes and guide tube were retracted.  All 

recordings took place in the anterior part of the left hippocampus.  Recording sites were 

located in the CA3 field, dentate gyrus, and subiculum.  For the example recording 

shown in Figure 4.3, an axial array electrode was used, consisting of a laminar electrode 

array mounted on a tungsten microelectrode (12-site, 150 m spacing, 0.5 mm from the 

tip; FHC Inc., Bowdoin, Maine). 

Data amplification, filtering, and acquisition were performed with a Multichannel 

Acquisition Processor (MAP) system from Plexon Inc. (Dallas, TX).  The neural signal 

was split to separately extract the spike and the LFP components.  For spike recordings, 

the signals were filtered from 250 Hz – 8 kHz, further amplified and digitized at 40 kHz.  

A threshold was set interactively, in order to separate spikes from noise, and spike 

waveforms were stored in a time window from 150 µs before to 650 µs after threshold 

crossing.  Each recording typically yielded 2 to 6 units; single units were sorted offline 

using Offline Sorter (Plexon, Inc.).  For LFP recordings, the signals were filtered with a 

passband of 0.7-170 Hz, further amplified and digitized at 1 kHz; any additional filtering 

was performed in Matlab (see Data Analysis for details).  Eye movement data were 

digitized and stored with a 240 Hz resolution. 
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Data analysis 

All analyses were performed using custom programming in Matlab (The 

Mathworks, Inc., Natick, MA) and using FieldTrip 

(http://www.ru.nl/fcdonders/fieldtrip/), an open source toolbox for the analysis of 

neurophysiological data, and CircStat (www.kyb.mpg.de/~berens/circStat.html) an open 

source toolbox for the calculation of circular statistics. 

Eye movement data were analyzed in order to isolate fixation periods occurring 

between saccades.  Saccades were detected by first applying a low-pass filter with a high-

cut frequency limit of 40 Hz to the horizontal and vertical eye position data to remove 

high-frequency noise, differentiating and combining these signals to obtain the eye 

velocity, and setting a threshold of 25 degrees/second in order to define saccades.  The 

start and end of each saccade was considered to occur when the first order derivative of 

the eye velocity reached zero before the upward crossing and after the downward 

crossing of this threshold, respectively.  For the analysis of neural data, only fixation 

periods with durations of at least 100 ms (excluding the fixation period immediately 

following stimulus onset) were considered in order to focus analysis on eye movements 

that were more likely to reflect a shift in attention to a new target rather than 

readjustments in gaze on a current target. 

We recorded from 131 hippocampal units in two monkeys (67 in Monkey A and 

64 in Monkey B, respectively).  For each neuron, the average firing rate was calculated 

for the period including pre-stimulus fixation as well as stimulus presentation, for each 

trial.  A baseline period of 800 ms preceding stimulus onset was used to calculate the 

average background firing rate for each neuron.  We categorized neurons as putative 
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principal cells or putative interneurons, taking into consideration both the average firing 

rate during the fixation period preceding stimulus onset and the width of spike 

waveforms.  Spike waveforms were examined to determine the duration, defined as the 

time, in s, from waveform trough to peak.  All neurons with baseline firing rates above 

15 spikes/second were classified as putative interneurons, and all other neurons were 

classified as putative principal neurons.  With this classification, the average waveform 

duration for putative interneurons was significantly shorter than that for putative principal 

cells (independent t-test, p < 0.05).  Based on this analysis, 12 recorded neurons were 

classified as putative interneurons. 

The powerline artifacts were removed from the LFP in the following way: We 

estimated the amplitude of the powerline fluctuations with a Discrete Fourier 

Transformation (DFT) of long data segments which contained the data epochs of interest.  

We then computed the DFT at 60 and 120 Hz.  Because the powerline artifact is of a 

perfectly constant frequency and amplitude, and because the long data segments 

contained integer cycles of the artifact frequencies, essentially all the artifact energy is 

contained in those DFTs.  We constructed sine waves with the amplitudes and phases as 

estimated by the respective DFTs, and subtracted those sine waves from the original long 

data segments.  The epoch of interest was then cut out of the cleaned epoch. Power 

spectra of the cleaned epochs demonstrated that all artifact energy was eliminated, 

leaving a notch of a bin width of 0.1 Hz in the monkey recordings. 

For the calculation of inter-saccade coherence and power spectra, we used a 

single Hanning taper and applied fast Fourier transforms to overlapping 500 ms segments 

of Hanning-tapered data in 10 ms steps.  The 500 ms segment length allowed a frequency 
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resolution of 2 Hz.  Coherence spectra were calculated between the LFP signal and the 

start of each fixation period to produce the inter-saccade coherence.  Like normal 

coherence, inter-saccade coherence assumes a value of 1 for perfect phase-locking and a 

value of 0 for fully random phase relations.  Both inter-saccade coherence and power 

analyses were limited to LFPs derived from electrodes that also had isolated single units 

in order to ensure that LFPs were obtained from cell layers. 

We investigated the degree of coupling between gamma-band power and theta-

band oscillations by first taking the inverse Fourier transform of overlapping 50 ms 

segments of each Hanning-tapered LFP signal in 1 ms steps, centred at 60 Hz, after 

windowing in the frequency domain.  This method produced a measure of the power of 

the LFP signal in the 30-90 Hz range around the onset of each fixation period.  Due to the 

spectral smoothing inherent in this method, the 0.1 Hz notch that resulted from powerline 

artifact removal became invisible.  We then calculated the coherence between this signal 

and the LFP on the same channel using the multi-taper method of spectral estimation193.  

Overlapping 500 ms segments of data (in 10 ms steps) were each multiplied by a data 

taper, followed by Fourier transformation.  A variety of tapers can be used, but an 

optimal family of orthogonal tapers is given by the prolate spheroidal functions or 

Slepian functions.  For time length T and bandwidth frequency W, up to K=2TW-1 tapers 

are concentrated in frequency and suitable for use in spectral estimation.  We used three 

Slepian tapers, providing an effective taper smoothing of ±4 Hz.  For each taper, the data 

segment was multiplied with that taper and Fourier transformed, giving the windowed 

Fourier transform, )(~ fxk : 
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where xt, (t = 1,2,..., N) is the time series of the signal under consideration and wk(t), (k = 

1,2,..., K) are K orthogonal taper functions.  The multitaper estimates for the spectrum 

)( fSx  and the cross-spectrum )( fS yx  are given by the following: 
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Spectra and cross-spectra are averaged over trials before calculating the coherency 

)( fCyx  as follows: 
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Coherency is a complex quantity.  Its absolute value is termed coherence and ranges from 

0 to 1.  A coherence value of 1 indicates that the two signals have a constant phase 

relationship (and amplitude covariation), and a value of 0 indicates the absence of any 

phase relationship.  Thus, coherence is a measure of linear predictability that captures 

phase and amplitude correlations. 

To relate the phase at fixation onset to recognition memory, the stimuli from each 

session were ranked in order of increasing recognition performance, quantified as the 

percent change in looking time between Novel and Repeat presentations for each 

stimulus.  The 30 encoding trials with the lowest percent change were designated “Low 

Recognition” and the 30 trials with the highest percent change were designated “High 

Recognition”.  Only those trials in which the monkey made at least three saccades during 

Novel stimulus presentation without looking away from the image were used.  LFPs 

recorded during Novel trials were then filtered with a band-pass filter of 3-8 Hz, using a 
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zero-phase-shift fourth-order Butterworth filter.  The phase at fixation onset was 

calculated by using the Hilbert transform to extract the phase of the LFP at each time 

point, and determining the phase at the onset of each fixation period, i.e. the end of each 

saccade.  The collection of phases was then averaged for each of the 30 trials in each 

condition, for each LFP, in order to obtain 30 phases for High Recognition trials and 30 

phases for Low Recognition trials for each LFP.  This was done for each of 110 LFPs 

obtained from electrodes on which single unit activity was also recorded; thus, the final 

distributions used for the statistical analysis contained an equal number of phase angle 

measurements (n = 3300).  Finally, a non-parametric multi-sample test for equal medians 

was used to determine whether the distributions were significantly different. 

The relationship between single unit spiking activity and LFP phase was 

examined by first calculating the spike-triggered average of the LFP in a 500 ms window 

around each spike.  Because filtering to separate spike waveforms from lower-frequency 

components of the LFP took place at data acquisition, the raw LFP was assumed to be 

clean of artifacts from spiking activity recorded on the same electrode.  Regardless, we 

used a cubic spline interpolation method in a window of 5 ms before to 15 ms after each 

spike timestamp on each LFP obtained from the same electrode in order to rule out the 

influence of spike artifacts on the analysis. We next designated a 500 ms segment of LFP 

data around each spike and multiplied each segment by a Hanning window before Fourier 

transforming it, giving the spike-triggered LFP spectrum.  This allowed us to calculate 

the phase angle of each spike at each frequency (with a resolution of 2 Hz) in the range of 

0-20 Hz.  To test whether a neuron was significantly phase-locked to the theta-band 

oscillation, the collection of all phase angles at each frequency was compared to a 
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random (uniform) distribution using the Rayleigh test.  A threshold of 0.05, Bonferroni-

corrected for multiple comparisons, was set for each frequency (4-14 Hz in 2 Hz steps; 

thus, the threshold was set to 0.005).  A neuron was designated as theta phase-locked if 

the p value of the Rayleigh statistic fell below this threshold for at least one of the 

frequencies in the theta range (4, 6, or 8 Hz). 

To determine the degree of phase synchronization between spikes and LFP 

oscillations, and the degree to which phase synchronization varied with memory, we 

calculated the pairwise phase consistency (PPC).  This measure of synchronization is 

completely bias-free, even for small sample sizes (in our case, the number of spikes and 

the length of trials, which varied according to recognition memory performance), is 

linearly related to existing phase-locking statistics, and has been extensively validated on 

simulated and real data226.  We used the Fourier transform of the Hanning-tapered 500 ms 

data segment around each spike to obtain a single LFP phase value per trial.  The sample 

estimate of the PPC is defined as: 
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where d(,) is the absolute angular distance defined as: 
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and j and k are the relative phases from two observations.  Thus, D̂  calculates the 

average absolute angular distance between all observed spike phases (with a total of N2 – 

N) pairs).  The population pairwise phase consistency is then defined by the Riemannn 

Stieltjes integral as follows: 
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with )()(   PP   defined as the cumulative probability distribution of the relative 

phase j.  Note that the expected value of the PPC }ˆ{DE  does not depend on the number 

of pairs in the sample.  To obtain the same dynamic range as the phase-locking value, we 

normalize the PPC by 


 D
D

ˆ2
*ˆ 
 , which results in *D̂  ranging from −1 to 1, and in 

expected values ranging from 0 to 1, with 1 indicating complete phase consistency and 0 

indicating the absence of phase consistency (e.g., as for a uniform circular distribution or 

a mixture of two von Mises distributions with an orthogonal mean phase and equal 

dispersion).  Note that values below 0 are possible.  However, the expected value is 

always greater than or equal to zero, with values smaller than zero indicative of a 

complete absence of phase consistency. 

 

Results 

We recorded single unit activity and local field potentials (LFPs) simultaneously 

from four to twelve electrodes in two rhesus monkeys performing the Visual Preferential 

Looking Task227,228 (see Figure 2.3).  Each recording session, monkeys were presented 

with two-hundred novel complex stimuli (11° x 11° in size) on a computer screen.  Each 

stimulus was presented twice during a given session, with up to 8 intervening stimuli 

between successive presentations.  The monkeys’ eye movements were measured with a 

non-invasive infrared eye-tracking system.  Each stimulus remained on the screen until 

the monkey’s gaze moved off the stimulus or for a maximum of 5 seconds.  Figure 4.1 

depicts an example of a monkey’s eye movements during the first (“Novel”, yellow trace) 

and second (“Repeat”, blue trace) presentations of a stimulus.  Monkeys demonstrated 
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recognition memory by spending less time exploring the stimulus when it was repeated 

compared to when it was novel.  Across 45 sessions, the monkeys demonstrated robust 

recognition memory performance.  There was a significant decrease in looking time for 

the repeated presentation (average looking times for Novel and Repeat trials were 2.3 s 

and 0.8 s, respectively; paired t-test, p < 0.001).  To control for varying interest in 

individual stimuli, recognition memory performance was calculated as the difference in 

looking time between presentations as a percentage of the amount of time the monkey 

spent looking at the first presentation of each stimulus.  The median reduction in looking 

time was 70.7% (67.3% in Monkey A and 72.8% in Monkey B; Figure 2.3C).  Similar  

Figure 4.1: Example of saccadic eye movements during VPLT.  This figure shows 
a representative example of one monkey’s scan path, showing that the monkey spent 
more time looking at the image when it was novel (yellow) compared to when it was 
repeated (blue). Circles represent points of fixation between saccades, with the size of 
each circle proportional to the duration of the fixation period. 
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 Putative principal cells Putative interneurons 
n 119 12 
Baseline firing rate (spk/s) 4.9 ± 0.3 23.2 ± 1.3 
Mean waveform duration 
(μs) 

278.4 ± 4.8 241.2 ± 10.2 

Theta phase-locked (n) 42 (35.3%) 10 (83.3%) 

tasks which examine recognition memory through preference for novelty have been 

shown to depend on the integrity of the hippocampus in rodents, monkeys, and 

humans30,33,34,42.  Because the task involves minimal training, the behavior thus measured 

may more closely approximate the activity that animals exhibit naturally. 

Across 45 recording sessions, we isolated 131 single units (67 from Monkey A 

and 64 from Monkey B, primarily from CA3; see Figure 2.1) and we recorded a total of 

110 LFPs.  Putative pyramidal cells fired, on average, 4.9 ± 0.3 spikes per second, and 

putative interneurons fired 23.2 ± 1.3 spikes per second (Table 4.1).  In the LFP, we 

observed a prominent theta-band oscillation while monkeys actively explored novel 

images (Figure 4.2).  Some of our recordings were performed using an axial array 

electrode which permitted simultaneous recordings across 12 contacts, spaced at 150 

microns (Methods; Figure 4.3).  With these recordings, we observed a gradual phase shift 

in the theta-band oscillation across cell layers, consistent with findings from the rodent 

hippocampus201.   

We next considered whether there was any relationship between theta oscillations 

and saccadic eye-movements.  Saccades were defined as eye movements that surpassed a 

velocity of 25 degrees/second (Figure 4.4A).  Monkeys typically explored each picture  

Table 4.1: Properties of putative principal cells and interneurons.  Values 
represent mean ± SEM. 
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Figure 4.2: Example LFP trace showing theta activity.  Unfiltered (red) and 3-6 Hz 
filtered (blue) LFP from a representative Novel trial, showing prominent theta-band 
oscillatory activity during stimulus exploration.  The trial lasted approximately 4.3 
seconds, until the monkey made a saccade outside the boundaries of the image. 

Figure 4.3: Axial array recording of theta-band oscillations across cell layers in 
the hippocampus.  (A) Coronal MRI image of Monkey A showing the hippocampal 
formation with schematic of axial array electrode superimposed, showing the 
approximate location of each contact during a representative recording (location of 
array estimated using post-operative MRI scan in combination with coordinates 
obtained during recording).  (B) Data obtained from hippocampal recording in the 
same monkey with axial array electrode located as shown in (A) during the 
exploration period of the VPLT.  Unfiltered LFP traces obtained at each contact are 
shown along with the 3-8 Hz filtered LFPs in blue.  A clear phase shift across contacts 
can be seen in the theta oscillation. 
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during its first presentation with 2-20 fixations.  These occurred with a median inter-

saccade interval (i.e. fixation duration) of 177 ms (corresponding to a saccade frequency 

of 5.6 Hz; Figure 4.4B). 

Interestingly, this exploratory saccade rate falls within the theta-frequency band, 

consistent with human behavior during scene perception tasks229.  In order to identify 

whether saccades were related to rhythmic hippocampal activity, we transformed the LFP 

signal into a time-frequency representation by calculating the inter-saccade coherence on 

each channel, which represented the phase-locking of the LFP aligned to the end of each 

saccade (i.e. the beginning of each fixation period; Methods).  Around the end of each 

saccade and initiation of the fixation period, there was a marked increase in inter-saccade 

coherence in the theta band (Figure 4.5A).  These data suggest that upon each new 

fixation onset, the hippocampal LFP exhibited a change in oscillatory phase.  This change 

Figure 4.4: Saccade detection and inter-saccade intervals.  (A) Representative eye 
velocity trace after low-pass filtering (40 Hz high-cut) showing four peaks in velocity, 
indicating the occurrence of saccades.  Vertical red lines indicate the start and end of 
each saccade based on the algorithm used to define saccades.  Dashed line: velocity 
threshold for defining saccades (25 degrees/sec).  (B) Distribution of inter-saccade 
intervals for all Novel trials across 45 test sessions of the VPLT.  Red line: median 
(177 ms).  
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in theta-frequency oscillatory phase constituted a phase resetting in the LFP oscillation 

because each saccade occurred while an oscillation induced by a previously-occurring 

event was already underway and because there was no concomitant increase in power 

(Figure 4.5B)230.   

Neuronal ensembles generally oscillate at multiple frequencies simultaneously, 

and oscillations across frequencies are often correlated.  For example, coupling between 

theta-band phase and gamma-band power is thought to coordinate processing across 

neuronal ensembles in multiple brain regions143,144,231.  We tested for the presence of 

fixation-locked cross-frequency coupling in the monkey hippocampus by calculating, for 

each LFP, the coherence between gamma-band (30-90 Hz) power and LFP phase.  Figure 

4.6 depicts the average cross-frequency coherence across 110 LFPs, aligned to fixation 

onset.  Cross-frequency coherence increased slightly before fixation onset and continued 

Figure 4.5: Theta-band phase resetting at fixation onset.  (A) Inter-saccade 
coherence aligned to fixation onset, averaged across all hippocampal LFPs.  (B) LFP 
theta-band power aligned to fixation onset.  Average power in the theta-band 
(4-8 Hz) frequency range across 110 LFPs, aligned to fixation onset.  Shaded area: 
SEM across LFPs.  Power after fixation onset was not significantly higher than power 
before fixation onset (p > 0.05). 
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throughout the course of the fixation period, following a similar time-course as the 

increase in inter-saccade coherence.  Because gamma-band power228 and coherence117,228 

in the primate medial temporal lobe increases during successful memory formation, this 

increase in coupling between theta phase and gamma power could be a mechanism by 

which memory-related processes in the hippocampus are modulated by eye movements. 

We next considered whether there was any relationship between these fixation-

related modulations in neural activity and memory formation in terms of performance on 

the VPLT.  Many factors affect the success of memory formation, including attention, 

arousal, and novelty, and the brain can become entrained to predictable stimulus 

presentation in a way that optimizes information processing143.  Accordingly, we first 

examined the possibility that the absolute phase to which the LFP was reset upon fixation 

onset predicted encoding strength.  We defined recognition memory strength as the 

Figure 4.6: Gamma-band power is coherent with theta-band activity.  Cross-
frequency coupling between gamma-band (30-90 Hz) power and LFP phase, aligned 
to fixation onset, averaged across all hippocampal LFPs. 



119 
 

difference in looking times for the Novel and Repeat presentations, normalized to the 

looking time during the Novel presentation.  We calculated the phase at fixation onset in 

the 3-8 Hz filtered LFP, during the Novel presentations of the 30 stimuli for which the 

monkey showed the best subsequent recognition memory (High Recognition) and the 30 

stimuli for which the monkey showed the worst subsequent recognition memory (Low 

Recognition).  Across the population, there was a significant difference in phase at 

fixation onset between trials with the best and worst subsequent memory performance.  

Trials with the best subsequent memory performance were associated with a phase of 

326.4° +/- 36.5°, while trials with the worst subsequent memory performance were 

associated with a phase of 47.5° +/- 23.9°; these distributions were significantly different 

(non-parametric multi-sample test for equal medians, p < 0.01; Figure 4.7).   



120 
 

Second, we examined the relationship between single unit activity and theta-band 

oscillations in the LFP.  It has been recently reported that neurons in the human 

hippocampus are phase-locked to the LFP in the theta band, and this phase-locking is 

predictive of memory performance148.  We tested for theta-band phase-locking among 

neurons in the monkey hippocampus by calculating the spike-triggered spectrum for each 

single unit with the LFP recorded on the same electrode during stimulus presentation, and 

using a Rayleigh test232 for significant spike-field phase-locking within the frequency 

range of interest.  Any neuron with a p value less than 0.01 at any frequency range within 

the theta band (3-8 Hz) was considered significantly phase-locked.  A substantial 

proportion of neurons (52, or 39.7% of total neurons) met this criterion (an example 

neuron is shown in Figure 4.8).  Neurons had a range of phase preferences, with the  

  

Figure 4.7: Theta-band phase-resetting at fixation onset is correlated with 
memory encoding.  Distribution of instantaneous phases at fixation onset in theta-
filtered (3-8 Hz) LFPs for High Recognition (left) and Low Recognition (right) trials, 
across all hippocampal LFPs.  Red lines: mean phase for each distribution (High 
Recognition: 326.4°; Low Recognition: 47.5°).  The peak of the theta-band oscillation 
occurs at 0°.  
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Figure 4.8: Hippocampal neurons are phase-locked to LFP theta.  (A) Spike-
triggered average LFP for a representative hippocampal neuron, showing prominent 
theta-band oscillatory activity surrounding each spike.  Red: raw LFP; blue: 3-8 Hz 
filtered LFP.  (B) Significance of phase-locking for the representative neuron shown in 
(A) as a function of frequency (natural logarithm plotted for visualization).  Red line: 
Bonferroni-corrected threshold for significance of Rayleigh statistic (p = 0.005; 
0.05/10).   

Figure 4.9: Theta-band phase preference of putative principal neurons.  
Distribution of preferred phases of all theta-locked putative principal neurons (n = 42), 
at the frequency for which each neuron showed the most phase-locking (highest 
significance from Rayleigh test). 
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majority of putative principal neurons firing close to the trough of the theta-frequency 

oscillation (Figure 4.9). 

To determine whether theta-band phase-locking of hippocampal neurons during 

novel stimulus presentation was predictive of subsequent memory, we calculated the 

pairwise phase consistency (PPC) of each theta phase-locked neuron with its respective 

LFP, for High Recognition and Low Recognition stimuli.  Pairwise phase consistency 

measures the phase synchronization between two signals.  The expected PPC value is 

identical to the expected squared phase-locking value, while avoiding biases introduced 

into the latter by variable spike counts and trial lengths226.  The PPC measures for the 

example neuron in Figure 4.8, calculated separately for High and Low Recognition trials, 

are shown in Figure 4.10A.  In this example, and across all theta phase-locked neurons 

Figure 4.10: Theta-band phase synchronization between neurons and LFPs is 
correlated with recognition memory.  (A) Pairwise phase consistency (PPC) as a 
function of frequency for the representative neuron shown in Figure 4.8 for the High 
Recognition (red) and Low Recognition (blue) conditions.  (B) PPC as a function of 
frequency for the High Recognition (red) and Low Recognition (blue) condition 
averaged across all theta-locked putative principal neurons (n = 42).  Shading 
represents SEM. 
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(Figure 4.10B), there was a significant increase in PPC for High Recognition trials 

compared with Low Recognition trials, indicating a significantly higher degree of phase-

locking with the theta oscillation during successful memory formation (paired t-test, p < 

0.05 at 6 Hz). 

 

Discussion 

What, then, is the functional significance of the theta rhythm in monkey 

hippocampus?  The correlation with visual exploration suggests that this rhythm may 

play a role in “active sensing”233, providing a mechanism for synchronizing ongoing 

hippocampal activity with incoming visual information.  In particular, the phase resetting 

observed upon fixation onset may ensure that sensory input occurs at an “ideal” phase of 

the LFP theta-band oscillation, as suggested by the correlation between theta-band phase 

at fixation onset and performance on the memory task.  Theta-band phase is thought to 

contain information related to memory encoding and retrieval150, and neural stimulation 

in rat hippocampus can induce either LTP or LTD depending on the phase of the theta 

oscillation during stimulation157,234, suggesting that the timing of spiking activity relative 

to the ongoing theta oscillation may play an important role in memory formation.  In 

addition, studies in rats147 and humans144 have provided evidence that theta-band 

oscillations modulate gamma-band oscillations.  We have previously shown that gamma-

band phase synchronization between single unit activity and local field activity in the 

macaque hippocampus during encoding is predictive of subsequent recognition228.  The 

current study provides evidence that these hippocampal processes are under the control of 

theta-rhythmic eye movements.  Taken together, these data suggest that rhythmic activity 
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in the hippocampus is organized at multiple levels, is related to the strength of memory 

formation, and is intimately connected to the active exploration behavior of the animal. 
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Chapter 5 

 

 

 

Discussion 

 

 

 

 

In this dissertation, I present findings supporting involvement of the monkey 

hippocampus in recognition memory.  I also provide data indicating potential 

mechanisms whereby hippocampal neurons, at the level of single cells and at the network 

level, may support the encoding of representations of visual information into memory.  

This chapter will provide an overview of the current findings and a general discussion of 

how these data relate to what is currently known concerning memory and its underlying 

physiological mechanisms.  

 

Summary 

The primary goals of this research project were twofold.  The first goal was to 

investigate potential neural substrates for recognition memory in primate hippocampus as 

a way of characterizing the involvement of the hippocampus in this cognitive process.  

This goal was motivated by previous findings in humans and nonhuman primates which 

strongly supported a critical role for cortical areas of the MTL in memory but were more 
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ambiguous regarding the contribution of the hippocampus.  Because these previous 

findings have often been highly dependent on the particular task used to assess 

recognition memory, there was a strong incentive to develop a specific task that is both 

sensitive to hippocampal damage and amenable to use in neurophysiological studies.  The 

use of the VPLT was therefore chosen for all three experiments in this project, as it 

provided a way of comparing multiple measures of neural activity on a task paradigm that 

is known to involve the hippocampus. 

The second goal of this project was to learn about the processes underlying 

memory encoding by investigating multiple, simultaneously-occurring neuronal 

mechanisms of information processing, some of which have only been fully appreciated 

in recent years.  For instance, while it was certainly informative to analyze the firing rates 

of individual neurons and multi-unit activity as well as field oscillations recorded from 

microelectrodes, the technological and analytical tools we used to measure the intricate 

dynamics of local network processing are relatively recent developments, especially in 

primates.  Investigations of neuronal synchronization have been ongoing for a number of 

years in the context of perception and attentional mechanisms in the brain235-237, yet until 

recently, few studies had applied these methods to investigating the mechanisms 

underlying learning and memory191,238.  This study provided a unique opportunity to not 

only analyze brain activity using classic methods of spike rate analysis and analysis of 

oscillatory power in field potentials, but also to rigorously investigate the precise timing 

of coordinated neuronal activity and its role in cognition.  In order to accomplish these 

two goals, the experiments incorporating each of the three aims of this project were 

developed. 
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Encoding is modulated through neuronal spiking and network synchrony 

For the first aim, we recorded spiking activity of neurons in the hippocampus as 

monkeys performed the VPLT and correlated rates of firing during stimulus presentation 

with behavioral measures.  Unlike many previous studies, the VPLT uses stimuli which 

are completely novel to the monkey.  We found that a substantial proportion of visually 

responsive neurons showed modulations in firing activity depending on whether the 

visual stimuli inducing this activity were novel or had been previously seen by the 

monkey.  Most interestingly, the amplitude of this modulation was correlated with the 

degree of memory shown, such that greater evidence of recognition by the monkey was 

associated with a greater change in firing rate from the novel to the repeat presentation. 

Chapter 3 of the current thesis addressed the third aim, in which we investigated 

gamma-band neuronal synchronization in the hippocampus during performance of the 

VPLT.  Here, we found that spike-field coherence, both for single units and multi-unit 

activity, increased after the onset of novel stimuli in a manner that predicted how well 

these stimuli were subsequently remembered during the second presentation.  Similar 

relationships were seen for spike-spike coherence and gamma-band LFP power, 

suggesting that different aspects of this neural network could synchronize in a manner 

that would facilitate memory formation.  While there were indications of a linear 

correlation between gamma-band coherence during encoding and subsequent recognition, 

this correlation did not hold up when coherence was related to looking time during the 

presentation of novel stimuli, suggesting that this mechanism is related to encoding rather 

than interest in, or attention to, the stimuli. 
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Taken together with the first aim, these two main results provide a glimpse into 

possible mechanisms for memory storage in the brain.  During the presentation of novel 

stimuli in the VPLT, visually responsive neurons exhibit changes in firing rates, while 

also modulating the timing of their spikes to increase phase synchronization with the 

underlying gamma oscillation in the LFP.  This process could contribute to spike timing-

dependent long-term potentiation109, thereby strengthening associations among neurons 

encoding a representation of the stimulus into memory.  This in turn would result in 

modulation of neuronal firing rates when the stimulus is presented a second time and the 

memory is accessed.  Alternatively, gamma-band synchronization among multiple 

neurons (as measured, for example, through spike-spike coherence) may serve to enhance 

the impact of hippocampal neurons on downstream targets in the entorhinal cortex or 

other output regions through increased temporal summation of synaptic input, thus 

strengthening pathways important for information storage in other parts of the brain.  

Interestingly, the time-course of this enhancement was extremely similar to gamma-band 

synchronization seen in between the hippocampus and rhinal cortex in humans, using a 

similar behavioral paradigm117 (Figure 5.1).  This suggests that gamma-band 

synchronization may reflect a basic mechanism for the neuronal interactions that are 

critical for successful memory encoding. 

 

Active sensing and the role of hippocampal theta in memory 

The second aim, addressed in the fourth chapter of this thesis, dealt with 

mechanisms related to oscillatory LFP activity.  The theta-band activity we observed 

during visual exploration of images in the VPLT underwent a phase reset with the onset 
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of each fixation period after the monkey made a saccade.  Interestingly, the phase of the 

theta oscillation at fixation onset was correlated with memory performance, with certain 

phases being more conducive to subsequent recognition than others.  While similar 

effects have been seen in other areas of the brain, such as visual cortex153, where an 

“ideal” phase was predictive of subsequently higher firing activity, in this case we 

observed correlations between theta phase and both gamma band power and single unit 

firing activity in the hippocampus.  These, in turn, were tied to behavior through the 

relationship between theta-band oscillations and eye movements. 

Figure 5.1: Gamma-band synchronization in the medial temporal lobe during 
memory encoding is associated with the degree of subsequent recognition.  (A) 
Gamma-band phase synchronization (coherence) between the human hippocampus 
and the rhinal cortex during word study, as a function of time from stimulus onset.  
Coherence was significantly higher during the encoding of words that are 
subsequently recalled (black) than for words that were not later recalled (gray).  Error 
bars indicate SEM. Modified from Fell et al., 2001.  (B) Gamma-band spike-field 
coherence in the monkey hippocampus during the encoding of pictures, as a function 
of time from stimulus onset.  Coherence was significantly higher for stimuli which 
monkeys subsequently showed a high degree of recognition (red) than for stimuli 
which were not well recognized (blue).  Red and blue shaded areas represent SEM. 
Gray shaded area represents time points at which gamma-band coherence was 
significantly different for the two conditions (p < 0.01).  Modified from Jutras et al., 
2009. 
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These data may give some clue as to the effectiveness of the VPLT in evoking 

hippocampal activity, since unlike tasks which have typically been used in 

neurophysiology experiments to record memory signals, the VPLT allows for free 

exploration of images.  The case has been made that exploration of the environment, 

whether through visual or somatosensory methods, occurs through “active sensing” 

which is largely determined through motor or attentional sampling routines, and is 

rhythmic in nature233.  It is possible that in this respect, the theta rhythm which we 

observed to modulate other modes of neuronal activity actually provides a mechanism for 

synchronizing ongoing hippocampal activity with incoming visual information, which is 

obtained in a rhythmic nature during VPLT performance through saccadic eye 

movements.  In particular, the theta-band phase resetting observed upon fixation onset 

may ensure that sensory input occurs at an “ideal” phase of the LFP theta-band 

oscillation, as suggested by the correlation between theta-band phase at fixation onset and 

performance on the memory task.  Recent studies have shown multiple processes in the 

brain that are modulated by the hippocampal theta rhythm147,149,239, as well as links 

between hippocampal theta and behavior in the human148,223.  Our findings suggest that in 

the primate, hippocampal theta-band oscillations and the processes they regulate are 

under the control of theta-rhythmic eye movements. 

While these findings pertain to the relationship between hippocampal theta-band 

oscillations, saccadic eye movements in the primate, and recognition memory, they also 

hint at the possibility of such a relationship in other mammalian species in which 

hippocampal theta-band oscillations have been studied.  For example, previous studies of 

hippocampal theta in the rodent, incorporating modeling with electrophysiological 
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methods, have suggested that this oscillation actually consists of distinct functional 

phases, allowing for the temporal segregation of neural processes related to memory 

encoding and retrieval147,150.  Thus, encoding of new memories optimally occurs when 

synaptic input from the entorhinal cortex to the hippocampus is in phase with the 

oscillatory changes that induce long-term potentiation of synaptic inputs from CA3 to 

CA1, while activity related to memory retrieval, i.e. synaptic current from CA3, occurs 

out of phase with encoding-related processes in order to reduce interference from 

previously-encoded information150.  This proposed relationship between theta-band phase 

and memory encoding/retrieval is consistent with several phenomena that have been 

observed in the rodent.  For example, theta phase precession, in which the firing of a 

hippocampal place cell systematically advances to earlier phases of the ongoing theta 

oscillation as the animal moves through the cell’s place field240,241, may be interpreted as 

the shift from retrieval-related processing (as the animal approaches the place field) to 

encoding-related processing driven by sensory information when the animal is within the 

place field150.  Other examples of coordination between behavioral events and specific 

phases of hippocampal theta include the phase-resetting of theta-band oscillations with 

the onset of visual or auditory stimuli in a working memory task151 and the locking of 

sniff cycles to particular phases of hippocampal theta in rodents225.  If optimal encoding 

is associated with a specific phase of the hippocampal theta-band oscillation, then these 

instances of phase-locking between hippocampal theta and behavioral processes or events 

relevant to memory encoding may serve to time the arrival of sensory information into 

the hippocampus precisely at this ideal phase of the theta oscillation.  Furthermore, 

rhythmic exploratory behaviors occurring in the theta frequency range in the rodent, such 
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as sniffing225 and whisking242, may occur synchronously with the hippocampal theta-band 

oscillation, and thus may be analogous to the active sensing mechanisms utilized by the 

visual system in primates.  Taken together with previous findings, the results from this 

aim suggest that the hippocampal theta oscillation serves the common purpose of 

providing a temporal background to organize sensory information during exploration in a 

way that ensures the optimal encoding, and later retrieval, of this information. 

 

Future directions 

 In this thesis, I have described a series of experiments in which certain modes of 

neuronal activity in the hippocampus are correlated with performance on a recognition 

memory task.  While the implication of these results is fairly broad in terms of what they 

may tell us about the network activity underlying memory storage in the brain, there are 

still a number of questions that arise.  While the activity I have described here is 

associated entirely with hippocampal circuitry, it is important to bear in mind that the 

hippocampus does not function in isolation, but is in fact part of a system which mediates 

the continuous transfer of information to and from the hippocampus, for instance through 

the entorhinal cortex, as memories are stored and accessed.  A greater understanding of 

the role of coherent network activity would thus be informed by paired recordings in the 

hippocampus and the entorhinal cortex, in order to ascertain whether increasing 

synchrony in the hippocampus has any downstream effect via feedforward pathways 

from the hippocampus back to the deep layers of the entorhinal cortex. 

 While the current findings regarding the functional implications of enhanced 

hippocampal synchronization for learning and memory are correlational in nature, they 
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do provide insight as to the specific mechanisms that may underlie normal memory 

function, thus offering a potential target for detection of cognitive impairment as well as 

for therapeutic intervention in future translational and clinical studies.  Future studies in 

this realm may involve experimentally enhancing or reducing synchronization, perhaps 

by taking advantage of modulations in phase resetting.  Alternatively, there are a number 

of already existing models of memory loss where insights gathered from the study of 

synchronous activity during active sensing may inform our understanding of what is 

happening in the brain when memory becomes deficient.  Studies such as these may offer 

great promise for predicting the onset of memory loss and developing therapies for 

treating patients suffering from these deficits. 
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