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Abstract

The functional organization and development of the human visual scene processing system
By Frederik S. Kamps

Recognizing the local visual environment (or “scene”) and navigating through it is essential for
survival. Perhaps not surprisingly then, human cortex contains a set of cortical regions dedicated
to visual scene processing, including the occipital place area (OPA), parahippocampal place area
(PPA), and retrosplenial complex (RSC). However, beyond establishing the general involvement
of these regions in scene processing (i.e., responding more to images of scenes than to images of
everyday objects and faces in neuroimaging studies), two fundamental questions remain
unanswered: What is the precise function of each region in adult human visual scene processing?
And how does that function get wired up in development? Here I present converging neural,
causal, and developmental evidence for two hypotheses. First, I test the hypothesis that scene
processing depends on dissociable systems for navigating and categorizing scenes (Papers 1-2).
Consistent with this hypothesis, I found that the adult OPA responds more strongly than PPA and
RSC to first-person perspective motion information (i.e., videos mimicking visual experience of
actually walking through a scene), suggesting that OPA is involved in what I call “visually-
guided navigation”, while PPA and RSC support other aspects of scene recognition and
navigation. Further, I found that adults with Williams syndrome (a developmental disorder
involving cortical thinning in and around OPA) are impaired on a visually-guided navigation
task, but not a scene categorization task (e.g., recognizing a kitchen versus a living room),
providing causal evidence for dissociable visually-guided navigation and scene categorization
systems. Second, I test the further hypothesis that the visually-guided navigation and scene
categorization systems develop independently, with visually-guided navigation maturing later
than scene categorization (Papers 2-3). Consistent with this hypothesis, I indeed found that
visually-guided navigation ability emerges more slowly than scene categorization ability across
childhood. Moreover, I found that first-person perspective motion processing in OPA is still
developing across this same age range, further revealing that the visually-guided navigation
system undergoes protracted development. Taken together, these findings indicate that human
visual scene processing is supported by at least two dissociable systems: an earlier-developing
scene categorization system in PPA, and a later-developing visually-guided navigation system in
OPA.
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General Introduction

Our ability to perceive the visual environment is remarkable: We can recognize a place (e.g., a
kitchen, a beach, city hall) within a fraction of a second, even if we have never seen that
particular place before, and almost simultaneously be ready to navigate through it, finding our
way through both the immediately visible surroundings and the broader spatial environment
relative to the currently visible scene. Given the ecological importance of place or “scene”
perception, it is perhaps not surprising then that particular regions of the human brain are
specialized for processing visual scene information, including the occipital place area (OPA)
(Dilks et al., 2013), the parahippocampal place area (PPA) (Epstein and Kanwisher, 1998a), and
the retrosplenial complex (RSC) (Maguire, 2001) (Figure 1). However, while two decades of
neuroimaging research has established the general involvement of these regions in scene
processing (i.e., responding more to images of scenes than to images of everyday objects and
faces in human neuroimaging studies), two fundamental and yet unanswered questions remain.
First, what is the particular functional role of each region within adult human visual scene
processing? And second, how does that functional organization get wired up in development?
The goal of this thesis is to address these two foundational questions about the nature of the
human visual scene processing system.

A central assumption since the discovery of scene-selective cortex has been that the adult
human visual scene processing system is a monolithic system entirely devoted to navigation
(Epstein and Kanwisher, 1998a; Epstein, 2008; Epstein and Vass, 2015). However, recent work
from myself and others in my lab has challenged this widely held assumption. While two scene-
selective regions — the OPA and RSC — represent information that is indeed essential for

navigation, including egocentric distance (i.e., near versus far from me) and “sense” (i.e., left
9



versus right) information, another scene-selective region — the PPA — does not represent such
information (Dilks et al., 2011; Persichetti and Dilks, 2016). This finding indicates that PPA
lacks the basic information necessary for orienting oneself to the current scene, and therefore
cannot play a direct role in navigation. As such, my lab and I have proposed that the human
visual scene processing system is not a monolithic system in support of navigation, but rather is
composed of at least two dissociable systems: one for navigation, including OPA and RSC, and a
second for scene categorization (e.g., recognizing a kitchen versus beach), including PPA (Dilks
et al., 2011; Kamps et al., 2016a; Persichetti and Dilks, 2016). Moreover, I have suggested that a
division of labor can be found even within the navigation system, with the OPA supporting
“visually-guided navigation” (i.e., how to get to the other side of the room without running into
walls or tripping over obstacles) and the RSC supporting “memory-guided navigation” (i.e., how
to get from my current location to another place beyond the current view) (Kamps et al, 2016b).
Further, while the past two decades have begun to shed light on the functional
organization of the adult scene processing system, very few studies to date have explored how
human visual scene processing develops across the lifespan. Moreover, all developmental studies
to date have focused exclusively on the development of scene selectivity (i.e., greater responses
to scenes than objects or faces), and the majority have focused only on PPA. As a consequence,
critical questions remain unexplored. How does the more precise function of each region emerge
over development? Do the scene regions develop along similar timelines, or independent
timelines? How does the emergence of the selective function in each region coincide with the
development of scene processing behavior (e.g., navigation and scene categorization)? Indeed,
answers to these questions are critical for beginning to understand the relative contributions of

genetics and experience in shaping specialized cognitive and neural systems for visual scene



Figure 1. Scene-selective cortical regions in a sample participant. The Parahippocampal Place Area
(PPA), Retrosplenial Complex (RSC), and Occipital Place Area (OPA) are defined as those regions
responding significantly more to scenes than objects (p <.0001). Image adapted from Kamps et al.
(2016).

processing. Moreover, understanding the development of the human visual scene processing
system may provide a powerful test of the “two systems for scene processing hypothesis” above
by showing that these systems develop independently. For example, one strong source of
evidence for the classic division of labor in object processing between the dorsal “vision-for-
action” system and the ventral “vision-for-perception” system comes from findings that the
dorsal action system is later developing than the ventral perception system (Diamond and
Goldman-Rakic, 1989; Diamond et al., 1989; Bertenthal, 1996; Gilmore and Johnson, 1997a, b;
Csibra et al., 1998; Atkinson et al., 2003; Dilks et al., 2008). Given our analogous proposal that

the human visual scene processing system can be divided into a more dorsal navigation system



and a more ventral scene categorization system, we therefore predict that the navigation system
(including OPA, RSC, or both, in the dorsal stream) will similarly emerge later in development
than the scene categorization system (including PPA, in the ventral stream).

Finally, all of the work discussed above involves only correlational data. Thus, a critical
open question is whether one system can be causally impaired (e.g., as a result of neurological
insult), independent of the other. For example, if the navigation system is causally distinct from
the scene categorization system, then it should be possible to find cases of selective impairment
in navigation, but not scene categorization, and vice versa.

In the first three sections of this General Introduction, I review the literature on each
scene-selective region individually, considering what is currently known about the selectivity of
each region, the particular kinds of scene information each represents, the role each region might
play in scene processing, and finally how each region develops. In the final section, and in view
of the current literature, I propose the two hypotheses outlined above: 1) that the scene processing
system can be divided into at least two distinct systems: one for navigation, including OPA and
RSC, and a second for scene categorization, including PPA; and ii) that these two scene
processing systems develop independently, with the navigation system maturing later than the
scene categorization system.

Parahippocampal place area

Scene selectivity

The parahippocampal place area (PPA) was the first scene-selective region of the brain to be
discovered. PPA is functionally defined as the region near the parahippocampal-lingual boundary
that responds significantly more to images of scenes than objects. In their original report, Epstein

and Kanwisher (1998) discovered that PPA responds strongly to images of outdoor scenes (e.g.,



cityscapes and landscapes) and indoor scenes (e.g., an apartment), but only weakly to images of
everyday objects (e.g., a blender), and not at all to images of faces. Subsequent studies found that
PPA also responds to scenes made out of Lego blocks (versus objects made from those same
Lego blocks) (Epstein et al., 1999), isolated buildings (Aguirre et al., 1998; Haxby et al., 1999),
tabletop scenes (Epstein et al., 2003), line drawings of scenes (Walther et al., 2011), haptically
explored scenes (both in sighted and in blind patients) (Wolbers et al., 2011), and imagined
scenes (O'Craven and Kanwisher, 2000; Johnson and Johnson, 2014). PPA also responds more to
“full” scenes (e.g., a kitchen) than to close up views of local portions of those scenes (e.g., a
stove and the immediate, surrounding countertop) or to diagnostic objects from those scenes
(e.g., a stove) presented in isolation (Henderson et al., 2008). While PPA has been shown to be
sensitive to multiple sources of low- and mid-level visual information (found mostly in images of
scenes compared to images of objects or faces), such as higher spatial frequencies (Rajimehr et
al., 2011), cardinal orientations (Nasr and Tootell, 2012), rectilinearity (Nasr et al., 2014),
texture (Cant and Goodale, 2011), and information presented in the upper visual field (Silson et
al., 2015), sensitivity to this lower-level visual information does not completely explain
responses in the region. For example, PPA responds reliably to line drawings of scenes where
almost no low-level visual information is present (Walther et al., 2011), as well as to haptically
explored scenes with which subjects have had no previous visual experience (Wolbers et al.,
2011). As such, these findings do not challenge the claim that PPA is scene selective, but rather
explicate the particular visual “building blocks” that PPA might extract in order to construct a
representation of the scene. Finally, in addition to fMRI evidence for its selective role in scene
processing, which is only correlational, studies of stroke patients with damage in and around the

parahippocampal cortex have shown an impairment in scene, but not object processing (Aguirre



and D'Esposito, 1999; Epstein et al., 2001), and an electroencephalographic study of a patient
with electrodes over PPA showed that stimulation of the region lead to hallucinations of indoor
and outdoor scenes (Megevand et al., 2014), suggesting that PPA is causally involved in scene
processing.

Information processing

While these findings demonstrate that PPA is scene-selective, precisely what scene information
does PPA represent? A central hypothesis is that PPA encodes the “spatial layout”, or geometry,
of the local visual environment (Epstein and Kanwisher, 1998a; Kamps et al., 2016b).
Supporting this hypothesis, these studies found that PPA responds significantly more to images
of empty apartment rooms than to images of these same rooms in which the coherent spatial
layout of the room has been disrupted by fracturing and rearranging the major surfaces (i.e.,
walls, floors and ceilings) that define the space (Figure 2). Importantly, these studies also found
that PPA responds similarly to images of empty rooms and these same rooms fully furnished,
and comparatively weakly to images of multiple objects presented on a white background; thus,
they argued that PPA encodes the spatial layout of the local visual environment, but not the
individual objects that make up the spatial layout themselves. A variety of other findings support
spatial layout representation in PPA (Epstein et al., 1999; Wolbers et al., 2011; Harel et al., 2012;
Kamps et al., 2016b). For example, two fMRI studies using multivoxel pattern analysis found
that patterns of activity in PPA could discriminate between scenes with “closed” (e.g., a cave)
versus “open” (e.g., a grassy plain) layouts, but not between scenes with manmade (e.g., a city
street) versus natural (e.g., a forest) content (Kravitz and Baker, 2011; Park et al., 2011). An
important question for future research concerns what scene information in particular is used to

extract the spatial layout of a scene. In pursuit of this question, a recent fMRI adaptation study



found that PPA was sensitive to changes in the length and angle of walls in minimal scenes,
suggesting that PPA may use length and angle information in particular to interpret the overall
shape of the space (Dillon et al., 2018).

One prominent alternative to the spatial layout hypothesis is the “contextual association
hypothesis,” which states that rather than processing purely spatial information in scenes, PPA
instead is part of a larger system in parahippocampal cortex that more generally processes
contextual associations between objects and contexts, including both spatial (e.g., a steering
wheel—an object—and the inside of car—a context, where the steering wheel is typically found
in a certain location relative to the inside of a car) and non-spatial (e.g., a box of chocolates and
Valentine’s Day, where no spatial information is involved) associations (Bar, 2004). Evidence
for this hypothesis comes from findings that a parahippocampal region closely corresponding to
the PPA responds significantly more to objects strongly associated with particular contexts (e.g.,
a refrigerator, which is always found in a kitchen) than to weakly contextual objects (e.g., a
camera, which may be found in a variety of environments) (Bar and Aminoff, 2003), as well as
findings that PPA responds more to scenes with strong contextual associations (e.g., a barber
chair in a barber shop) versus weak contextual associations (e.g., a laptop computer on a
tabletop) (Bar et al., 2008). Beyond these studies, however, empirical support for the contextual
association hypothesis is relatively weak. For example, contextual object effects in PPA fail to
replicate at shorter presentation rates, which presumably limit the incidence of imagery,
suggesting that these effects may be explained instead by participants’ imagining the full scene
in which these objects belong (Epstein and Ward, 2010). Further, when analyzed on a subject-
by-subject basis, contextual object effects are only significant in a minority of individuals, unlike

place effects (i.e., scene > object), which are significant in almost all individuals, suggesting that



context effects are less reliable (Epstein and Ward, 2010). Another study found that responses in
PPA to two objects from the same context (e.g., a refrigerator and a stove) are no more similar
than its responses to two objects from different contexts (e.g., a refrigerator and a traffic light),
providing further evidence against the claim that PPA processes contextual information about
objects (MacEvoy and Epstein, 2011). Finally, studies of contextual associations rarely define
PPA using the typical functional localizer (i.e., scenes > objects). Thus, in these cases, it is
unknown whether the voxels reported (e.g., in parahippocampal cortex) are in fact the same as
those that would be functionally defined as PPA, preventing strong inferences from being drawn
across these regions.

Beyond the contextual association hypothesis, however, a variety of studies have at least
made it clear that spatial layout information is not the only kind of scene information processed
in PPA. Although PPA does not process objects per se, mounting evidence indicates that certain
types of objects and object features modulate responses in PPA. For example, PPA is sensitive to
furniture (Kamps et al., 2016a; Harel et al., 2012; MacEvoy and Epstein, 2011); larger, less
portable objects (Mullally and Maguire, 2011; Konkle and Oliva, 2012); buildings (Aguirre et
al., 1998); and large, fixed objects that are well suited to be “landmarks” (Troiani et al., 2014).
Importantly, however, PPA does not simply process scenes as a collection of objects; for
example, PPA responds as much to apartment rooms devoid of objects as it does to fully
furnished rooms (Epstein and Kanwisher, 1998). Beyond these initial clues, however, the reason
for such object sensitivity in PPA is unknown, and clearly warrants further investigation. One
possibility is that PPA constitutes a specialized system for landmark recognition, and as such is
sensitive to larger, fixed objects better suited to be landmarks (Epstein and Vass, 2015). Another

possibility is that object information in PPA reflects a larger role for the region in scene
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Figure 2. Dissociations of scene and object information processing across OPA, PPA, and RSC. (A)
Spatial layout representation: While PPA and RSC are sensitive to spatial layout, responding more to
intact than fractured rooms, OPA is relatively insensitive to such spatial layout information,
responding to the walls, floors, and ceilings themselves, independent of their spatial arrangement. (B)
Object representation: OPA and PPA both respond more to furniture than objects, while RSC does
not respond above baseline to any object information. Further, OPA is more sensitive than PPA to the
number of objects, responding more to multiple furniture than single pieces of furniture. Figure taken
from Kamps et al. (2016).

categorization (e.g., recognizing a beach versus a kitchen). Indeed, larger, less portable, more
contextual objects are more likely diagnostic of the category of scene. These possibilities are
considered in more detail in the following section.

The role of PPA in scene processing

Ultimately the aim of cognitive neuroscience is to understand not just the kinds of information
processing that are carried out in a cortical system, but the precise role that a system plays in

cognition. In other words, we need to go beyond a simple list of scene properties (e.g., spatial
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layout, furniture) to which a region is sensitive, in order to understand more broadly why a region
is sensitive to those kinds of scene information and not others. Given the information processing
in PPA explored above, what particular scene behaviors and abilities might the PPA support? A
central assumption has been that PPA plays a direct role in navigation (Ghaem et al., 1997; Ino et
al., 2002; Janzen and van Turennout, 2004; Rosenbaum et al., 2004; Rauchs et al., 2008) and
reorientation (Epstein and Kanwisher, 1998a; Cheng and Newcombe, 2005; Spelke et al., 2010).
For example, it has been proposed that PPA is the neural locus of a specialized system for
landmark recognition (Epstein and Vass, 2015). In this framework, landmarks are fixed elements
in space that may take the form of either single, discrete objects or extended topographical
features (e.g., a valley, ridge, or the arrangement of buildings at an intersection) — thus fitting
well with the literature reviewed above, which finds that PPA represents both objects (especially
large, space-defining objects, which may be more likely to remain fixed in space, and thus be
useful as a landmark) and spatial layouts (e.g., the arrangement of extended surfaces that are
unique to a particular place) in scenes. Perhaps the best evidence for this landmark hypothesis
comes from a study showing a region in parahippocampal cortex, partially overlapping with the
approximate anatomical location of the PPA, responds significantly more to objects that had
previously been associated with navigational decision points (i.e., to turn left or right) than to
objects that were not associated with navigational decisions (Janzen and van Turennout, 2004).
However, this study did not use an independent ROI definition (i.e., the same data were used to
localize the ROI as were used to explore responses in that ROI) (Kriegeskorte et al., 2009; Vul
and Kanwisher, 2010), and no correction for multiple comparisons was conducted, rendering
these findings invalid. Further, since the study did not functionally define PPA using the standard

contrast (i.e., scenes > objects), it is unknown whether these voxels are indeed within PPA or in
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adjacent cortex. A subsequent study using a standard, independent definition of PPA found a
similar effect for building stimuli previously associated with navigational decisions; however,
behavioral performance was not matched between stimuli associated with decision points versus
non-decision points, and this effect was also found in a host of other regions. As such, the greater
response in PPA to buildings associated with navigational decisions than to buildings with no
such association may not reflect landmark encoding in particular, but may rather be the result of
general differences in task demands between the two conditions.

Recent findings from my lab have challenged the hypothesis that PPA plays a direct role
in navigation. If a region plays a direct role in navigation, then it critically must be sensitive to
the spatial relationship between the scene and the viewer. Initial reports of viewpoint-specific
scene representations in PPA (Epstein et al., 2003; Epstein et al., 2005; Park and Chun, 2009)
suggested that PPA might encode scenes in such an egocentric reference frame. However, these
effects disappear after subjects gain familiarity with the scene across the experimental session
(Epstein et al., 2005), or when scenes are presented discontinuously rather continuously (Park
and Chun, 2009), leaving such findings difficult to interpret. More recently, two studies have
shown that PPA is not sensitive to two essential kinds of egocentric spatial information —
distance (i.e., near versus far) (Persichetti and Dilks, 2016) and “sense” (i.e., left versus right)
(Dilks et al., 2011) information — indicating that PPA more likely encodes an allocentric
representation of the scene (i.e., information about spatial relationships between elements of the
scene, independent of the observer). Supporting this latter claim, PPA is sensitive to other
sources of spatial information that are critical for analyzing the overall shape of local space, but
not for determining one’s position relative to that space, including length and angle information

(Dillon et al., 2018).
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These studies suggest that PPA is poorly suited to support navigation, and rather suggest
that PPA may support the recognition of scene categories (e.g., kitchen versus beach). To more
directly test the role of PPA in scene categorization versus navigation, my lab (Persichetti and
Dilks, 2018a) recently conducted an fMRI experiment in which participants were asked to
perform either a scene categorization task or navigation task while viewing images of scenes. In
the scene categorization task, participants imagined standing in a room and indicated whether the
scene was a kitchen, living room, or bedroom. In the navigation task, participants imagined
walking along a path on the floor that lead to only one of three doors, and indicated the correct
door. My colleagues hypothesized that if PPA is involved in scene categorization, but not
navigation, then it should respond more during the scene categorization task than during the
navigation task. Importantly, the exact same stimuli were used in the two tasks, behavioral
performance was matched, and participants fixated on a central fixation cross in both tasks (as
verified with eye tracking). Supporting the proposed role for PPA in scene categorization,
activity in PPA increased selectively during the scene categorization, but not the navigation task.
This finding fits well with other data showing that patterns of PPA activity, as measured using
MVPA, can discriminate between scene categories, and are even correlated with behavioral
performance on a scene categorization task (Walther et al., 2009).

Development

The growing literature on the function of PPA in adulthood begs the question: How does this
region develop? To date, only a few studies have explored the developmental origins of PPA. A
consistent finding has been that PPA is reliably detectable as early as age 5 (Golarai et al., 2007,
Scherf et al., 2007; Chai et al., 2010; O'hearn et al., 2011; Scherf et al., 2011a; Ofen et al., 2012;

Vuontela et al., 2013). Intriguingly, one recent study (Deen et al., 2017) found that scene
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preferences (i.e., greater responses to scenes than faces) can already be detected in
parahippocampal cortex (consistent with the location of PPA) by just 3 to 8 months, but that
scene selectivity (i.e., greater responses to scenes than objects) is not yet detectable in PPA at
this age. Further, we recently found that connectivity underlying PPA is already intact in as little
as 27 days of age — with PPA showing biased connectivity with RSC, as well as with peripheral
early visual cortex — suggesting that the connectivity underlying this region develops prior to,
and potentially scaffolds, the development of scene selectivity (Kamps et al., 2019b). Thus,
while the foundations of the scene processing system may be present early in infancy, the more
focal PPA may not emerge until later in childhood.

While PPA is detectable as early as 5, it is unclear whether it is already adultlike (i.e.,
functionally mature) in 5 year olds, or whether it undergoes significant developmental change
from childhood to adulthood. To assess functional maturation, researchers have primarily
focused on measures of size and selectivity. Studies of how PPA changes in size from childhood
to adulthood have been remarkably inconsistent. One study found that PPA increases in size
(Golarai et al., 2007), another found that PPA decreases in size (Vuontela et al., 2013), and
several other studies report no changes in the size of PPA from childhood to adulthood (Scherf et
al., 2007; Golarai et al., 2010; Scherf et al., 2011a). Studies of how PPA changes in selectivity
across these groups have also been inconsistent. Several studies have found no change in
selectivity between childhood and adulthood (Scherf et al., 2007; Golarai et al., 2010; Scherf et
al., 2011a; Vuontela et al., 2013; Jiang et al., 2014), while two other studies did observe
developmental increases in PPA selectivity between children and adults (Golarai et al., 2007).

The striking inconsistency of these results is likely due to methodological issues. A

fundamental problem in pediatric neuroimaging is that younger children produce lower-quality
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data on average than older children or adults. In particular, younger children move their heads
more and pay less attention than older children or adults (McKone et al., 2012). While
challenging, these issues can be addressed by in a variety of ways. Head motion and data quality
confounds can be addressed by matching groups on head motion and temporal signal-to-noise
ratio (a direct measure of data quality). Attentional confounds can be addressed by careful use of
control regions (e.g., if children paid attention to visual stimuli, then strong responses should be
detectable in V1), eye-tracking (i.e., ensuring that participants were looking at the stimuli),
and/or by matching performance with older groups on a concurrent task (e.g., a 1-back task). As
a final note, these efforts can be enhanced through use of functionally defined ROIs, rather than
traditional group analyses (which most previous studies of these regions employed).
Functionally-defined ROIs offer many advantages over group analyses, most notably by
assessing the split-half reliability of responses (i.e., since the effect is defined and tested on two
independent halves of the data), and by overcoming issues of individual anatomical variability
(i.e., since participants ROIs will not perfectly overlap in stereotaxic space, potentially washing
out strong effects). Few studies to date have carefully controlled for these issues, and

consequently, there is still much to learn about precisely when and how PPA develops.

Retrosplenial complex

Scene Selectivity

The retrosplenial complex (RSC) is the second best studied scene-selective region of the brain.
Like PPA, RSC is a functionally defined region responding significantly more to scenes than
objects. The term “retrosplenial complex” is used since the region is not always found directly in

retrosplenial cortex, and may also extend into the adjacent posterior cingulate (Maguire, 2001;
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Epstein, 2008). Although retrosplenial cortex has been implicated in a variety of cognitive
functions beyond scene processing, including episodic memory, mind wandering, and future
planning (for review, see Vann et al., 2009), the functionally-defined RSC shows clear scene
selectivity, responding significantly more to indoor rooms than objects, furniture, or arrays of
multiple pieces of furniture (Kamps et al., 2016b); indoor and outdoor scenes than faces
(Henderson et al., 2007); minimal scenes than comparable non-scene gradients (Harel et al.,
2012); haptically explored scenes than objects (Wolbers et al., 2011); and imagined scenes than
imagined faces (Johnson and Johnson, 2014); reflecting its true involvement in scene processing.
Indeed, while RSC shows biases for low-level visual information such as rectilinearity (Nasr et
al., 2014) and high visual contrast (Kauffmann et al., 2015), such biases are typically only found
in the context of scenes. Further, damage to retrosplenial cortex and posterior cingulate, which
presumably encompasses the RSC, leads to specific scene processing deficits (especially related
to navigation; see below) despite spared object recognition (for review, see Aguirre and
D’Esposito, 1999).

Information Processing

While little is known about the specific information that RSC extracts from scenes, one early
conclusion is that unlike PPA, which is sensitive to both spatial layout and object information,
RSC is primarily sensitive to spatial layout, and not object information (Harel et al., 2012;
Kamps et al., 2016). Evidence of spatial layout processing comes from the finding that RSC
responds significantly more to images of intact apartment rooms than to images of these same
rooms in which the walls, floors, and ceilings have been fractured and rearranged, thereby
disrupting the coherent layout of space (Kamps et al., 2016) (Figure 2). This same study found

that RSC did not respond above baseline (i.e., the response during fixation with no stimulus) to
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large, highly contextual objects such as furniture, or even to arrays of multiple pieces of
furniture, indicating that RSC is relatively insensitive to object information. Similarly, another
study found that patterns of activity in RSC reliably discriminate open versus closed layouts, but
do not contain information about the presence versus absence of furniture in these same minimal
scenes (Harel et al., 2012). In contrast to these findings, however, some studies have reported
significant object information in RSC. For example, RSC may be sensitive to highly contextual
objects (Bar et al., 2008), although these effects may alternately be explained by scene imagery
(see discussion of similar findings in PPA above). Interestingly, two studies have found that
objects better suited as landmarks (i.e., larger, fixed, more space-defining, and place-related
objects) drive responses in RSC more than less “landmark suitable” objects (Auger et al., 2012;
Troiani et al., 2014). While these findings are intriguing, more work is clearly necessary to
clarify the nature of object representation in RSC, especially with regard to landmark
recognition.

The role of RSC in scene processing

Most studies on RSC have explored the role of the region in scene processing, and while a
number of proposals have been made, a precise role for RSC is far from established. In general,
there is little contention surrounding the broad claim that RSC is involved in navigation
(O'Craven and Kanwisher, 2000; Cooper et al., 2001; Maguire, 2001; Cain et al., 2006; Iaria et
al., 2007; Dilks et al., 2011). For example, fMRI studies have shown that RSC is sensitive to
egocentric spatial cues such as distance (i.e., near versus far) (Persichetti and Dilks, 2016) and
sense (i.e., left versus right) (Dilks et al., 2011) information, which are vital for navigating.
Likewise, patients with damage to retrosplenial cortex (which may include RSC) present with

topographical disorientation, an inability to orient oneself relative to one’s surroundings (Aguirre



17

and D'Esposito, 1999; Maguire, 2001). Current work has therefore focused on uncovering the
precise cognitive operations that RSC might support in the context of navigation.

One hypothesis is that RSC supports our ability to translate between egocentric
representations of the current scene and allocentric representations of the broader spatial map,
beyond the current view(i.e., what I call “memory-guided navigation”). This hypothesis was
inspired by early neuroanatomical studies of the retrosplenial cortex and posterior cingulate in
monkeys (putative homologues of the human RSC), which show strong connectivity with
parietal areas thought to encode egocentric spatial information (including area 7a and the lateral
intraparietal area), and medial temporal areas thought to encode allocentric spatial information
(including entorhinal cortex, pre- and post-subiculum, and parahippocampal regions TF and TH),
suggesting that RSC might constitute a natural bridge between these spatial codes (Suzuki and
Amaral, 1994; Maguire, 2001; Kobayashi and Amaral, 2003, 2007; Epstein, 2008). Likewise,
patients with pure topographical disorientation resulting from damage to retrosplenial cortex are
able to recognize familiar landmarks, but are unable to use these landmarks to orient themselves,
a function which presumably requires integrating an egocentric representation of one’s viewpoint
relative to a landmark with an allocentric representation of the broader spatial map associated
with that landmark (Aguirre and D'Esposito, 1999). Such a mechanism for translating between
egocentric and allocentric spatial codes has even been made explicit in a computational model of
the neural mechanisms underlying spatial cognition, with the authors positing a key role for
retrosplenial cortex (Burgess et al., 2001; Byrne et al., 2007). Thus, retrosplenial cortex and
surrounding areas are well suited for and have been strongly implicated in navigational
operations that require translation between egocentric and allocentric spatial codes.

Other work has focused in particular on the functionally defined RSC, and has generally
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supported the claim that RSC integrates information about the current scene with representations
of the broader spatial environment. For example, RSC shows strong familiarity effects,
responding two times more strongly to familiar than unfamiliar scenes (Sugiura et al., 2005;
Epstein et al., 2007b), suggesting that it encodes long-term knowledge about familiar scenes.
Likewise, RSC is selectively recruited during tasks that require long-term knowledge about the
broader spatial environment related to a familiar scene (e.g., determining whether the University
of Pennsylvania bookstore is on the north or south side of campus) (Epstein et al., 2007a). Less
clear, however, is the precise navigational function that RSC serves in integrating these sources
of spatial information. One possibility is localization, where a scene is recognized as a particular
place situated in the broader spatial map (e.g., “I am at the psychology building, which is located
south of the chemistry building and to the west of the bookstore”). Another possibility is
orientation, where one’s heading direction is obtained relative to the broader environment (e.g.,
“I am facing west” or “The grocery store is in that direction [pointing] from here”). Overall, the
evidence for location and orientation encoding in RSC is mixed. While some studies find
location information in RSC (Epstein et al., 2007a; Vass and Epstein, 2013), others do not
(Morgan et al., 2011). Similarly, while one study found orientation information in RSC (Epstein
et al., 2007a), another did not (Vass and Epstein, 2013). Yet another study found evidence of
both location and orientation information in RSC, but this information was grounded in the
geometry of the current scene, independent of the scene’s location in the broader spatial
environment (Marchette et al., 2015a). Thus, while in general RSC is well suited to integrate
information about the current scene with information about the broader spatial environment, the
precise function that this translation serves is currently unclear.

Development
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How does RSC develop? Relatively few pediatric neuroimaging studies have targeted RSC in
particular, and consequently little is known about how scene selectivity develops in this region.
Similar to PPA, these studies have found that a preference for scene information (i.e., scenes >
faces) is detectable as early as 3 to 8 months old (although RSC was not investigated in as much
detail as OPA or PPA in that study) (Deen et al., 2017), while scene selectivity is not detected
until sometime later in childhood, with the earliest current reports finding scene selectivity by 7-
8 years old (Jiang et al., 2014; Meissner et al., 2019). Likewise, I recently found that adultlike
patterns of functional connectivity underlying RSC are present as early as 27 days, with RSC
showing biased connectivity with PPA and with peripheral early visual cortex (Kamps et al.,
2019b). Thus, connectivity underlying RSC may provide a scaffold for subsequent functional
development of RSC extending into childhood.

Intriguingly, unlike PPA, fMRI studies in children have consistently found that RSC is
already adultlike in size and selectivity by age 7-8. Given this finding, it has even been
hypothesized that RSC develops before PPA (counter to the hypothesis of this thesis that the
navigation system develops later than the scene categorization system) (Meissner et al., 2019).
However, this study did not find the critical region x age group interaction necessary to support
this claim, and it is not clear that this same pattern would hold when data quality is closely
matched between children and adults. For example, the lack of a group difference in RSC may
have resulted simply from the fact that there was more anatomical variability across subjects in
the location of this region, making it harder to detect a group difference (Saxe et al., 2006).
Occipital Place Area
Scene Selectivity

Occipital place area (OPA), formerly known as transverse occipital sulcus, is the most recently
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discovered scene selective region in cortex (Dilks et al., 2013), and consequently the least is
known about it. While its precise anatomical location may vary, OPA is generally found in and
around the transverse occipital sulcus. Despite its proximity to early visual cortex — indeed, OPA
is consistently located immediately anterior and ventral to the retinotopically defined area V3A
(Grill-Spector, 2003; Nasr et al., 2011) — OPA clearly responds more to scenes than objects, both
in perception and imagery, findings that are now widely replicated (Nakamura et al., 2000; Grill-
Spector, 2003; Hasson et al., 2003; Epstein et al., 2005; Epstein et al., 2007b; MacEvoy and
Epstein, 2007; Schwarzlose et al., 2008; Dilks et al., 2011; Bettencourt and Xu, 2013; Johnson
and Johnson, 2014). Further, while OPA shows biases to certain low-level visual properties like
high spatial frequencies (Kauffmann et al., 2015) and rectilinear features (Nasr et al., 2014),
these sources of visual information naturally occur in scenes more than other categories, such as
objects. Similarly, while OPA is biased toward information presented in the lower versus the
upper visual field (Silson et al., 2015), these effects are stronger when scenes are used to map the
retinotopic field, rather than simple checkerboards. Finally, the causal and selective role of OPA
in scene processing has now been confirmed in two studies showing that transcranial magnetic
stimulation (TMS) applied over OPA selectively impairs scene, but not object or face recognition
(Dilks et al., 2013; Ganaden et al., 2013).

Information Processing

Researchers have only recently begun to explore scene information processing in OPA.
Nevertheless, a central hypothesis is that unlike PPA and RSC, which represent global scene
properties like spatial layout, OPA represents the local elements (e.g., major surfaces, large
objects like furniture) of scenes (Kamps et al., 2016). Evidence for this local elements hypothesis

comes from two key findings. First, OPA responds similarly to images of empty, intact
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apartment rooms and images of these same rooms where the major surfaces (i.e., walls, floors,
ceilings) are fractured and rearranged, suggesting that OPA does not represent the spatial layout
of the major surfaces per se, but rather represents the major surfaces themselves (Figure 2)
(Kamps et al., 2016). By contrast, PPA and RSC are sensitive to such spatial layout information.
Second, OPA, like PPA, is sensitive to particular object information, responding more to images
of single pieces of furniture than images of single, non-furniture objects (Kamps et al., 2016),
and more to objects that are larger, fixed, and “space-defining” (Konkle and Oliva, 2012; Troiani
et al., 2014). Unlike PPA, however, OPA is also sensitive to the number of these objects,
responding more to multiple pieces of furniture than single pieces of furniture, and more to
multiple pieces of furniture than multiple everyday objects (Bettencourt and Xu, 2013; Kamps et
al., 2016). These findings suggest that OPA encodes each piece of furniture individually, while
PPA encodes global representations of furniture that are independent of the number of pieces
presented.

The role of OPA in scene processing

Although the study of OPA is still in its early days, the existing evidence strongly points to a role
for OPA in navigation through the local visual environment — what I call “visually-guided
navigation”. The finding that OPA analyzes scenes at the level of local elements (i.e., the major
surfaces that comprise a space, as well as large objects such as furniture), suggests that OPA
encodes boundaries and obstacles in the local visual environment. Next, OPA is sensitive to
mirror reversals (Dilks et al., 2011) and distal versus proximal views (Persichetti and Dilks,
2016) of the same scene, indicating that OPA further represents “sense” (i.e., left versus right)
and egocentric distance (i.e., near versus far) information in scenes—information that is essential

for determining one’s position relative to boundaries and obstacles in the environment.
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Supporting this claim, one recent study found that TMS to OPA impaired participants’ ability to
localize objects relative to boundaries, but not landmarks (Julian et al., 2015). Another recent
study found that OPA codes possible routes through a scene, or “navigational affordances”
(Bonner and Epstein, 2017). Finally, a recent study found that OPA was activated during a task
in which participants were asked to imagine walking through a scene by following a path along
the floor, but not when participants were asked to categorize (e.g., bedroom, kitchen, or living
room) the exact same scene (Persichetti and Dilks, 2018). Intriguingly, our hypothesized role for
OPA in guiding navigation through the local visual environment is in line with
neuropsychological data from patients with damage to posterior parietal cortex (which may
encompass OPA), who present with egocentric disorientation, which is characterized by a
profound inability to localize objects with respect to the self, despite intact scene and landmark
recognition (Stark et al., 1996; Wilson et al., 2005). While this possibility is tantalizing, these
patients have not been tested rigorously for scene processing deficits in particular, and may show
deficits in nearly all egocentric-based visuospatial tasks, including those involving action on
objects (For review, see Aguirre et al., 1999). Further, it is possible that damage to other regions
beyond OPA could account for such deficits. Indeed, there is growing evidence for a scene-
selective region in the superior parietal lobe/intraparietal sulcus (Baldassano et al., 2013;
Marchette et al., 2015a), well positioned to play a role in navigation (Kamps et al., 2016), which
may also be damaged in this patient group. Future work will therefore be necessary to confirm
the precise relationship between OPA damage and egocentric disorientation.

Development

Like RSC, the development of OPA is poorly understood, with only two studies to date

investigating its development. These studies, like those for PPA and RSC, have focused on the
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development of scene selectivity, with a similar pattern found for OPA as that in PPA and RSC:
specifically, a basic preference for scenes (i.e., greater responses to scenes than faces) is found
by 3 to 8 months, while a full-fledged scene-selective response does not emerge until later in
childhood, with the earliest reports to date finding scene selectivity by 7 to 8 years old.

Distinct systems for scene navigation and scene categorization

As outlined above, a central assumption since the discovery of scene-selective regions in human
cortex has been that the scene-processing system is a monolithic system in the service of
navigation (for reviews and theoretical perspectives, see Epstein, 2008 and Epstein and Vass,
2014). However, recent work from
our lab has directly challenged this

widely held assumption. While two
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Figure 3. A double dissociation between recognizing
places and navigating through them. A) Stimuli from the
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navigating scenes. We have therefore proposed that the human visual scene processing system
contains at least two systems: one for navigation (including OPA and RSC), and a second for
scene categorization (including PPA). In a stronger test of this “two systems for scene processing
hypothesis”, my lab recently found a double dissociation between the two systems, with OPA
responding more during a navigation task than a scene categorization task, and PPA responding
more during a scene categorization task than a navigation task (Persichetti et al., 2018) (Figure
3). Interestingly, RSC responded similarly during both tasks, suggesting that OPA and RSC play
different roles in scene navigation, a topic I explore in the following section.

While the involvement of OPA and RSC in navigation is relatively uncontroversial, our
hypothesis that PPA plays a role in scene categorization, but not navigation, runs counter to
numerous studies highlighting the role of this region in navigation (Ghaem et al., 1997; Epstein
and Kanwisher, 1998a; Janzen and van Turennout, 2004; Rosenbaum et al., 2004; Cheng and
Newcombe, 2005; Epstein, 2008; Rauchs et al., 2008; Spelke et al., 2010; Epstein and Vass,
2015). However, I argue that few studies provide direct evidence for this claim, and that many of
these findings are in fact open to alternative interpretations. For example, Epstein and Kanwisher
(1998) argued that spatial layout sensitivity in PPA signaled its role in reorientation. While
spatial layout is indeed critical for reorientation (e.g., Hermer and Spelke, 1996), such
information is also critical for distinguishing categories of scenes, as revealed by numerous
behavioral and computational studies of scene processing (Oliva and Schyns, 1997; Oliva and
Torralba, 2001; Greene and Oliva, 2009; Walther et al., 2011). Two other studies found that a
region in posterior parahippocampal gyrus (only one study functionally defined the PPA)
responded more strongly to objects that were previously associated with navigational decisions

(i.e., landmarks) than objects that were not (Janzen and van Turennout, 2004; Schinazi and
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Epstein, 2010). While these findings would indeed be interesting, these studies have significant
methodological limitations as previously discussed. Finally, patients with damage to
parahippocampal and lingual gyri (areas encompassing and surrounding the PPA) commonly
present with landmark agnosia, an inability to recognize landmarks (Aguirre and D'Esposito,
1999). However, it is unclear whether such patients are deficient in landmark recognition in
particular, or in scene recognition more generally; while some patients appear to show a deficit
in landmark recognition despite preserved scene recognition (Pallis, 1955), others appear to be
unable to represent a scene as a coherent whole (Whiteley and Warrington, 1978; Hecaen et al.,
1980; Takahashi et al., 1989), which would likely affect scene categorization abilities as well,
making it impossible to draw any clear conclusions from this literature. Future work is therefore
required to test such patients systematically against the predictions outlined in this review,
especially with regard to landmark recognition versus scene categorization.

We have therefore proposed a “multiple systems” framework for scene processing, with
distinct systems for navigation and categorization. While navigation is no doubt crucial to our
successful functioning, the ability to recognize the category of scenes (e.g., kitchen versus beach)
is also crucial in everyday life, since this ability makes it possible to know what to expect from,
and how to behave in, different environments (e.g., you wouldn’t want to behave in a classroom
the way you behave in a bathroom) (Bar, 2004). This multiple systems for scene processing
hypothesis is analogous to Milner and Goodale’s (1992) classic distinction between systems for
recognition and action in object processing. Just as in object processing, where one need not
recognize the category of an object (e.g., “cup”) in order to successfully reach out for it (and vice
versa), in scene processing, one need not recognize the category of a scene (e.g., “beach”) in

order to successfully navigate it (and vice versa). Further, while scene category information is
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potentially useful for navigation, as in landmark-based navigation (e.g., turn left at the coffee
shop on 10™ street), recognizing scene categories is not integral to navigation, since scene
categories by definition do not describe unique places in the world, must abstracted from details
about the location or orientation of the scene in space (i.e., understanding that a room is a
“kitchen” tells you nothing about where you are relative to the living room), and are therefore no
different from any other visual cue (e.g., no one would suggest that visual word form recognition
is essential to navigation, despite common use of words as landmarks, as when directing
someone to turn left on “Peachtree Street”). Note that our distinction between the navigation and
scene categorization systems does not preclude interaction between these systems (or any other
system); however, this interaction need not be essential to the operations performed in either
system.
Two scene navigation systems
Beyond evidence that the human visual scene processing system contains separate processing
systems for navigation and scene categorization, recent findings suggest a division of labor even
within the navigation system, with two distinct systems supporting altogether different kinds of
navigation. In particular, one system in OPA may support navigation through the currently
visible scene, such as how to get from one side of the room to another, while a second system in
RSC may support navigation from the current scene to locations in the broader spatial
environment, such as how to get home from the grocery store.

Several lines of evidence support this “two scene navigation systems” hypothesis. First,
OPA and RSC represent distinct kinds of scene information. While OPA is sensitive to local
elements of scenes, such as major surfaces (i.e., boundaries) and large objects like furniture (i.e.,

obstacles), RSC does not represent any object information (Kamps et al., 2016a; Harel et al.,
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2012; although see Trolioni et al., 2012 and Bar, 2003). Further, while OPA does not represent
the arrangement of walls, floors and ceilings that comprise a space, RSC shows strong sensitivity
to such spatial layout information (Kamps et al., 2016). This effective double dissociation in
object versus spatial layout information processing suggests that OPA and RSC support different
navigational abilities. Indeed, in order to guide locomotion through the local visual environment,
it is critical that a system represents boundaries and obstacles in that environment. By contrast,
spatial layout information (i.e., local geometry) is critical to recovering heading during
reorientation (e.g., Hermer and Spelke, 1996), and therefore is useful for a system that supports
navigation from the current scene to locations in the broader spatial map.

A final, tentative piece of evidence for the “two scene navigation systems” hypothesis
comes the neuropsychological literature on patients with topographical disorientation. Aguirre et
al. (1999) proposed a taxonomy of spatial navigation deficits in which they argued for a
distinction between cases of egocentric disorientation, where patients show a profound deficit in
localizing objects in space relative to the body (e.g., Stark et al., 1996), and cases of heading
disorientation, where participants are unable to derive directional information from the currently
visible scene (e.g., case 2 in Takahashi et al., 1997). Egocentric disorientation is related to
posterior parietal damage, whereas heading disorientation is related to retrosplenial and/or
posterior cingulate damage, sites that may encompass OPA and RSC, respectively. However,
while the similarity between this neurological dissociation and the proposed division of labor
between OPA and RSC is striking, future experiments are need to rigorously test such patients in
terms of our “two scene navigation systems” hypothesis, and clarify the precise contributions of
OPA and RSC to these deficits.

Development of the multiple scene processing systems
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Given previous work in object processing suggesting that the dorsal “action” system develops
later than the ventral “perception” system (Dilks et al., 2008), I hypothesized that a similar
developmental dissociation will be found in the case of scene processing, with the more dorsal
navigation systems developing later than the more ventral categorization system. Critically, no
pediatric neuroimaging studies to date have tested this hypothesis, for several reasons. First, most
studies have only investigated a single scene-selective region (i.e., PPA), rather than multiple
scene-selective regions, precluding comparisons between those regions. Second, even among
those studies that did investigate multiple scene regions, none to date have directly compared
these regions to one another (i.e., by testing for a statistical interaction of age group and region,
which is required to support the claim that one region develops differently from another region
across the age range tested). Third, most studies have only investigated the development of scene
selectivity (i.e., greater responses to scenes than objects), and have not explored the development
of the more specific information processing in each region. Indeed, it could be the case that scene
selectivity develops early in all three regions, effectively marking each region as a future sight of
scene processing more generally, while the more precise function of each region in
categorization or navigation only emerges later in development. In this case, scene selectivity
may simply reflect the developmental scaffold upon which each functional region is ultimately
built, and as a consequence, understanding when scene selectivity emerges in each region will
tell us little about how categorization and navigation systems develop.

Likewise, despite some behavioral work on the development of scene perception, and a
large literature on the development of navigation more generally, no study has directly tested the
hypothesis that the navigation system develops later than the scene categorization system. This

lack of evidence likely stems from the fact that scene categorization and navigation abilities have
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traditionally been studied in separate literatures. For example, almost all behavioral studies of the
development of scene perception have compared perception or memory for scenes to that for
faces or objects, not navigation (Golarai et al., 2007; Weigelt et al., 2014). Furthermore, although
there is a substantial literature on navigation more generally (Newcombe, 2019), this work has
largely focused on the development of spatial memory systems that are thought to be critical for
navigation through the large scale environment; far less work has focused on the development of
the visually-guided navigation system for finding one’s way through the immediately visible
environment, and none of these studies have directly compared this visually-guided navigation to
scene categorization.

Despite these limitations, the current literature provides some initial support for the
hypothesis that the navigation system develops later than the categorization system. For example,
in the navigation literature, while many remarkable abilities are at least operational very early in
life, such as the ability to recover ones orientation relative to local boundaries (Hermer and
Spelke, 1994; Hermer and Spelke, 1996), or to understand that a cliff is not safe to walk over
(Gibson and Walk, 1960), other navigational abilities undergo protracted development. For
example, the ability to remember precise spatial locations relative to environmental boundaries
undergoes protracted development across childhood (Julian et al., 2019) — an ability that depends
on OPA in adulthood (Julian et al., 2016). Likewise, obstacle avoidance behaviors are still being
refined well into childhood (Pryde et al., 1997; Berard and Vallis, 2006), as is the ability to use
peripheral vision to navigate obstacles during locomotion (Franchak and Adolph, 2010a). These
findings are consistent with the hypothesis that the navigation system develops late. Other work
suggests that basic scene perception abilities will be relative early developing. For example,

scene recognition abilities (i.e., distinguishing two houses from one another based on the
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arrangement of walls, floors, and ceilings — information potentially represented by the PPA)
mature more quickly than face perception abilities (Golarai et al., 2007; Weigelt et al., 2014).
Interim Summary

Building on the work above, in the following three Papers, I systematically test the hypotheses
that 1) scene processing depends on dissociable navigation and categorization systems, and ii)
that the navigation system develops later than the categorization system. Given the hypothesis
that the navigation system can be further divided into systems for visually-guided navigation
(including OPA) and memory-guided navigation (including RSC), and the fact that the visually-
guided navigation system in OPA is far less well understood, I will primarily test these
hypotheses by drawing comparisons between the scene categorization system and the visually-
guided navigation systems. Future work will compare scene categorization and memory-guided
navigation for a complete test of the overall hypotheses. In Paper 1, I directly test the idea that
OPA supports visually-guided navigation, while PPA does not, by measuring responses in these
regions to first-person perspective motion information — a proxy for the visual experience of
actually walking through a scene. Next, in Paper 2, I seek causal evidence for the proposed
divison of labor between these systems by studying individuals with Williams syndrome (WS), a
developmental disorder involving cortical thinning in and around OPA, predicting that WS
adults will consequently be impaired in visually-guided navigation, but not scene categorization.
Further, in Paper 2, I directly test the hypothesis that visually-guided navigation develops later
than scene categorization by testing and comparing these abilities in children ages 4 to 7. Finally,
in Paper 3, I seek converging neural evidence for hypothesis that the navigation system is late
developing by studying the emergence of first-person perspective motion processing in children

ages 5 to 8.
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Paper 1

The occipital place area represents first-person perspective motion information through
scenes

Frederik S. Kamps, Vishal Lall, Daniel D. Dilks
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Abstract

Neuroimaging studies have identified multiple scene-selective regions in human cortex, but the
precise role each region plays in scene processing is not yet clear. It was recently hypothesized
that two regions, occipital place area (OPA) and retrosplenial complex (RSC), play a direct role
in navigation, while a third region, parahippocampal place area (PPA), does not. Some evidence
suggests a further division of labor even among regions involved in navigation: While RSC is
thought to support navigational processes through the broader environment, OPA may be
involved in navigation through the immediately visible environment, although this role for OPA
has never been tested. Here we predict that OPA represents first-person perspective motion
information through scenes, a critical cue for “visually-guided navigation”, consistent with the
hypothesized role for OPA. Response magnitudes were measured in OPA (as well as RSC and
PPA) to 1) video clips of first-person perspective motion through scenes (“Dynamic Scenes”),
and 1) static images taken from these same movies, rearranged such that first-person perspective
motion could not be inferred (“Static Scenes”). As predicted, OPA responded significantly more
to the Dynamic than Static Scenes, relative to both RSC and PPA. The selective response in OPA
to Dynamic Scenes was not due to domain-general motion sensitivity or to low-level information
inherited from early visual regions. Taken together, these findings suggest the novel hypothesis
that OPA may support visually-guided navigation, insofar as first-person perspective motion
information is useful for such navigation, while RSC and PPA support other aspects of

navigation and scene recognition.
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Introduction
Recognizing the visual environment, or “scene”, and using that information to navigate is critical
in our everyday lives. Given the ecological importance of scene recognition and navigation, it is
perhaps not surprising then that we have dedicated neural machinery for scene processing: the
occipital place area (OPA) (Dilks et al., 2013), the retrosplenial complex (RSC) (Maguire, 2001),
and the parahippocampal place area (PPA) (Epstein and Kanwisher, 1998a). Beyond establishing
the general involvement of these regions in scene processing, however, a fundamental and yet
unanswered question remains: What is the precise function of each region in scene processing,
and how do these regions support our crucial ability to recognize and navigate our environment?
Growing evidence indicates that OPA, RSC, and PPA play distinct roles in scene
processing. For example, OPA and RSC are sensitive to two essential kinds of information for
navigation: sense (i.e., left versus right) and egocentric distance (i.e., near versus far from me)
information (Dilks et al., 2011; Persichetti and Dilks, 2016). By contrast, PPA is not sensitive to
either sense or egocentric distance information. The discovery of such differential sensitivity to
navigationally-relevant information across scene-selective cortex has lead to the hypothesis that
OPA and RSC directly support navigation, while PPA does not (Dilks et al., 2011; Persichetti
and Dilks, 2016). Further studies suggest that there may be a division of labor even among those
regions involved in navigation, although this hypothesis has never been tested directly. In
particular, RSC is thought to represent information about both the immediately visible scene and
the broader spatial environment related to that scene (Maguire, 2001; Epstein, 2008), in order to
support navigational processes such as landmark-based navigation (Auger et al., 2012; Epstein
and Vass, 2015), location and heading retrieval (Epstein et al., 2007a; Vass and Epstein, 2013;

Marchette et al., 2014), and the formation of environmental survey knowledge (Wolbers and



34

Buchel, 2005; Auger et al., 2015). By contrast, although little is known about OPA, it was
recently proposed that OPA supports visually-guided navigation and obstacle avoidance in the
immediately visible scene itself (Kamps et al., 2016b).

One critical source of information for such visually-guided navigation is the first-person
perspective motion information experienced during locomotion (Gibson, 1950). Thus, here we
investigated how OPA represents first-person perspective motion information through scenes.
Responses in the OPA (as well as RSC and PPA) were measured using fMRI while participants
viewed 1) 3-s video clips of first-person perspective motion through a scene (“Dynamic Scenes”),
mimicking the actual visual experience of locomotion, and ii) 3, 1-s still images taken from these
same video clips, rearranged such that first-person perspective motion could not be inferred
(“Static Scenes”). We predicted that OPA would respond more to the Dynamic Scenes than the
Static Scenes, relative to both RSC and PPA, consistent with the hypothesis that OPA supports
visually-guided navigation, since first-person perspective motion information is undoubtedly
useful for such navigation, while RSC and PPA are involved in other aspects of navigation and
scene recognition.

Methods

Participants

Sixteen healthy university students (ages 20- 35; mean age = 25.9; sd = 4.3; 7 females) were
recruited for this experiment. All participants gave informed consent. All had normal or
corrected to normal vision; were right handed (one reported being ambidextrous), as measured
by the Edinburgh Handedness Inventory (mean = 0.74; SD = 0.31, where +1 is considered a
neurological or psychiatric conditions. All procedures were approved by the Emory University

Institutional Review Board.
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Design

For our primary analysis, we used a region of interest (ROI) approach in which we used one set
of runs (Localizer runs, described below) to define the three scene-selective regions (as described
previously; Epstein and Kanwisher, 1998), and then used a second, independent set of runs
(Experimental runs, described below) to investigate the responses of these regions to Dynamic
Scenes and Static Scenes, as well as two control conditions: Dynamic Faces and Static Faces. As
a secondary analysis, we performed a group-level analysis exploring responses to the
Experimental runs across the entire slice prescription (for a detailed description of this analysis
see Data analysis section below).

For the Localizer runs, we used a standard method used in many previous studies to
identify ROIs (Epstein and Kanwisher, 1998a; Walther et al., 2009; Park et al., 2011; Kanwisher
and Dilks, 2013; Kamps et al., 2016b). Specifically, a blocked design was used in which
participants viewed static images of scenes, faces, objects, and scrambled objects. We defined
scene-selective ROIs using static images, rather than dynamic movies for two reasons. First,
using the standard method of defining scene-selective ROIs with static images allowed us to
ensure that we were investigating the same ROIs investigated in many previous studies of
cortical scene processing, facilitating the comparison of our results with previous work. Second,
the use of dynamic movies to define scene-selective ROIs could potentially bias responses in
regions that are selective to dynamic information in scenes, inflating the size of the “dynamic”
effect. The same argument, of course, could be used for the static images (i.e., potentially biasing
responses in regions that are selective to static information in scenes, again inflating the size of
the “dynamic” effect). However, note that in either case, the choice of dynamic or static stimuli

to define scene-selective ROIs would result in a main effect of motion (i.e., a greater response to
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A
Dynamic Scenes
(video clips)

B
Static Scenes
(still images)

C
Dynamic Faces
(video clips)

D
Static Faces
(still images)

Figure 1. Example stimuli used in the experimental scans. The conditions included A) Dynamic
Scenes, which consisted of 3-s video clips of first-person perspective motion through a scene; B)
Static Scenes, which consisted of 3 1-s stills taken from the Dynamic Scenes condition and
presented in a random order, such that first-person perspective motion could not be inferred; C)
Dynamic Faces, which consisted of 3-s video clips of only the faces of children against a black
background as they interacted with off-screen adults or toys; and D) Static Faces, which
consisted of 3 1-s stills taken from the Dynamic Faces and presented in a random order.

Dynamic Scenes than Static Scenes in all three scene-selective regions, or vice versa), not an
interaction of motion by ROI (i.e., a greater response in OPA to Dynamic Scenes than Static
Scenes, relative to PPA and RSC), as predicted. Each participant completed 3 runs, with the
exception of two participants who only completed 2 runs due to time constraints. Each run was

336 s long and consisted of 4 blocks per stimulus category. For each run, the order of the first
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eight blocks was pseudorandomized (e.g., faces, faces, objects, scenes, objects, scrambled
objects, scenes, scrambled objects), and the order of the remaining eight blocks was the
palindrome of the first eight (e.g., scrambled objects, scenes, scrambled objects, objects, scenes,
objects, faces, faces). Each block contained 20 images from the same category for a total of 16 s
blocks. Each image was presented for 300 ms, followed by a 500 ms interstimulus interval (ISI),
and subtended 8 x 8 degrees of visual angle. We also included five 16 s fixation blocks: one at
the beginning, and one every four blocks thereafter. Participants performed a one-back task,
responding every time the same image was presented twice in a row.

For the Experimental runs, the Dynamic Scene stimuli consisted of 60, 3-s video clips
depicting first-person perspective motion, as would be experienced during locomotion through a
scene. Specifically, the video clips were filmed by walking at a typical pace through 8 different
places (e.g., a parking garage, a hallway, etc.) with the camera (a Sony HDR XC260V
HandyCam with a field of view of 90.3 x 58.9 degrees) held at eye level. The video clips
subtended 23 x 15.33 degrees of visual angle. The Static Scene stimuli were created by taking
stills from each Dynamic Scene video clip at 1-, 2- and 3-s time points, resulting in 180 images.
These still images were presented in groups of three images taken from the same place, and each
image was presented for one second with no ISI, thus equating the presentation time of the static
images with the duration of the movie clips from which they were made. Importantly, the still
images were presented in a random sequence such that first-person perspective motion could not
be inferred. Like the video clips, the still images subtended 23 x 15.33 degrees of visual angle.
Next, to test the specificity of any observed differences between Dynamic Scene and Static
Scene conditions, we also included Dynamic Face and Static Face conditions. The Dynamic Face

stimuli were the same as those used in Pitcher et al. (2011), and depicted only the faces of 7
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children against a black background as they smiled, laughed, and looked around while
interacting with off-screen toys or adults. The Static Face stimuli were created and presented
using the exact same procedure and parameters described for the Static Scene condition above.

Participants completed 3 “dynamic” runs (i.e., blocks of Dynamic Scene and Dynamic
Face conditions) and 3 “static” runs (i.e., blocks of Static Scene and Static Face conditions). The
dynamic and static runs were interspersed within participant, and the order of runs was
counterbalanced across participants. Separate runs of dynamic and static stimuli were used for
two reasons. First, the exact same design had been used previously to investigate dynamic face
information representation across face-selective regions (Pitcher et al., 2011), which allowed us
to compare our findings in the face conditions to those of Pitcher and colleagues, validating our
paradigm. Second, we wanted to prevent the possibility of “contamination” of motion
information from the Dynamic Scenes to the Static Scenes, as could be the case if they were
presented in the same run, reducing any differences we might observe between the two
conditions. Each run was 315 s long and consisted of 8 blocks of each condition. For each run,
the order of the first eight blocks was pseudorandomized (e.g., faces, scenes, scenes, faces,
scenes, scenes, faces, faces), and the order of the remaining eight blocks was the palindrome of
the first eight (e.g., faces, faces, scenes, scenes, faces, scenes, scenes, faces). In the dynamic
runs, each block consisted of 5, 3-s movies of Dynamic Scenes or Dynamic Faces, totaling 15 s
per block. In the static runs, each block consisted of 5 sets of 3-1s images of Static Scenes or
Static Faces, totaling 15s per block. We also included five 15 s fixation blocks: one at the
beginning, and one every four blocks thereafter. During the Experimental runs, participants were
instructed to passively view the stimuli.

fMRI scanning.
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All scanning was performed on a 3T Siemens Trio scanner in the Facility for Education and
Research in Neuroscience at Emory University. Functional images were acquired using a 32-
channel head matrix coil and a gradient-echo single-shot echoplanar imaging sequence (28
slices, TR =2 s, TE = 30 ms, voxel size = 1.5 x 1.5 x 2.5 mm, and a 0.25 interslice gap). For all
scans, slices were oriented approximately between perpendicular and parallel to the calcarine
sulcus, covering all of the occipital and temporal lobes, as well as the lower portion of the
parietal lobe. Whole-brain, high-resolution anatomical images were also acquired for each
participant for purposes of registration and anatomical localization (see Data analysis).

Data analysis.

fMRI data analysis was conducted using the FSL software (FMRIB’s Software Library;
www.fmrib.ox.ac.uk/fsl) (Smith et al., 2004) and the FreeSurfer Functional Analysis Stream (FS-
FAST; http://surfer.nmr.mgh.harvard.edu/). ROI analysis was conducted using the FS-FAST
ROI toolbox. Before statistical analysis, images were motion corrected (Cox and Jesmanowicz,
1999). Data were then detrended and fit using a double gamma function. All data were spatially
smoothed with a 5-mm kernel. After preprocessing, scene-selective regions OPA, RSC, and PPA
were bilaterally defined in each participant (using data from the independent localizer scans) as
those regions that responded more strongly to scenes than objects (p < 10™, uncorrected), as
described previously (Epstein and Kanwisher, 1998), and further constrained using a published
atlas of “parcels” that identify the anatomical regions within which most subjects show
activation for the contrast of scenes minus objects (Julian et al., 2012). We also defined several
control regions. First, we functionally defined foveal cortex (FC) using the contrast of scrambled
objects > objects, as previously described (Kamps et al., 2016b), using data from the localizer

scans. Second, using an independent dataset from another experiment that included the same four
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experimental conditions used here (Dynamic Scenes, Static Scenes, Dynamic Faces, Static
Faces), but that tested different hypotheses, we were able to functionally define middle temporal
area (MT) (Tootell et al., 1995) as the region responding more to both Dynamic Scenes and
Dynamic Faces than to both Static Scenes and Static Faces in 8 of our 16 participants. The
number of participants exhibiting each region in each hemisphere was as follows: rOPA: 16/16;
rRSC: 16/16; rPPA: 16/16; rFC: 14/16; tMT: 8/8; 10PA: 16/16; IRSC: 16/16; IPPA: 16/16; 1FC:
15/16; IMT: 8/8. Within each ROI, we then calculated the magnitude of response (percent signal
change) to the Dynamic Scenes and Static Scenes, using the data from the Experimental runs. A
2 (hemisphere: Left, Right) x 2 (condition: Dynamic Scenes, Static Scenes) repeated-measures
ANOVA was conducted for each scene ROI. We found no significant hemisphere by condition
interaction in OPA (F(1,15y=0.04, p = 0.85), RSC (F(1,15) = 0.38, p = 0.55), PPA (F(1,15)=2.28, p
=0.15), FC (F1,13)= 0.44, p = 0.52), or MT (F(17) = 1.72, p = 0.23). Thus, both hemispheres for
each ROI were collapsed for further analyses. After collapsing across hemispheres, the number
of participants exhibiting each ROI in at least one hemisphere was as follows: OPA: 16/16; RSC:
16/16; PPA: 16/16; FC: 15/16; MT: 8/8 (Supplemental Figure 1).

Finally, in addition to the ROI analysis described above, we also performed a group-level
analysis to explore responses to the experimental conditions across the entire slice prescription.
This analysis was conducted using the same parameters as were used in the ROI analysis, with
the exception that the experimental data were registered to standard stereotaxic (MNI) space. We
performed two contrasts: Dynamic Scenes vs. Static Scenes and Dynamic Faces vs. Static Faces.
For each contrast, we conducted a nonparametric one-sample t-test using the FSL randomize
program (Winkler et al., 2014) with default variance smoothing of 5 mm, which tests the t value

at each voxel against a null distribution generated from 5,000 random permutations of group
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membership. The resultant statistical maps were then corrected for multiple comparisons (p <
0.01, FWE) using threshold-free cluster enhancement (TFCE), a method that retains the power of
cluster-wise inference without the dependence on an arbitrary cluster-forming threshold (Smith
and Nichols, 2009).

Results

OPA represents first-person perspective motion information through scenes, while RSC
and PPA do not

Here we predicted that OPA represents first-person perspective motion information through
scenes, consistent with the hypothesis that OPA plays a role in visually-guided navigation.
Confirming our prediction, a 3 (ROI: OPA, RSC, PPA) x 2 (condition: Dynamic Scenes, Static
Scenes) repeated-measures ANOVA revealed a significant interaction (F(230) = 8.09, p = 0.002,
np2 = 0.35), with OPA responding significantly more to the Dynamic Scene condition than the
Static Scene condition, relative to both RSC and PPA (interaction contrasts, both p’s < 0.05). By
contrast, RSC and PPA responded similarly to the Dynamic Scene and Static Scene conditions
(interaction contrast, p = 0.44) (Figure 2). Importantly, the finding of a significant interaction
across these regions rules out the possibility that differences in attention between the conditions
drove these effects, since such a difference would cause a main effect of condition, not an
interaction of region by condition. Thus, taken together, these findings demonstrate that OPA
represents first-person perspective motion information through scenes—a critical cue for
visually-guided navigation—while PPA and RSC do not, supporting the hypothesized role of

OPA in visually-guided navigation.
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Figure 2. Average percent signal change in OPA, RSC, and PPA to the Dynamic Scenes
condition, depicting first-person perspective motion information through scenes, and the Static
Scenes condition, in which first-person perspective motion was disrupted. OPA responded more
to the Dynamic Scenes than Static Scenes, relative to both RSC and PPA (F(230) = 8.091, p =
0.002), suggesting that OPA selectively represents first-person perspective motion information, a
critical cue for visually-guided navigation.

But might OPA be responding to motion information more generally, rather than motion
information in scenes, in particular? To test this possibility, we compared the difference in
response in OPA to the Dynamic Scene (with motion) and Static Scene (without motion)
conditions (“Scene difference score”), with the difference in response to Dynamic Faces (with
motion) and Static Faces (without motion) (“Face difference score”) (Figure 4). A paired
samples t-test revealed that the Scene difference score was significantly greater than the Face
difference score in OPA (t(s5) = 6.96, p <0.001, d = 2.07), indicating that OPA does not represent
motion information in general, but rather selectively responds to first-person perspective motion

in scenes. Of course, it is possible that OPA may represent other kinds of motion information in
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scenes beyond the first-person perspective motion information tested here, a question we explore
in detail in the Discussion.

However, given that we did not precisely match the amount of motion information
between scene and face stimuli, might OPA be responding more to Dynamic Scenes than
Dynamic Faces because Dynamic Scenes have more motion information than Dynamic Faces,
rather than responding specifically to scene-selective motion? To test this possibility, we
compared the Scene difference score and the Face difference score in OPA with those in MT — a
domain-general motion-selective region. A 2 (region: OPA, MT) x 2 (condition: Scene
difference score, Face difference score) repeated-measures ANOVA revealed a significant
interaction (F(; 7y = 95.41, p <0.001, np2 =0.93), with OPA responding significantly more to
motion information in scenes than faces, and MT showing the opposite pattern (Bonferroni
corrected post-hoc comparisons, both p’s < 0.05). The greater response to face motion
information than scene motion information in MT suggests that in fact there was more motion
information present in the Dynamic Faces than Dynamic Scenes, ruling out the possibility that
differences in the amount of motion information in the scene stimuli compared to the face stimuli
can explain the selective response in OPA to motion information in scenes.

Responses in OPA do not reflect information inherited from low-level visual regions
While the above findings suggest that OPA represents first-person perspective motion
information in scenes—unlike RSC and PPA—and further that OPA does not represent motion
information in general, might it still be the case that the response of OPA simply reflects visual
information inherited from low-level visual regions? To rule out this possibility, we compared
the Scene difference score (Dynamic Scenes minus Static Scenes) and Face difference score

(Dynamic Faces minus Static Faces) in OPA with those in FC (i.e., a low-level visual region)
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Figure 3. Difference scores (percent signal change) for Dynamic Scenes minus Static Scenes
(“Scene Motion Difference Score”) and Dynamic Faces minus Static Faces (“Face Motion
Difference Score”) in OPA, MT (a motion-selective region), and FC (a low-level visual region).
OPA responded significantly more to scene motion than face motion, relative to both MT (F(; 7
=95.41,p <0.001) and FC (F(1,14)= 9.96, p < 0.01), indicating that the response to scene-
selective motion in OPA does not reflect differences in the amount of motion information in the
scene stimuli compared to the face stimuli, or information inherited from low-level visual
regions.

(Figure 3). A 2 (ROI: OPA, FC) x 2 (condition: Scene difference score, Face difference score)
repeated-measures ANOVA revealed a significant interaction (F(;.12)=9.96, p < 0.01,1,” =
0.42), with the Scene difference score significantly greater than the Face difference score in
OPA, relative to FC. This finding reveals that OPA is not simply inheriting information from a
low-level visual region, but rather is responding selectively to first-person perspective motion
information through scenes.

Do regions beyond OPA represent first-person perspective motion through scenes?

To explore whether regions beyond OPA might also be involved in representing first-person

perspective motion through scenes, we performed a group-level analysis examining responses
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across the entire slice prescription (Figure 4, Table 1). If a region represents first-person
perspective motion through scenes, then it should respond significantly more to the Dynamic
Scene condition than the Static Scene condition (p = 0.01, FWE corrected). We found several
regions showing this pattern of results: 1) the left lateral superior occipital lobe (which
overlapped with OPA as defined in a comparable group-level contrast of scenes vs. objects using
data from the Localizer scans), consistent with the above ROI analysis; ii) a contiguous swath of
cortex in both hemispheres extending from the lateral superior occipital lobe into the parietal
lobe, including the intraparietal sulcus and superior parietal lobule, consistent with other studies
implicating these regions in navigation (Spiers and Maguire, 2007; Burgess, 2008; Kravitz et al.,
2011b; Marchette et al., 2014; Persichetti and Dilks, 2016; van Assche et al., 2016); and iii) the
right and left precentral gyrus, perhaps reflecting motor imagery related to the task (Malouin et
al., 2003). Crucially, none of these regions showed overlapping activation in the contrast of
Dynamic Faces vs. Static Faces (p = 0.01, FWE corrected), suggesting that this activation is
specific to motion information in scenes. Next, we observed two additional regions in right
lateral middle occipital cortex, and one other region in left lateral middle occipital cortex, which
responded more to Dynamic Scenes vs. Static Scenes. Importantly, however, these same regions
also responded more to Dynamic Faces vs. Static Faces, revealing that they are sensitive to
motion information in general. Indeed, consistent with the ROI analysis above, these regions
corresponded to MT, as confirmed by overlaying functional parcels for MT that were created
using a group-constrained method in an independent set of subjects (see Methods and Julian et
al., 2012). Finally, we observed several regions responding more to Dynamic Faces vs. Static
Faces, including bilateral posterior superior temporal sulcus, consistent with previous studies of

dynamic face information processing (Pitcher et al., 2011) and thus validating our paradigm, as
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Figure 4. Group analysis
exploring representation first-
person perspective motion
information beyond OPA. The
contrast of “Dynamic Scenes >
Static Scenes” is shown in blue (p <
0.01, FWE corrected), while the
contrast of “Dynamic Faces >
Static Faces” is shown in yellow (p
<0.01, FWE corrected). The right
hemisphere is depicted in panels A-
C, while the left hemisphere is
depicted in panels D-H. X
coordinates in MNI space are
provided for each slice. A network
of regions including lateral superior
occipital cortex (corresponding to
OPA; see F), superior parietal lobe,
and precentral gyrus (see C-E)
responded significantly more to
“Dynamic Scenes > Static Scenes”
(blue), but similarly to “Dynamic
Faces vs. Static Faces” (yellow).
One bilateral region in lateral
occipital cortex (corresponding to
motion-selective MT) showed
overlapping activation across both
contrasts (see B, G). Finally,
regions in bilateral posterior
superior temporal sulcus and
anterior temporal pole responded
more to “Dynamic Faces > Static
Faces,” but similarly to “Dynamic
Scenes vs. Static Scenes”,
consistent with Pitcher et al. (2011)
(see A and H).

well as a region in the right anterior temporal pole—a known face selective region (Sergent et
al., 1992; Kriegeskorte et al., 2007)—suggesting that this region may also be sensitive to
dynamic face information. Crucially, these same regions did not show overlapping activation
with the contrast of Dynamic Scenes vs. Static Scenes, indicating that this activation is specific

to stimuli depicting dynamic face information.
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To further explore the data, we also examined activation to the contrast of Dynamic
Scenes minus Static Scenes at lower thresholds (p = 0.05, uncorrected). Here we found the same
network of regions responding more to Dynamic Scenes than Static Scenes, as well as additional
regions in the right and left calcarine sulcus (consistent with the ROI analysis, insofar as FC also
responded more to scene motion than face motion, albeit less so than OPA), right insula, right
temporal pole, and right and left precentral gyrus.
Discussion
Here we explored how the three known scene-selective regions in the human brain represent
first-person perspective motion information through scenes — information critical for visually-
guided navigation. In particular, we compared responses in OPA, PPA, and RSC to 1) video clips
depicting first-person perspective motion through scenes, and ii) static images taken from these
very same movies, rearranged such that first-person perspective motion could not be inferred.
We found that OPA represents first-person perspective motion information, while RSC and PPA
do not. Importantly, the pattern of responses in OPA was not driven by domain-general motion
sensitivity or low-level visual information. These findings are consistent with a recent hypothesis
that the scene processing system may be composed of two distinct systems: one system
supporting navigation (including OPA, RSC, or both), and a second system supporting other
aspects of scene processing, such as scene categorization (e.g., recognizing a kitchen versus a
beach) (including PPA) (Dilks et al., 2011; Persichetti and Dilks, 2016). This functional division
of labor mirrors the well-established division of labor in object processing between the dorsal
(“how”) stream, implicated in visually-guided action, and the ventral (“what”) stream, implicated
in object recognition (Goodale and Milner, 1992). Further, these data suggest a novel division of

labor even among regions involved in navigation, with OPA particularly involved in guiding
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navigation through the immediately visible environment, and RSC supporting other aspects of
navigation, such as navigation through the broader environment.

The hypothesized role of OPA in guiding navigation through the immediately visible
environment is consistent with a number of recent findings. First, OPA represents two kinds of
information necessary for such visually-guided navigation: sense (left versus right) and
egocentric distance (near versus far from me) information (Dilks et al., 2011; Persichetti and
Dilks, 2016). Second, OPA represents local elements of scenes, such as boundaries (e.g., walls)
and obstacles (e.g., furniture)—which critically constrain how one can move through the
immediately visible environment (Kamps et al., 2016b). Third, the anatomical position of OPA
within the dorsal stream, which broadly supports visually-guided action (Goodale and Milner,
1992), suggests that OPA may support a visually-guided action in scene processing, namely
visually-guided navigation. Thus, given the above findings, along with the present report that
OPA represents the first-person perspective motion information through scenes, we hypothesize
that OPA plays a role in visually-guided navigation, perhaps by tracking the changing sense and
egocentric distance of boundaries and obstacles as one moves through a scene.

Critically, we found that OPA only responded to motion information in scenes, not faces.
This finding rules out the possibility that OPA is sensitive to motion information in general, and
suggests that OPA may selectively represent motion information in scenes. However, our study
did not test other kinds of motion information within the domain of scene processing, and thus it
may be the case that OPA represents other kinds of scene motion information in addition to the
first-person perspective motion tested here. One candidate is horizontal linear motion (e.g.,
motion experienced when looking out the side of a car). However, one recent study (Hacialihafiz

and Bartels, 2015) found that while OPA is sensitive to horizontal linear motion, OPA does not
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selectively represent such motion information in scenes, but also responds to horizontal linear
motion in phase-scrambled non-scene images. This lack of specificity suggests that the
horizontal linear motion sensitivity in OPA may simply be inherited from low-level visual
regions (indeed, while many low-level features were matched between the stimuli, the study did
not compare responses in OPA to those in a low-level visual region, such as FC), and thus may
not be useful for scene processing in particular. Another candidate is motion parallax
information, a 2D motion cue allowing inference of the surrounding 3D layout. Interestingly,
however, a second recent study (Schindler and Bartels, 2016) found that OPA was not sensitive
to such motion parallax information, at least in the minimal line drawing scenes tested there. Yet
another candidate is optic flow information, which was likely abundant in our Dynamic Scene
stimuli. Optic flow information provides critical cues for understanding movement through space
(Britten and van Wezel, 1998), and thus may be a primitive source of information for a visually-
guided navigation system. Indeed, while optic flow information is typically studied outside the
context of scenes (e.g., using moving dot arrays), OPA has been shown to be sensitive to other
scene “primitives” such as high spatial frequencies (Kauffmann et al., 2015) and rectilinear
features (Nasr et al., 2014), supporting this possibility. Taken together, these findings on motion
processing in OPA are thus far consistent with the hypothesis that OPA selectively represents
motion information relevant to visually-guided navigation. However, future work will be
required to address the precise types of motion information (e.g., optic flow information) that
drive OPA activity in scenes.

As predicted, RSC did not respond selectively to first-person perspective motion through
scenes, consistent with current hypotheses that RSC supports other aspects of navigation

involving the integration of information about the current scene with representations of the
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broader environment (Burgess et al., 2001; Byrne et al., 2007; Marchette et al., 2014; Epstein
and Vass, 2015). For example, RSC has been suggested to play a role in landmark-based
navigation (Auger et al., 2012; Epstein and Vass, 2015), location and heading retrieval (Epstein
et al., 2007a; Vass and Epstein, 2013; Marchette et al., 2014), and the formation of
environmental survey knowledge (Wolbers and Buchel, 2005; Auger et al., 2015). Importantly,
our stimuli depicted navigation through limited portions (each clip lasted only three seconds) of
unfamiliar scenes. As such, it was not possible for participants to develop survey knowledge of
the broader environment related to each scene, or what is more, to integrate cues about self-
motion through the scene with such survey knowledge. The present single dissociation, with
OPA, but not RSC, responding selectively to dynamic scenes, therefore suggests a critical, and
previously unreported division of labor amongst brain regions involved in scene processing and
navigation more generally. In particular, we hypothesize that while RSC represents the broader
environment associated with the current scene, in order to support navigation to destinations
outside the current view (e.g., to get from the cafeteria to the psychology building), OPA rather
represents the immediately visible environment, in order to support navigation to destinations
within the current view (e.g., to get from one side of the cafeteria to the other). Of course, since
here we did not test how these regions support navigation through the broader environment, it
might still be the case that OPA supports both navigation through the immediately visible scene
and the broader environment. Future work will be required to test this possibility.

Finally, our group analysis revealed a network of regions extending from lateral superior
occipital cortex (corresponding to OPA) to superior parietal lobe that were sensitive to first-
person perspective motion information through scenes. This activation is consistent with a

number of studies showing parietal activation during navigation tasks (Spiers and Maguire,
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2007; Burgess, 2008; Kravitz et al., 201 1b; Marchette et al., 2014; Persichetti and Dilks, 2016;
van Assche et al., 2016). Interestingly, this activation is also consistent with neuropsychological
data from patients with damage to posterior parietal cortex who show a profound inability to
localize objects with respect to the self (a condition known as egocentric disorientation) (Stark et
al., 1996; Aguirre and D'Esposito, 1999; Wilson et al., 2005; Ciaramelli et al., 2010).

In sum, here we found that OPA, PPA, and RSC differentially represent the first-person
perspective motion information experienced while moving through a scene, with OPA
responding more selectively to such motion information than RSC and PPA. This enhanced
response in OPA to first-person perspective motion information, a critical cue for navigating the
immediately visible scene, suggests the novel hypothesis that OPA is distinctly involved in
visually-guided navigation, while RSC and PPA support other aspects of navigation and scene

recognition.
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Abstract

Recent neuroimaging evidence suggests that scene processing depends on dissociable systems
for visually-guided navigation (including the occipital place area, OPA) and scene categorization
(including the parahippocampal place area). Critically, however, a stronger test of this hypothesis
would ask whether these systems are causally dissociable, and further, whether these systems
develop independently across the lifespan. Thus, here we tested visually-guided navigation and
scene categorization abilities in 36 adults with Williams syndrome (WS) — a developmental
disorder involving cortical thinning in and around the OPA — as well as in 82 typically
developing 4-8 year old children. We found that i) WS adults are impaired in visually-guided
navigation, but not scene categorization, relative to mental-age matched children; and ii)
visually-guided navigation matures later in typical development than scene categorization. These
findings provide the first causal and developmental evidence for dissociable scene processing

systems for recognizing places and navigating through them.
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Introduction

A fundamental divide in the visual system lies between systems for perception versus action. For
example, classic work from Milner and Goodale showed that recognizing objects and
manipulating them involve distinct neural processes, with visual perception (e.g., recognizing
that the object is a cup) supported by the ventral visual system, and visually-guided action (e.g.,
reaching out and grasping a cup) supported by the dorsal visual system (Ungerleider and
Mishkin, 1982; Goodale and Milner, 1992). Although substantial fMRI evidence now supports
this two visual systems hypothesis (Culham et al., 2003; Valyear et al., 2006; Cavina-Pratesi et
al., 2007; Gallivan and Goodale, 2018), the strongest evidence came from studies of patients
with damage to one or the other system, revealing that each system can be impaired independent
of the other, and thus a double dissociation (Goodale et al., 1991; Goodale and Milner, 1992;
Dilks et al., 2008). Subsequent work found evidence that the dorsal and ventral streams even
develop independently, with the dorsal stream slower to develop than the ventral stream
(Diamond and Goldman-Rakic, 1989; Diamond et al., 1989; Bertenthal, 1996; Gilmore and
Johnson, 1997a, b; Csibra et al., 1998; Atkinson et al., 2003; Dilks et al., 2008). Thus, the two
visual systems hypothesis is supported by converging evidence across neural, causal, and
developmental studies.

Recent neural evidence suggests that this division of labor between systems for
perception and action is not only found for object processing, but also extends to scene
processing as well (Dilks et al., 2011; Kamps et al., 2016b; Kamps et al., 2016a; Persichetti and
Dilks, 2016; Persichetti and Dilks, 2018a), contradicting the widely-held assumption that the
scene processing system is a monolithic system in the service of navigation (Ghaem et al., 1997;

Epstein and Kanwisher, 1998a; Rosenbaum et al., 2004; Cheng and Newcombe, 2005; Spelke et
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al., 2010; Epstein and Vass, 2015; Marchette et al., 2015b). In particular, it has been proposed
that the more dorsal occipital place area (OPA) supports visually-guided navigation through
scenes (e.g., walking through a place avoiding boundaries and obstacles), while the more ventral
parahippocampal place area (PPA) supports scene categorization (e.g., recognizing that the place
is a kitchen, and not a beach). For example, the more dorsal OPA responds more strongly when
participants are asked to imagine navigating through a scene than when asked to judge the
category of that same scene (i.e., a bedroom, kitchen, or living room), while the more ventral
PPA shows the opposite pattern (Persichetti and Dilks, 2018a).

Critically, while the fMRI studies above provide strong initial evidence for the two scene
processing systems hypothesis, fMRI evidence is only correlational, and the strongest test of this
hypothesis would ask whether these systems are causally dissociable. That is, if visually-guided
navigation and scene categorization are supported by distinct systems, then it should be possible
to find cases of impairment to one system, coupled with relative sparing of the other system. To
test this prediction, we measured visually-guided navigation and scene categorization abilities in
adults with Williams syndrome (WS). WS is a genetic, developmental disorder involving
impairment on a variety of dorsal stream functions (Atkinson et al., 1997; Atkinson et al., 2003;
Dilks et al., 2008; O'Hearn et al., 2009; Kamps et al., 2017), and critically for the present
experiment, cortical thinning in regions of the parietal cortex in and around the OPA (Meyer-
Lindenberg et al., 2004). If visually-guided navigation and scene categorization are causally
dissociable, then WS adults will show greater impairment on a visually-guided navigation task
than a scene categorization task.

To further test the idea of dissociable scene processing systems, we also explored how

these systems emerge in typical development. Indeed, findings that visually-guided navigation
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and scene categorization develop differentially across childhood would suggest that these
systems must be functionally independent. The development of scene processing is relatively
unexplored, but initial clues come from studies of the development of object processing, which
suggest that visually-guided action develops later than visual perception, as discussed above.
Thus, if the scene processing system is also divided between systems for action and perception,
then the same developmental dissociation will be found, with visually-guided navigation
maturing later than scene categorization. Some existing evidence provides initial support for this
hypothesis. For example, we recently found that OPA undergoes protracted development across
childhood, with key signatures of navigational function (i.e., first-person perspective motion
processing) still emerging from 5 to 8 years old (Kamps et al., Submitted). Behavioral studies
likewise find protracted development of locomotion, obstacle avoidance, and boundary-based
spatial memory abilities well into childhood (Pryde et al., 1997; Berard and Vallis, 2006; Julian
et al., 2019). By contrast, scene categorization appears to be relatively fast to mature. For
example, scene recognition memory matures faster than face or object recognition memory
(Golarai et al., 2007). Critically, however, no study to date has compared the development of
visually-guided navigation and scene categorization directly. Thus, to test whether these systems
are developmentally dissociable, the present study measured visually-guided navigation and
scene categorization abilities in typically developing children ages 4 to 8. We predicted that if
visually-guided navigation and scene categorization are developmentally dissociable, then these
abilities will develop independently across childhood, with the visually-guided navigation
system maturing later than the scene categorization system.

Finally, following our primary analysis testing the two predictions above, we conducted

additional analyses addressing previous arguments that WS cannot be used as a
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neuropsychological model of typical cognitive systems. These arguments have been leveraged on
the basis that WS individuals might develop differently from typically developing children from
birth, leading to qualitative differences in the cognitive processes underlying their behavior
(Karmiloff-Smith, 1997). Thus, in WS, it might be possible that any observed decrement in
performance on the visually-guided navigation task results from a gualitatively different pattern
of performance from the MA controls (e.g., WS might show a distinct pattern of performance
across the trials, reflecting a distinct underlying mechanism), rather than

a quantitatively different pattern of performance (e.g., WS might show the same overall pattern
of performance across the trials as MA controls, but at reduced accuracy, reflecting a similar
underlying mechanism that is less developed in the case of WS) (Musolino and Landau, 2012).
To test this possibility, we compared detailed patterns of performance between WS adults and
MA controls (around 7 years old), as well as an even younger group of typically developing
children (i.e., 4 year olds)—an age at which WS adults have been observed to perform
comparably on other tasks on which they show deficits (Bellugi et al., 1992; Dilks et al., 2008;
Kamps et al., 2017).

Methods

Participants

Thirty-six adults with WS (23 females), 36 mental-age matched (MA) controls (i.e., typically
developing 7 year olds; 22 females), and 36 typically developing 4 year olds (26 females)
participated in the primary experiments. Participant characteristics are presented in Table 1. An
additional group of 10 4 year olds (5 females; mean age = 53 months, range = 46-60 months)
was also recruited for a control experiment. The WS adults were recruited through the Williams

Syndrome Association, and all had been positively diagnosed by a geneticist and the FISH test,
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Furnished rooms WS Adults (N = 19) MA children (N = 19) 4 year olds (N = 19)

M (1 SEM) Range M (1 SEM) Range M (x1 SEM) Range
Chronological age (years) 28.58(1.82) 19-46 6.82(0.22) 5.58-8.42 4.54(0.07) 4.00-5.08
Matricies KBIT (raw score)  25.32(1.72) 14-42 25.21(1.74) 14-43 16.05(1.06) 9-31
Verbal KBIT (raw score) 71.44(2.68) 50-92 47.53(2.92) 30-71 27.05(0.90) 20-35
Empty rooms WS Adults (N = 17) MA children (N = 17) 4 year olds (N = 17)

M (1 SEM) Range M (1 SEM) Range M (x1 SEM) Range
Chronological age (years) 27.69(1.42) 19-44 7.07(0.12) 6.17-8.00 4.61(0.08) 4.00-5.00
Matricies KBIT (raw score)  24.00(2.29) 14-32 23.41(1.90) 14-33 14.59(0.70) 8-20
Verbal KBIT (raw score) 69.50(2.37) 59-78 49.41(2.41) 34-71 30.19(1.51) 19-42

Table 1. Williams syndrome (WS), mental-age matched (MA) control, and 4 year old participant
characteristics.

confirming a deletion in the characteristic WS region of chromosome 7 (Ewart et al., 1993). All
adult participants and legal guardians of child participants gave informed consent.

Participants were tested on a standardized intelligence test, the Kaufman Brief
Intelligence Test (KBIT) (Kaufman, 1990). This test yields an overall 1Q score, as well as scores
for two components, Verbal and Non-verbal (Matrices). The Verbal subtest requires participants
to match words or descriptions to pictures, and the Matrices subtest requires participants to judge
which objects or patterns “go together.” Each WS adult was individually matched to a typically
developing control participant based on the non-verbal component specifically because
nonverbal 1Q is particularly susceptible to impairment in WS (Jarrold et al., 1998). Matching of
the raw non-verbal scores between the WS and MA groups was done as closely as possible (¢36)
=0.04, p=0.97,d=0.01), with a mode of 0 points difference (maximum difference = 1, N = 6).
Given the known relative strength of language abilities in WS compared to non-verbal abilities,
the WS group unsurprisingly had significantly higher raw verbal scores than the MA children

(ta3)=5.95, p <0.001, d = 2.03).



59

Figure 1. Example stimuli used in the visually-guided navigation and scene categorization
tasks. For the visually-guided navigation task, participants were asked to judge which door they
could leave out of along a complete path on the floor. The answers for the stimuli above, from
left to right, are “left”, “center”, and “right”. For the scene categorization task, participants
were asked to judge whether the room is a bedroom, kitchen, or living room. The answers for the

PRNTs

stimuli above, from left to right, are “bedroom”, “kitchen”, and “living room”.

The sample size we obtained (N = 19 per group) is appropriate for three reasons. First,
this sample size is consistent with the sample sizes (N = 12-18 per group) used in previous
studies of impaired navigational or dorsal stream function in WS (Dilks et al., 2008; Kamps et
al., 2017; Julian et al., 2019), which typically found large effect sizes (;7},2 =0.29-0.53). Indeed, a
power analysis (alpha level = 0.05) assuming an effect size of half this magnitude (npz =0.15)
suggested we could collect 18 participants per group and have 90% power to detect the critical 2
group x 2 task interaction. Second, as discussed in detail below, we replicated our primarily
finding (i.e., that WS adults and 4 year olds perform disproportionately worse on a visually-
guided navigation task than a scene categorization task, relative to MA controls) in independent
samples of WS adults, MA controls, and 4 year olds (N = 17 per group; i.e., the “Empty Rooms”
task). Third, the finding of greater impairment on the visually-guided navigation task than the
scene categorization task in WS adults and 4 year olds, relative to MA controls, suggests that our
paradigm is sensitive enough to both detect real differences and reject false positives.

Design, stimuli, and procedure
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Participants performed two tasks: a visually-guided navigation task and a scene categorization
task, as previously used in an adult fMRI study (Persichetti and Dilks, 2018a) (Figure 1).
However, in order to make the tasks more understandable and

accessible to younger participants, the visually-guided navigation task was referred to as the
“doors” game, while the scene categorization task was referred to as the “rooms” game. During
the visually-guided navigation task, participants were asked to imagine that they were walking
on a continuous path through the room, and had to indicate whether they could leave through the
door on the left, center, or right wall. To aid understanding, younger children were told that the
ground was “lava”, and that only the paths on the ground were safe to walk on. The visually-
guided navigation task was designed in this way to simulate real-world navigation through the
environment, similar to walking on a sidewalk, and not the grass, or on a clear path through a
cluttered space. Furthermore, although our visually-guided navigation task did not actually
require participants to navigate through the environment, we were confident that having
participants simply look at pictures of places and imagine navigating through the rooms would
be sufficient to recruit systems involved in visually-guided navigation because the task has
previously been shown to activate OPA in adults (Persichetti and Dilks, 2018a). Participants
responded by pointing in the direction of the door out of which they would exit, ensuring that
performance on the task was not contaminated by difficulty mapping egocentric directions to
words for “left” and “right”. During the scene categorization task, participants were again asked
to imagine standing in the room, but now to judge what kind of room they were standing in (i.e.,

a bedroom, kitchen, or living room). Participants responded by verbal report.



61

The two tasks were matched in all other aspects of the design, stimuli, and procedure.
Immediately prior to the testing session, all participants first completed a short training phase of
nonspeeded practice trials for each task, during which they were given
feedback about whether or not their response was correct (participants were not given feedback
during the testing session). Participants advanced from the training phase after responding
correctly to at least 10 practice trials and after the experimenter was satisfied that they
understood the task instructions. For the testing phase, both tasks were performed on the same
set of 36 images. Stimuli were identical to those used in Persichetti and Dilks (2018), and were
presented at a size of approximately 24 degrees visual angle on 11.97” x 8.36” LCD screen using
custom software written for the Matlab Psychophysics Toolbox (Brainard, 1997). Participants
completed 6 “blocks” of each task (12 blocks in total), and the order of blocks was
pseudorandomized and counterbalanced across participants. An instruction screen appeared at
the start of each block indicating which game/task (i.e., “doors”/visually-guided navigation or
“rooms”/scene categorization) would come next. Each block consisted of 12 experimental trials,
and each trial consisted of a stimulus presented for 500 ms, followed by a fixation screen, during
which the participant gave a nonspeeded 3AFC response. The next trial began only after the
participant had responded and was ready to start again. For both tasks, the experimenter recorded
participant responses via button press. Finally, in order to verify that participants understood and
were paying attention to the task, the testing phase was evenly interspersed with 12 “catch” trials
(6 for each task, 1 per block), in which images were presented for 2000 ms, rendering the task
trivially easy, and therefore assessing basic task understanding and attentiveness.

Results

The visually-guided navigation system is disproportionately impaired in Williams syndrome
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If visually-guided navigation and scene categorization systems are causally dissociable, then
adults with WS will show greater impairment on a visually-guided navigation task than a scene
categorization task, relative to MA controls. Consistent with this prediction, WS adults were
significantly more accurate on the scene categorization task than the visually-guided navigation
task (z13)=3.95, p=0.001, d = 0.91), while MA controls were only marginally more accurate on
the scene categorization task than the visually-guided navigation task (#s) = 2.03, p = 0.06, d =
0.47) (Figure 2). Critically, comparing across groups, a 2 (group: WS adults, MA controls) x 2
(task: visually-guided navigation, scene categorization) mixed-model ANOVA revealed a
significant interaction (F(1 36 = 5.013, p = 0.03, ;7},2 =0.12). These results reveal that WS adults
show greater impairment on the visually-guided navigation task than the scene categorization
task, relative to MA controls, providing initial evidence that these systems are causally
dissociable. Importantly, performance in both groups on both tasks was significantly below
ceiling (one sample t-tests; WS adults: both ¢’s > 4.63, both p’s <0.001, both d’s > 1.09; MA
controls: both t’s > 4.77, both p’s < 0.001, both d’s > 1.06) and above floor (one sample t-tests,
WS adults: tusy=9.58, p <0.001, both d’s > 2.19; MA controls: both t’s > 16.24, both p’s <
0.001, both d’s > 3.72), ensuring that this interaction was not driven by a restriction of range
effect, which can produce false interactions due to ceiling or floor effects (McKone et al., 2012).
Attention or task understanding?

Might the reduced accuracy of WS adults on the visually-guided navigation task reflect a failure
of the WS adults to understand or pay attention during the task, rather than a selective
impairment of the visually-guided navigation system? Two lines of evidence rule out this
possibility. First, as described above, despite their weaker performance on the visually-guided

navigation task, the WS adults (like the MA controls) nevertheless
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Figure 2. Average performance of WS adults, MA controls, and 4 year olds on the visually-
guided navigation and scene categorization tasks. WS adults performed disproportionately
worse on the visually-guided navigation task than the categorization task, relative to MA
controls, providing causal evidence for the dissociation between these systems. Further, 4 year
olds performed disproportionately worse on the visually-guided navigation task than the scene
categorization task, relative to MA controls (who were 7 years old on average), providing
developmental evidence for independent visually-guided navigation and scene categorization
systems, with the visually-guided navigation system arising later in development than the scene
categorization system. The grey dotted line indicates chance performance. Error bars indicate the
standard error of the mean.

performed well above chance, ensuring that the WS adults understood, and were not

simply guessing, on the task. Second, we included several additional “catch trials” throughout
the course of the two tasks in which stimuli were presented for 2000 ms, rendering each task
trivially easy, and therefore allowing us to probe task understanding and attention directly.
Critically, WS adults’ performance on the visually-guided navigation catch trials was similar to
their performance on scene categorization catch trials (¢15y= 1.05, p = 0.31, d = 0.24), and
further, a 2 (group: WS adults, MA controls) x 2 (catch trials: visually-guided navigation, scene

categorization) mixed-model ANOVA did not reveal a significant interaction (F(1 36 = 1.44, p =
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0.24, iypZ = 0.04). Caution should be taken in interpreting the lack of an effect (i.e., no significant
group x catch trial interaction), and as such, we conducted an additional permutation F-test,
which may be more powerful than ANOVA when sample size is relatively small, as might be the
case here. To do so, we compared our observed F-statistic for the group x catch trial interaction
against a distribution of F-statistics generated by randomly shuffling the accuracy data between
groups and catch trials across 10,000 permutations. This analysis also failed to reveal a
significant group x trial type interaction (p = 0.23). Taken together, these findings ensure that the
WS adults understanding of or attentiveness during the visually-guided navigation task cannot
explain the reduced performance on the visually-guided navigation task.

A general left versus right impairment?

Another possibility is that WS adults’ impaired performance on the visually-guided navigation
task was driven by impairment of a more general ability to distinguish left versus right. Indeed,
the visually-guided navigation task required participants to distinguish left and right, whereas the
scene categorization task did not, and WS individuals have been shown to make a
disproportionate number of mirror image confusion errors (i.e., flipping left and right) on other
“spatial” tasks, such as judgment of line orientation tasks (Palomares et al., 2009), potentially
explaining the pattern of results we observed. To rule out this possibility, we conducted an
additional analysis investigating performance on the center trials only, where left vs. right
confusion (e.g., perceiving a “left” path as a “right” path, or pointing left when in reality one
meant right) could not possibility affect performance. Even using data from the center trials only,
a 2 (group: WS adults, MA controls) x 2 (task: visually-guided navigation center trials,
categorization) mixed-model ANOVA revealed a significant interaction (F1 36 = 4.87, p = 0.03,

77p2 =0.12). Thus, our results do not likely reflect impairment of a more general ability to
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distinguish left versus right, and rather are consistent with the hypothesis that the visually-guided
navigation system in particular is impaired in WS.

Executive function?

But is it still possible that WS adults’ performance on the navigation task is explained by
impairment in executive function, rather than impairment of visually-guided navigation system
in particular, as we have suggested? Indeed, individuals with WS are known to have impaired
executive functioning (Mobbs et al., 2007; Menghini et al., 2010). To address this concern, we
considered three classic components of executive function ability — namely “shifting”,
“updating”, and “inhibition” (Miyake et al., 2000) — and argue that impairment to any one of
these components is unlikely to explain the pattern of results we observed. First, our results are
not likely explained by shifting (i.e., the ability to shift back and forth between multiple tasks).
Although our within-subject and interleaved design did require participants to switch between
the visually-guided navigation and scene categorization tasks, this switching occurred slowly
over the course of blocks (not individual trials), with an instruction screen interspersed between
each block, alerting the participant to the next task. Furthermore, participants’ responses were
recorded by the experimenter, allowing the experimenter to immediately correct any failure to
switch tasks (which happened rarely given the slow speed of switching). Second, our results
cannot be explained by updating (i.e., the ability to monitor and code incoming information for
relevance to the task at hand, and then appropriately revise the information held in working
memory), since the visually-guided navigation task neither required participants to hold
information in working memory (i.e., since participants responded to each stimulus as soon as
they knew the answer), nor to activate manipulate information held in working memory (i.e.,

since participants only needed to report what they saw in a single stimulus at a single moment in
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time) (and in any case, these task demands did not differ between the visually-guided navigation
task and the scene categorization task). Third, and finally, our results cannot be explained by
inhibition (i.e., the ability to deliberately inhibit dominant, automatic, or prepotent responses
when necessary). In theory, it is true that the visually-guided navigation task potentially depends
on inhibition (since three possible options — the left, center, and right doors — are always in
view), while the scene categorization task does not. However, the WS adults and MA controls
were carefully matched on the nonverbal component of the KBIT, which requires participants to
select a correct answer from 5 or 6 concurrently presented options. Despite such careful
matching, however, we still saw differential performance between the two groups on the
visually-guided navigation task, relative to the scene categorization task. To further rule out the
possibility that inhibition explains these results, however, we also tested a second prediction: If
the visually-guided navigation task tests inhibition ability rather than visually-guided navigation
ability, then similar performance will be found across all trial types for the visually-guided
navigation task (i.e., the left, center, and right trials), since all three trial types involve the same
inhibition problem (i.e., choosing the correct answer among three options). Indeed, a one-way
repeated measures ANOVA revealed a significant main effect of trail type (F236) = 11.20, p <
0.001, ’7p2 = 0.38), with WS adults performing better on center trials than left (pairwise
comparison, p < 0.001) and right trials (pairwise comparison, p = 0.02). These reliable
differences across trial types cannot be explained by inhibitory processing, and instead likely
reflect differences in the difficulty of the paths to be followed in the navigation task. Taken
together then, it is unlikely that the pattern of results we observed can be explained by the
executive function deficit in WS.

Does WS reflect typical cognition?
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Does the observed impairment of WS adults in visually-guided navigation, but not scene
categorization, truly reflect dissociable systems in typical individuals? Indeed, given that WS is a
genetic, developmental disorder, it has been argued that WS cannot be used as a
neuropsychological model of the typical system, since genetic and developmental differences
could lead to qualitatively different underlying systems between WS and typically developing
individuals (Karmiloff-Smith, 1997). For example, it could be the case that WS adults’ reduced
ability on the visually-guided navigation task, relative to the scene categorization task, reflects
operations of alternative, WS-specific cognitive mechanisms, rather the pattern of performance
predicted by a model of typical scene processing systems in which one system is damaged, while
the other is not. In the absence of specific proposals for these alternative mechanisms, our
hypothesis is that despite the findings above that WS individuals perform quantitatively worse on
the visually-guided navigation task than scene categorization task relative to MA controls, WS
individuals will nevertheless perform the visually-guided navigation task qualitatively similar to
typically developing individuals—suggesting that WS individuals employ a qualitatively similar
mechanism. To test this hypothesis, we compared the pattern of performance of WS adults and
MA controls across the three trial types of the visually-guided navigation task (i.e., left, center,
and right) (Figure 3). A 2 (group: WS adults, MA controls) x 3 (trial type: left, center, right)
mixed-model ANOVA revealed a significant main effect of trial type (F(2,72) = 17.09, p < 0.001,
n,’ = 0.32), with both groups not surprisingly showing greater accuracy on center trials than left
or right trials (pairwise comparisons, both p’s < 0.01). Critically, however, we failed to find a

significant group x trial type interaction (F(2.72) = 0.03, p = 0.97, 5,” = 0.001), indicating
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Figure 3. Patterns of performance on each trial type of the visually-guided navigation task. All
three groups showed a similar pattern of performance, with higher accuracy on center trials than
left or right trials, supporting the idea that all three groups employed similar cognitive
mechanisms to solve the task. The grey dotted line indicates chance performance. Error bars
indicate the standard error of the mean.

that these patterns did not qualitatively differ between the two groups. A permutation F-test also
failed to reveal a significant group x trail type interaction (p = 0.97). Taken together, then, we
found no evidence that WS adults show qualitatively different patterns of performance compared
with MA controls, despite their relative impairment. These findings suggest that this pattern of
results in WS reflects a qualitatively similar underlying mechanism that is less developed in WS
adults relative to MA controls, and begin to validate WS as a valid neuropsychological model of
typical cognitive systems more generally.

Critically, an even stronger test of the hypothesis that WS involves quantitative
impairment of typical cognitive systems, rather than qualitatively different underlying cognitive
mechanisms, would evaluate whether the WS pattern of performance can be found at earlier

stages of typical development. This finding would be consistent with the hypothesis that the WS
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cognitive profile arises from developmental arrest of systems that typically mature later in
development, and thus qualitatively similar underlying mechanisms that did not fully mature
(Landau and Ferrara, 2013). We therefore next compared the WS adults with a younger group of
typically developing 4 year olds. Like the WS adults, 4 year olds were significantly more
accurate on the scene categorization task than the visually-guided navigation task (#(18) =4.79, p
<0.001, d=1.10) (Figure 2). Interestingly, a 2 (group: WS adults, 4 year olds) x 2 (task:
visually-guided navigation, scene categorization) mixed-model ANOVA did not reveal a
significant interaction (F(1 36 = 0.11, p = 0.74, ;7p2 =0.003), and a permutation F-test
corroborated this result (p = 0.74). These results therefore provide initial support for the idea that
that the pattern of performance of WS adults (i.e., weaker performance on visually-guided
navigation than scene categorization) is similar to that found in earlier stages of typical
development (i.e., in typically developing 4 year olds).

We next compared the more detailed patterns of performance between WS adults and 4
year olds on the three trial types of the visually-guided navigation task. A 2 (group: WS adults, 4
year olds) x 3 (trial type: left, center, right) mixed-model ANOVA revealed a significant main
effect of trial type (F(2,72) = 13.90, p < 0.001, 77p2 = (0.28), with both groups showing greater
accuracy on center trials than left or right trials (pairwise comparisons, all p’s < 0.01) (Figure 3).
Critically, however, we failed to find a significant group x trial type interaction (2,72 = 0.67, p
=0.51, 77p2 = 0.02), indicating that these patterns did not qualitatively differ between the two
groups. A permutation F-test also failed to reveal a significant group x trial type interaction (p =
0.52). Taken together then, across several analyses, we failed to find evidence that WS adults
perform the task qualitatively differently from either MA controls or 4 year olds, suggesting that

WS adults perform these tasks with a qualitatively similar underlying mechanism that is simply
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underdeveloped relative to their mental age. These findings therefore confirm the validity of WS
as a neuropsychological model of the typical system, at least in the tasks used here.

Object recognition, rather than scene categorization?

A further alternative explanation for our findings is that the scene categorization task can
potentially be solved entirely by recognizing the objects in the room (e.g., a “bed”), and then in
turn inferring the scene category (e.g., only bedrooms have beds), rather than by directly
recognizing the scene per se (e.g., recognizing the scene as a whole to be a bedroom). In this
case, our findings might not reflect a dissociation within scene processing (i.e., between visually-
guided navigation and scene categorization), but rather a more general dissociation between
object and scene processing, with scene recognition operating entirely in the service of visually-
guided navigation. Previous neuroimaging work in adults found that PPA responds strongly to
the scene categorization task (Persichetti and Dilks, 2018), suggesting that this task indeed
measures scene recognition ability in particular. Nevertheless, the possibility remains in the
present behavioral study that participants solved the task using an alternative “object
recognition” strategy. To address this alternative explanation, we created a second scene
categorization task in which participants were asked to judge the category of empty rooms (i.e.,
containing no objects whatsoever) that differed based on their spatial layout (i.e., the
arrangement of the walls, floor, and ceiling). For comparison, participants again performed a
visually-guided navigation task on the same “empty room” stimuli. A 2 (experiment: furnished
rooms, empty rooms) x 2 (group: WS adults, MA controls) x 2 (task: visually guided navigation,
scene categorization) mixed-model ANOVA revealed a significant group x task interaction
(Fa36=5.96,p=0.02, 77p2 = 0.08), with WS adults showing weaker performance on the

visually-guided navigation task than the scene categorization task, relative to the MA controls —
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but critically did not reveal a significant experiment x group x task interaction (F(; 36 = 0.40, p =
0.53, iypZ =0.01), suggesting that the strength of the group x task interaction effect (revealing
greater impairment of the visually-guided navigation system than the scene categorization
system) did not differ between furnished and empty rooms (Figure 4). A permutation F-test also
failed to find a significant experiment x group x task interaction (p = 0.53). Note that these
findings held even after excluding the “stairs” room trial type (group x task interaction: F ¢3) =
5.23, p=0.03, 77p2 = 0.07; group x task x experiment interaction: F(¢3y=0.71, p = 0.40, 17p2 =
0.01), ruling out the possibility that participants again completed the task by recognizing stairs as
a kind of “object”. Thus, our findings cannot be explained by an “object recognition” strategy,
and instead reflect a dissociation within scene processing between systems for visually-guided
navigation and scene categorization.

The visually-guided navigation system develops later than the scene categorization system in
typical development

If visually-guided navigation and scene categorization are distinct cognitive systems, then these
systems may arise along independent timelines in typical development. To test this hypothesis,
we compared visually-guided navigation and scene categorization abilities in 4 year olds and the
MA controls, who were 7 years old on average. As reported above, 4 year olds were significantly
more accurate on the scene categorization task than the visually-guided navigation task (#s) =
4.79, p <0.001, d = 1.10), while MA controls were marginally more accurate on the scene
categorization task than the visually-guided navigation task (#s) = 2.03, p = 0.06, d = 0.47)
(Figure 2). Critically, a 2 (group: 4 year olds, MA controls) x 2 (task: visually-guided navigation,
scene categorization) mixed-model ANOVA revealed a significant interaction (F1 36 = 7.71, p =

0.01, np2 = 0.18). Thus, the 4 year olds were disproportionately worse on the visually-guided
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navigation task than the scene categorization task, relative to the older MA controls, suggesting
that visually-guided navigation is later developing than scene categorization. Four year olds
performance on both tasks, like that for MA controls, was significantly below ceiling (one
sample t-tests; both #’s > 13.02, both p’s < 0.001, both d’s > 2.98) and above floor (one sample t-
tests; both #’s > 6.90, p < 0.001, both d’s > 1.58), ensuring that this interaction was not driven by
a restriction of range effect (McKone et al., 2012).

Attention or task understanding?

Two lines of evidence rule out the possibility that the 4 year olds simply did not understand or
were not paying attention during the visually-guided navigation task. First, as described above,
despite their weaker performance on the visually-guided navigation task relative to the scene
categorization task, the 4 year olds (like the MA controls) performed well above chance,
ensuring that the younger children understood, and were not simply guessing, on the task.
Second, we included several additional “catch trials” throughout the course of the two tasks in
which stimuli were presented for 2000 ms, rendering each task trivially easy, and therefore
allowing us to probe task understanding and attention directly. Critically, 4 year olds’
performance on the visually-guided navigation catch trials was similar to that on the scene
categorization catch trials (#ig) = 0.66, p = 0.52, d = 0.15), and further, a 2 (group: 4 year olds,
MA controls) x 2 (catch trials: visually-guided navigation, scene categorization) mixed-model
ANOVA did not reveal a significant interaction (F(; 35 = 0.07, p = 0.80, 7,” = 0.002). A
permutation F-test confirmed this result (p = 0.80), ensuring that the children’s understanding or
attentiveness during the visually-guided navigation task cannot explain the reduced performance
on the visually-guided navigation task.

A general left versus right impairment?
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Another possibility is that these findings are not explained by slower development of the
visually-guided navigation system in particular, but rather by slower development of a more
general ability to distinguish left versus right. Again, the visually-guided navigation task required
participants to distinguish left and right, whereas the scene categorization task did not,
potentially explaining the pattern of results we observed. To address this possibility, we
conducted an additional analysis investigating performance on the center trials only, where left
vs. right confusion (e.g., perceiving a “left” path as a “right” path, or pointing left when in reality
one meant to point right) could not possibility lead to impaired performance. Using data from the
center trials only, a 2 (group: 4 year olds, MA controls) x 2 (task: visually-guided navigation
center trials, scene categorization) mixed-model ANOVA revealed a significant interaction
(Fa36=6.86,p=0.01, 77p2 =0.16). Thus, our results do not likely reflect slower development of
a more general ability to distinguish left versus right, and rather support the hypothesis that
visually-guided navigation in particular is slower developing than scene categorization.
Executive function?

Is it possible that the 4 year olds performance on the navigation task is explained by immature
executive function ability, rather than immature visually-guided navigation ability in particular,
as we have suggested? Indeed, executive functioning is thought to develop very slowly across
childhood, with significant development occurring well into adolescence (Welsh, 1991; Zelazo et
al., 2003; Diamond, 2006). To address this concern, we again considered three classic
components of executive function ability — namely “shifting”, “updating”, and “inhibition”
(Miyake et al., 2000) — and argue that impairment to any one of these components is unlikely to
explain the pattern of results we observed. To begin, our results are not likely explained by slow

development of shifting or updating ability for a variety of reasons related to the experimental
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a Empty Rooms b Furnished Rooms
(Data reproduced from Figure 2)
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Figure 4. Average performance on furnished room versus empty room stimuli. Across both
empty room stimuli (a) and furnished room stimuli (b; the same data as those presented in Figure
2), WS adults performed disproportionately worse on the visually-guided navigation task than
the scene categorization task, relative to MA controls, and no differences were found between
the Empty Rooms and Furnished Rooms tasks, indicating that WS adults’ performance on the
scene categorization task was not driven by object categorization ability. Likewise, 4 year olds
performed disproportionately worse on the visually-guided navigation task than the scene
categorization task, relative to MA controls, and no differences were found between the Empty
Rooms and Furnished Rooms tasks, indicating that the 4 year olds’ performance on the scene
categorization task was not driven by object categorization ability. The grey dotted lines indicate
chance performance. Error bars indicate standard error of the mean.

design, as discussed in detail above. Moreover, our results cannot be explained by slow
development of inhibition for two reasons. First, if the visually-guided navigation task in fact
tests inhibition ability, rather than visually-guided navigation ability, then one should expect
similar performance across all trial types for the visually-guided navigation task (i.e., the left,
center, and right trials), since all three trial types involve the same inhibition problem (i.e.,
choosing the correct answer among three options). Indeed, a one-way repeated measures
ANOVA revealed a significant main effect of trail type (F(236) = 4.54, p = 0.02, np2 =0.20), with

4 year olds performing better on center trials than left (pairwise comparisons, both p’s < 0.05)



75

and right trials (pairwise comparisons, both p’s < 0.03). These reliable differences across trial
types cannot be explained by inhibitory processing, and instead likely reflect differences in the
difficulty of the paths to be followed in the navigation task. Second, given that we could not
further rule out a role for inhibitory processing by matching 4 year olds and MA controls on
nonverbal 1Q, as was done for the WS adults, we next asked an additional group of 4 year olds
(N =10) to perform a follow-up “phone” task in which participants viewed an image of a phone,
wires, and three outlets, and answered which of three outlets the phone was connected to via a
complete wire. In this way, the phone task was closely matched to the visually-guided navigation
task in virtually every respect (and inhibitory processing in particular), but did

not involve visually-guided navigation. A paired-samples t-test revealed significantly stronger
performance on the phone task than the visually-guided navigation task (f9) = 2.90, p = 0.02, d =
0.92), ruling out the possibility that performance on the visually-guided navigation task is
explained by immature inhibition (since in that case 4 year olds would do equally poorly on both
tasks), and consistent with the hypothesis of a slow-developing visually-guided navigation
system. Taken together then, these results do not likely reflect late development of executive
function across childhood, and rather support the hypothesis that the visually-guided navigation
system in particular is later developing than the scene categorization system.

Different strategies?

Another possibility is that the 4 year olds attempted to solve the visually-guided navigation task
using a different strategy than the MA controls, and that this alternative strategy lead to lower
performance on the task. To assess this possibility, we compared performance of the two
typically-developing groups across different trial types of the visually-guided navigation task

(i.e., left, center, right) (Figure 3). We predicted that if these groups used distinct strategies, then
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such strategies would produce distinct patterns of performance across the trial types. Counter to
this prediction, a 2 (group: 4 year olds, MA controls) x 3 (trial type: left, center, right) mixed-
model ANOVA revealed a main effect of trial type (Fo,72) = 11.15, p <0.001, ’7p2 =0.24), with
greater performance on the center trials than the left or right trials (pairwise comparisons, both
p’s <0.01), but critically failed to reveal a significant group x condition interaction (F(2,74) =
0.75, p = 0.48, 77p2 =0.02). A permutation F-test also failed to reveal a significant group x trial
type interaction (p = 0.47). Taken together then, we found no evidence that 4 year olds and MA
controls used distinct strategies, consistent with the hypothesis that the visually-guided
navigation system develops later than the scene categorization system.

Object recognition, not scene categorization?

Finally, might it be the case that children solved the scene categorization task entirely by
recognizing the objects in the room (e.g., a “bed”), and then in turn inferring the scene category
(e.g., only bedrooms have beds), rather than by directly recognizing the scene per se (e.g.,
recognizing the scene as a whole to be a bedroom)? If so, our findings might not reflect a
developmental dissociation within scene processing (i.e., between visually-guided navigation and
scene categorization), but rather a more general developmental dissociation between object and
scene processing, with scene recognition operating entirely in the service of visually-guided
navigation. To address this alternative explanation, we analyzed performance on a second scene
categorization task in which participants were asked to judge the category of empty rooms (i.e.,
containing no objects whatsoever) that differed based on their spatial layout (i.e., the
arrangement of the walls, floor, and ceiling). A 2 (experiment: furnished rooms, empty rooms) x
2 (group: 4 year olds, MA controls) x 2 (task: visually-guided navigation, scene categorization)

mixed-model ANOVA revealed a significant group x task interaction (1 63) = 10.54, p = 0.002,
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;7p2 =0.13), with 4 year olds showing relatively weaker performance on the visually-guided
navigation task than the scene categorization task, relative to the older MA controls — but
critically did not reveal a significant experiment x group x task interaction (F(;63) = 0.61, p =
0.44, ;7p2 =0.01), suggesting that the strength of the group x task interaction effect (revealing
slower development of the visually-guided navigation system than the scene categorization
system) did not differ between furnished and empty rooms (Figure 4). A permutation F-test also
failed to find a significant experiment x group x task interaction (p = 0.44). These findings held
even after excluding the “stairs” room trial type (group x task interaction: F(1 ¢3y=9.74, p =
0.003, iypZ = 0.13; group x task x experiment interaction: F1 ¢3y=0.83, p=0.37, 17p2= 0.01),
ruling out the possibility that participants again completed the task by recognizing stairs as a
kind of “object”. Thus, our findings cannot be explained by an “object recognition” strategy, and
instead reflect a developmental dissociation within scene processing between systems for
visually-guided navigation and scene categorization.

Discussion

The present study tested the hypothesis that scene processing involves two functionally
independent cognitive systems for visually-guided navigation and scene categorization. To do so,
we studied the breakdown of these abilities in WS, as well as the development of these abilities
in typically developing children. We found that WS adults are selectively impaired at visually-
guided navigation, but not scene categorization, relative to MA controls. Further, we found that
the visually-guided navigation system emerges later in typical development than the scene
categorization system, with 4 year olds performing disproportionately worse on a visually-guided
navigation task than a scene categorization task, relative to 7 year olds (i.e., the MA controls).

Additional analyses ruled out the possibilities that these results are explained by impairment or
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slow development of attention, more general egocentric spatial abilities (i.e., left versus right),
executive function, or qualitatively different underlying cognitive mechanisms or strategies. As
such, our results provide the first causal and developmental evidence for the two-systems-for-
scene-processing hypothesis.

The proposal that scene processing depends on separable systems for visually-guided
navigation (including the more dorsal OPA) and scene categorization (including the more ventral
PPA) dovetails with the classic division of labor found in object processing between dorsal
systems for action and ventral systems for object perception (Ungerleider and Mishkin, 1982;
Goodale and Milner, 1992). Indeed, just as the action system in object processing is selectively
impaired in WS (Atkinson et al., 1997; Dilks et al., 2008), here we found that the visually-guided
navigation system is selectively impaired in WS; likewise, just as the action system is slower to
develop than the perception system in object processing (Dilks et al., 2008), here we found that
the visually-guided navigation system is slower to develop than the scene categorization system.
Our findings therefore support the broader hypotheses that 1) the division between action and
perception systems constitutes a general organizing principle for the visual system, extending to
the case of scene processing as well as object processing; and further that ii) the action system in
general is later developing than the perception system.

The finding that WS individuals are impaired in visually-guided navigation is consistent
with studies showing a variety of navigational deficits in WS (Farran et al., 2010; Foti, 2011;
Broadbent et al., 2014; Bostelmann et al., 2017). Most relevant to the current study, individuals
with WS are impaired at using environmental boundaries to remember spatial locations (Julian et
al., 2019) and to recover their orientation after becoming disoriented (Lakusta et al., 2010;

Ferrara and Landau, 2015). Given that these studies, like the present study, used behavioral
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methods only, an open question concerns precisely which neural systems are damaged in WS,
and whether the impairments observed on these various tasks result from damage to the same
system or different systems. The present findings strongly suggest that WS adults have damage
to the OPA. Indeed, the same visually-guided navigation task used to find impairment in WS
here has been shown to selectively activate OPA in typically developing adults (Persichetti and
Dilks, 2018b), and WS adults have reduced grey matter and reduced sulcal depth in and around
the intraparietal sulcus near the typical location of OPA (Meyer-Lindenberg et al., 2004). Given
proposals that OPA is critical for representing the egocentric distance and direction of
environmental boundaries during navigation (Dilks et al., 2011; Persichetti and Dilks, 2016), it is
possible that the impairment on the reorientation and boundary-based spatial memory tasks
results from OPA damage as well. Indeed, disruption of OPA has been shown to selectively
impair boundary-based spatial memory in adults (Julian et al., 2016). However, it is also possible
that the impairments observed on these various tasks result from damage to neural systems
beyond OPA. For example, reorientation and boundary-based spatial memory may also depend
on spatial memory systems in the hippocampus (O'Keefe and Nadel, 1978; Doeller et al., 2008),
and the hippocampus is thought to be dysfunctional in WS (Meyer-Lindenberg et al., 2006).
Notably, given that our task tested the immediate perception of, rather than memory for the
stimuli, it is unlikely hippocampal damage affected performance on the current visually-guided
naviation task. In any case, future work will be required to fully understand which neural
systems are damaged in WS, and precisely how those neural systems contribute to different
kinds of navigational behavior.

In contrast to their impaired performance in visually-guided navigation, WS adults

showed relatively spared ability in scene categorization. This sparing was found both when
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participants categorized rooms based on the spatial layout of the boundary walls that made up the
rooms, and when participants categorized rooms based on the objects in the rooms, consistent
with computer vision work suggesting that scene categories are represented by two independent,
yet complementary descriptors: spatial boundary (i.e., the external shape, size, and scope of the
space) and scene content (i.e., the internal features of the scene encompassing objects, textures,
colors, and materials) (Oliva and Torralba, 2001, 2002). This finding also suggests that WS
individuals do not have a deficit in boundary perception per se; rather, WS adults may be
impaired in using boundaries for navigation (reflecting an impaired navigation system), despite a
spared ability to use boundaries for scene categorization (reflecting an intact scene categorization
system).

The finding that visually-guided navigation ability undergoes protracted development
across childhood provides a striking complement to a recent finding that OPA is still developing
sensitivity to navigationally-relevant information across this same age range (Kamps et al.,
Submitted). This finding is also consistent with evidence that boundary-based spatial memory
(known to be supported by OPA in adulthood) and obstacle avoidance during locomotion are still
developing late into childhood as well (Pryde et al., 1997; Berard and Vallis, 2006; Julian et al.,
2019). Nevertheless, the idea of a late developing visually-guided navigation system may seem
surprising, given that humans begin navigating early in life (e.g., crawling around 9 months,
walking around 14 months) and show remarkably sophisticated navigational ability within the
first few years. For example, infants as young as 18-24 months can use boundaries to recover
their orientation after becoming disoriented (Hermer and Spelke, 1994; Hermer and Spelke,
1996), while infants as young as 6-14 months understand whether it is safe to locomote over a

‘visual cliff” (Gibson and Walk, 1960). How then can we reconcile these findings and
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observations with the hypothesis that visually-guided navigation undergoes protracted
development? One possibility is that these tasks rely on different systems, as suggested above in
the case of WS. For example, the reorientation task may depend on a head direction system (e.g.,
for recovering orientation relative to the geometry of the environment), while the visual cliff task
may depend simply on the ability to perceive depth. A second possibility is that these tasks do
rely on the same visually-guided navigation system, and that despite the substantial development
still occurring late in childhood (as detected here), the foundations of this system are
nevertheless intact early, and sufficient to account for these early navigational behaviors. Indeed,
future work will be required to fully understand the origins of the visually-guided navigation
system and the more precise relationship between these various tasks used to measure navigation
ability.

Finally, our study broadly supports a recent hypothesis about the nature of WS itself,
which argues that the uneven WS cognitive profile emerges from developmental arrest of those
cognitive abilities that are late emerging in typical development (Landau and Hoffman, 2012;
Landau and Ferrara, 2013). Consistent with the predictions of this hypothesis, we found that the
visually-guided navigation system, which is late developing in typical development, is likewise
arrested in WS (resulting in weaker performance in WS, relative to MA controls), unlike the
scene categorization system, which is earlier developing in typical development and relatively
spared in WS. Although the precise age at which this developmental arrest occurs is not yet
established, our results suggest that it may be around 4 years old, consistent with the results of
many other studies across a variety of cognitive domains (Bellugi et al., 1992; Dilks et al., 2008;

Landau and Hoffman, 2012; Landau and Ferrara, 2013; Kamps et al., 2017; Julian et al., 2019).
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In conclusion, the present study provides the first causal and developmental evidence for
dissociable visually-guided navigation and scene categorization systems. Future work will ask
whether it is possible to find cases of impaired scene categorization ability, but spared visually
guided navigation ability, and thus evidence of a double dissociation, complementing to the
present findings in the case of WS. In any case, the current results present causal and
developmental evidence that a key divide within the scene processing system lies between

systems for visually guided navigation versus scene categorization.
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Abstract

Human adults flawlessly and effortlessly navigate through the immediately visible environment,
a process we refer to as “visually-guided navigation”. How does this astonishing ability develop?
Here we explored the development of the occipital place area (OPA), a scene-selective region
involved in visually-guided navigation in adulthood. We found that although OPA already
responds significantly more to scenes than objects by 5 years old, responses to first-person
perspective motion — a proxy for the visual experience of actually navigating the immediate
environment — were not yet detectable at this same age, and rather only emerged by 8 years old.
This protracted development was specific to first-person perspective motion through scenes, not
motion on faces or objects, and was not found in other scene-selective regions (the
parahippocampal place area or retrosplenial complex) or a motion-selective region (MT). Our
findings therefore reveal novel neural evidence of surprisingly prolonged development of the

visually-guided navigation system across childhood.
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Introduction

Accurate visually-guided navigation is fundamental to everyday life, and the bedrock of virtually
all independent behaviors. Indeed, by adulthood, we skillfully use vision to navigate our current
surroundings, and do so apparently effortlessly, finding our way through even unfamiliar places
(or “scenes”), without ever making errors like running into walls or tripping over furniture.
Neuroimaging work in adults has shown that the occipital place area (OPA), a scene-selective
region in the dorsal visual stream, is a critical region supporting visually-guided navigation. For
example, OPA responds selectively to videos depicting the visual experience of navigation
through scenes (i.e., first-person perspective motion information) (Kamps et al., 2016a);
represents essential egocentric spatial information for visually-guided navigation, including
sense (i.e., left vs. right) and egocentric distance information (i.e., near vs. far) (Dilks et al.,
2011; Persichetti and Dilks, 2016); represents local scene elements that constrain navigation,
such as boundaries and obstacles (Kamps et al., 2016b); codes “navigational affordances” (i.e.,
where one can and cannot walk through a scene) (Bonner and Epstein, 2017); and responds
significantly more when participants imagine navigating through a scene than when participants
categorize the kind of place they are in (Persichetti and Dilks, 2018a).

Despite this work on the neural basis of visually-guided navigation in adults, surprisingly
little is known about how visually-guided navigation develops. Is visually-guided navigation
present from the earliest days of life? Or rather does visually-guided navigation emerge slowly
over the course of years of development? While three recent studies investigated the
development of scene selectivity in OPA (i.e., significantly greater responses to scenes than
objects) (Deen et al., 2017; Cohen et al., 2019; Meissner et al., 2019), nothing is known about

how the more specialized visually-guided navigation function develops in this region. Given the
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ecological importance of visually-guided navigation, and the fact that infants begin crawling and
walking within the first year of life, one might predict that visually-guided navigation emerges
early, with little development across childhood. Consistent with this possibility, classic work
using reorientation (Hermer and Spelke, 1994; Hermer and Spelke, 1996) and visual cliff tasks
(Gibson and Walk, 1960) has shown that many navigational abilities are already present in
infancy and early childhood; although, it is not clear whether or how these tasks relate to the
visually-guided navigation system supported by OPA. By contrast, other work suggests that
visually-guided navigation in particular may undergo a more protracted developmental trajectory
across childhood. For example, the ability to locate oneself relative to environmental boundaries
— an ability that depends on OPA in adulthood (Julian et al., 2016) — is still developing in
children ages 6-10 (Julian et al., 2019). Likewise, behavioral studies of locomotion and obstacle
avoidance find that even 7-11 year old children are still not adultlike in guiding navigation past
obstacles (Pryde et al., 1997; Berard and Vallis, 2006). Finally, visually-guided reaching, another
dorsal stream process, is still developing late in childhood, suggesting that visually-guided
navigation may be late developing as well (Dilks et al., 2008). Thus, the question remains
whether visually-guided navigation develops early or late.

To directly address this question, here we measured responses in OPA across childhood
to first-person perspective motion — a proxy for the visual experience of actually navigating
through a scene. Given previous behavioral work showing that childhood is a sensitive range for
capturing the development of boundary-based navigation and other dorsal stream processes
(Dilks et al., 2008; Julian et al., 2019), we scanned two groups of children: a group of 5-year-
olds and a group of 8-year-olds. Responses in OPA were measured using functional magnetic

resonance imaging (fMRI) while participants viewed i) 3-sec video clips of first-person
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perspective motion through scenes (“Dynamic Scenes”), mimicking the actual visual experience
of visually-guided navigation, and ii) 3, 1-sec still images taken from these same video clips,
rearranged such that first-person perspective motion could not be inferred (“Static Scenes”). As
control stimuli, participants also viewed Dynamic and Static Objects and Dynamic and Static
Faces (Figure 1). If OPA is early developing, then strong selectivity for first-person perspective
motion information (i.e., significantly greater responses to dynamic than static scenes) will
already be present by age 5, with little or no development from ages 5 to 8. By contrast, if OPA
is late developing, then stronger selectivity for first-person perspective motion information will
be observed in 8-year-olds than in 5-year-olds.

Critically, pediatric fMRI introduces a variety of methodological challenges, which could
present confounds when comparing younger children to older children (e.g., 5-year-olds versus
8-year-olds). In particular, younger children 1) are more likely to move and less likely to pay
attention, reducing data quality; and ii) may not yet have developed strong, selective responses in
a given region of interest, making it difficult or impossible to define regions of interest at
standard thresholds used in adults, and increasing ambiguity in ROI selection for traditional,
hand-picked ROI approaches. Here we addressed these concerns in two ways. First, to address
data quality concerns, we only analyzed runs where participants moved less than a voxel (<1.5
mm average frame-to-frame displacement) — ensuring only low-motion data were included — and
where activation could be detected in early visual cortex (all conditions > fixation, Z = 2.3,
corrected) — ensuring that children were looking at the stimuli and that the data were of sufficient
quality to detect fMRI responses in the visual system. As a result of these procedures, the 5- and
8-year-olds were matched on temporal signal to noise ratio (tSNR) in all regions of interest (all

£’'s <0.64, all p’s > 0.52, all d’s < 0.23), motion (average absolute frame-to-frame displacement
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for all usable runs) (¢30) = 0.75, p = 0.46, d = 0.26), total usable runs (5-year-olds = 57, 8-year-
olds = 61), and V1 activation (i.e., the average response in V1 across all conditions, #30, = 0.90, p
=0.38, d = 0.32) (Figure 2). Second, to address concerns related to ROI definition, we took
advantage of a group-constrained, subject-specific (GSS) approach (see Methods) (Julian et al.,
2012). This method allows all ROIs to be defined in all participants, even if they would not
survive at standard thresholds used in adults, and is algorithmic, removing all ambiguity from
ROI definition, providing the most accurate possible assessment of ROI responses at any stage of
development.

Methods

Participants

Sixteen 5-year-olds (mean age: 63 months; range: 60-72 months; 6 females) and 16 8-year-olds
(mean age: 101 months; range: 93-112 months; 8 females) participated in the study. Originally,
28 5-year-olds were scanned, but 12 were excluded due to excessive motion and/or lack of
attention during runs (see Data Analysis). All participants were recruited through the Emory
Child Study Center. Consent was given for all children by their parent or guardian, and verbal
assent was additionally collected for the 8-year-olds. All participants had normal or corrected to
normal vision, and no history of neurological or psychiatric conditions. All procedures were
approved by the Emory University Institutional Review Board.

Design

We used a region of interest (ROI) approach in which we used one set of runs to localize scene-
selective, motion-selective, and early visual regions, and a second set of runs to investigate the
responses of these same voxels. This ROI approach was facilitated by a group-constrained,

subject-specific (GSS) method (Fedorenko et al., 2010; Julian et al., 2012), as detailed in the
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Figure 1. Experimental stimuli. The conditions included Dynamic and Static Scenes (top row),
Dynamic and Static Objects (middle row), and Dynamic and Static Faces (bottom row). The
Dynamic Scene stimuli consisted of 3-s video clips of first-person perspective motion through
scenes. The Static Scene stimuli consisted of 3 still images taken from these same video clips,
each presented for 1 s and in a random order such that first-person perspective motion could not
be inferred. The Dynamic Face stimuli consisted of 3-s video clips of only the faces of children
against a black background as they laughed, smiled, and looked around, while the Dynamic
Object stimuli consisted of 3-s video clips of moving toys presented against a black background.
The Static Object and Static Face stimuli were created following the same procedure described
for the Static Scene stimuli.

Data Analysis section. In addition to the standard ROI analyses, we conducted a “volume-
selectivity function” (VSF) analysis (Norman-Haignere et al., 2016; Saygin et al., 2016; Kamps

et al., 2019a), described in the Data Analysis section.
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For all runs, a blocked design was used in which participants viewed stimuli from 6 conditions:
Dynamic Scenes, Static Scenes, Dynamic Objects, Static Objects, Dynamic Faces, Static Faces
(Figure 1). The Dynamic Scene and Static Scene stimuli were taken from those used in Kamps,
Lall, and Dilks (2016). The Dynamic Scene stimuli consisted of 16, 3-sec video clips depicting
first-person perspective motion, as would be experienced during locomotion through a scene.
The video clips were filmed by walking at a typical pace through 4 different places (e.g., a
hallway, auditorium, etc.) with the camera (a Sony HDR XC260V HandyCam with a field of
view 0f 90.3 x 58.9 degrees) held at eye level. The video clips subtended approximately 21 x 16
degrees of visual angle. The Static Scene stimuli were created by taking stills from Dynamic
Scene video clips at 1-, 2- and 3-sec time points, resulting in 48 images. These still images were
presented in groups of three images taken from the same place, and each image was presented
for 1 sec with no ISI, thus equating the presentation time of the static images with the duration of
the movie clips from which they were made. Importantly, the still images were presented in a
random sequence such that first-person perspective motion could not be inferred. Like the video
clips, the still images subtended approximately 21 x 16 degrees of visual angle. Next, to test
whether any observed differences between Dynamic Scenes and Static scenes were specific to
first-person perspective motion, and further to allow us to measure scene selectivity more
generally, we also included Dynamic Object, Static Object, Dynamic Face, and Static Face
conditions. The Dynamic Object stimuli and the Dynamic Face stimuli were taken from those
used in Pitcher, Dilks, Saxe, Triantafyllou, and Kanwisher (2011). The Dynamic Object stimuli
depicted 7 different toys moving against a black background. The Dynamic Face stimuli depicted
only the faces of 4 children against a black background as they smiled, laughed, and looked

around. The Static Objects and Static Faces were created and presented using the exact same
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procedure and parameters described for the Static Scene condition above. Each run was 297 s
long and contained 2 blocks for each stimulus category. The order for the first set of blocks was
pseudorandomized across runs (e.g., Dynamic Faces, Static Objects, Dynamic Scenes, Static
Scenes, Static Faces, Dynamic Objects) and the order for the second set was the palindrome of
the first (e.g., Dynamic Objects, Static Faces, Static Scenes, Dynamic Scenes, Static Objects,
Dynamic Faces). Each block consisted of 6 3-s video clips from a single condition (e.g.,
Dynamic Scenes), with an ISI of 0.3 s, resulting in 19.8 s blocks. Each run also included 3, 19.8-
s fixation blocks: one at the beginning, one in the middle, and one at the end.

During each scanning session, we first took a high-resolution anatomical scan while the
children watched a movie or show of their choice. Then, we collected fMRI data while
participants viewed 4 runs. To maintain children’s interest in the study, children were given
opportunities to “take a break” in between runs on an as-needed basis, during which time they
could watch a few minutes of a movie or show of their choice. Further, to enhance the children’s
attention to the stimuli during the runs, participants were encouraged to view the stimuli
“actively” by imagining themselves walking through places in the scene video clips, playing with
the children in the face video clips, and playing with the toys in the object video clips.

JMRI Scanning

All scanning was performed on a 3T Siemens Trio scanner in the Facility for Education and
Research in Neuroscience at Emory University. The functional images were collected using a 32-
channel head matrix coil and a gradient-echo single-shot echoplanar imaging sequence (28
slices, TR = 2 sec, TE = 30 msec, voxel size = 1.5 x 1.5 x 2.5mm, and a .25 interslice gap). For
all scans, slices were oriented approximately between perpendicular and parallel to the calcarine

sulcus, covering all of the occipital and temporal lobes, as well as the lower portion of the



92

parietal lobe. Additionally, whole-brain, high-resolution anatomical images were acquired for
each participant for the purposes of registration and anatomical localization (Data Analysis).
Data Analysis

Analysis of functional data was conducted using a combination of tools from the FSL software
(FMRIB’s Software Library; www.fmrib.ox.ac.uk/fsl) (Smith et al., 2004) and custom written
MATLAB code. Before analyzing the data, the following pre-statistics processing was applied:
motion correction; slice-timing correction; non-brain removal; spatial smoothing using a
Gaussian kernel of Smm FWHM; intensity normalization of the volume at each timepoint; and
highpass temporal filtering. To ensure that we included only the highest quality data in our
sample, we only analyzed runs where the average absolute frame-to-frame displacement was less
than 1.5mm (i.e., the approximate size of one voxel), and where activation could be detected in
primary visual cortex (V1) (Z>2.3, corrected cluster significance threshold of p=0.05). Further,
we only included children that had at least two runs that met these criteria, since at least two runs
are required for the GSS method, which uses independent sets of runs to localize and test
responses in each ROI (see Data Analysis). These criteria resulted in the exclusion of 12 5-year-
olds (all 8-year-olds met these criteria).

Given that scene-selective cortex may not yet be fully developed in younger children, and
that hand-defining ROIs can be ambiguous, particularly at earlier stages of development, ROIs
were defined using a GSS method that circumvents these challenges (Fedorenko et al., 2010;
Julian et al., 2012). The GSS analysis was conducted using the following procedure. First, we
identified a unique search space for each ROI using previously published probabilistic atlases
that predict the vicinity in which each ROI is likely to fall given the typical distribution found in

a large, independent sample of adults. Search spaces for scene-selective regions were derived
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Figure 2. Data quality did not differ between the 5- and 8-year-old children. No significant
differences were found between the 5- and 8-year-olds for any of the following measures: A) the
temporal signal to noise ratio (tSNR) in any region of interest (all #’s < 0.64, all p’s > 0.52); B)
participant head motion (average absolute frame-to-frame displacement for all usable runs) (30
=0.75, p=0.46), or C) V1 activation (i.e., the average response in V1 across all conditions
minus fixation; 39y = 0.90, p = 0.38). Error bars depict the standard error of the mean.

from Julian et al. (2012), while search spaces for MT and V1 were derived from Wang et al.
(2015). Second, for each search space in each participant, voxels were ranked using half of the
runs based on parameter estimates for the contrasts of either Dynamic Scenes > Dynamic Objects
(for the scene-selective regions), all Dynamic conditions > all Static conditions (for MT), or all
conditions > fixation (for V1). After ranking the voxels in this way, the top 10% were selected as
the subject-specific ROI. Third, responses to each condition in each ROI and participant were
measured using the remaining, independent half of the runs. Fourth, this same define-then-test
procedure was repeated across every possible permutation of the runs. For participants with four
good runs, two runs were used to define and two runs were used to test, resulting in 6
permutations; for participants with three good runs, two runs were used to define and one run
was used to test, resulting in 3 permutations; and for participants with two good runs, one run

was to define and one run used to test, resulting in 2 permutations. Fifth, the results of each
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permutation analysis were averaged together, resulting in the final estimate of responses to the 6
conditions for each ROI in each participant. For each ROI, GSS analysis was conducted
separately in each hemisphere, and responses from the ROIs in each hemisphere were
subsequently averaged together. Critically, because this analysis uses only a rank ordering of
significance of the voxels in each participant, not an absolute threshold for voxel inclusion, all
participants could be included in the analysis — not only those who show the ROI significantly.
Likewise, because voxel selection is conducted algorithmically, not by hand, all ambiguity is
removed from the ROI selection process. Finally, given that data quality is a key concern in
developmental populations, this GSS analysis allowed us to assess the within-subject replicabilty
of our findings, further ensuring that the data were reliable.

In addition to our primary GSS analysis, which estimates the average univariate response
of an entire ROI, we also conducted VSF analyses (Norman-Haignere et al., 2016; Saygin et al.,
2016; Kamps et al., 2019a), which allowed us to investigate responses in individual voxels
extending from the peak response out into the surrounding cortex. VSF analyses were conducted
using the same procedures as the GSS analysis above, with the exception that responses were
never averaged across voxels, but rather were calculated for each voxel individually, and were
not limited to the top 10% of voxels, but rather were explored across the top 152 voxels in OPA
(as limited by participant with the smallest OPA search space).

Results

OPA is scene-selective by 5 years old

Prior to testing first-person perspective motion processing in OPA, we first asked whether scene
selectivity (i.e., significantly greater responses to scenes than objects) could be detected in OPA

at age 5. One previous study found that OPA is scene selective by around ages 7-8
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Figure 3. Scene selectivity is present in all three scene-selective regions by age 5. Responses are
shown for static stimuli only, following standard contrasts used to measure scene selectivity in
adults. For 5-year-olds and 8-year-olds, OPA, PPA, and RSC each responded significantly more
to scenes than both objects and faces (all p’s < 0.001). Further, no region showed a significant
age group (5-year-olds, 8-year-olds) x condition (scenes, objects, faces) interaction (all p’s >
0.23), suggesting that scene selectivity does not develop across this age range. Error bars depict
the standard error of the mean.

(Meissner et al., 2019), while another study found that scene selectivity is not present at 5
months old (Deen et al., 2017), leaving open the question of whether scene-selectivity is present
as early as age 5. To test for scene selectivity, we compared responses in OPA to Static Scenes
with those to Static Objects — following the standard contrast used to define OPA in adults — as
well as to Static Faces (note that responses to dynamic stimuli are analyzed extensively below).
A 2 (group: 5-year-olds, 8-year-olds) x 3 (condition: Static Scenes, Static Objects, Static Faces)
mixed-model ANOVA revealed a main effect of condition (F260) = 34.30, p < 0.001, 77];2 =0.53),
with stronger responses to scenes than both objects (pairwise comparison, p < 0.001) and faces
(p <0.001). However, this analysis did not reveal a significant group x condition interaction
(Foe0=1.21,p=0.31, 77p2 =0.04) (Figure 3). These findings show that scene selectivity is

present in OPA by 5 years old, and already of similar magnitude to that observed by 8 years old.
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For completeness, we also investigated scene selectivity in two additional scene-selective
regions involved in other aspects of scene processing and navigation, including the
parahippocampal place area (PPA) and the retrosplenial complex (RSC). For both PPA and RSC,
a 2 (group: 5-year-olds, 8-year-olds) x 3 (condition: Static Scenes, Static Objects, Static Faces)
mixed-model ANOVA revealed a main effect of condition (PPA: F(3 60 = 222.06, p < 0.001, ,°
=0.88; RSC: F(2,60) = 114.60, p < 0.001, ;7,,2 =0.79), with stronger responses to scenes than both
objects (PPA: p <0.001; RSC: p <0.001) and faces (PPA: p <0.001; RSC: p <0.001), but no
significant group x condition interaction (PPA: Fp60) = 1.51, p = 0.23, 5,° = 0.05; RSC: F(p60) =
1.36, p = 0.26, npz = 0.04) (Figure 3). These results indicate that all three regions show scene
selectivity by 5 years old, with no changes in scene selectivity across ages 5 to 8. Notably, given
that we defined and tested responses in the scene regions using independent halves of the data,
this analysis reveals the within-subject replicabilty of these results, suggesting that the data are
high quality. Further, given the similar magnitude of scene selectivity between 5- and 8-year-
olds, these results also provide a further indication that data quality was well matched between
the two child groups
OPA responses to first-person perspective motion develop from age 5 to age 8
Having established that OPA is scene selective by 5 years old, we next turned to our central
question: Does first-person perspective motion processing develop in OPA within the first few
years of life, or does such development extend well into childhood? To address this question, we
calculated a “scene motion” difference score by subtracting the response in OPA to Static Scenes
from that to Dynamic Scenes for each participant. Strikingly, we found significantly greater
scene motion responses in the 8-year-olds than the 5-year-olds (f30) = 2.17, p = 0.04, d = 0.77),

with a significant response to scene motion (i.e., scene motion difference score > 0) in OPA for
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Figure 4. First-person perspective motion processing develops in OPA from 5 to 8 years old.
Scene motion, object motion, and face motion difference scores were calculated by subtracting
responses to the Static stimuli from responses to the Dynamic stimuli separately for each
condition. OPA responded strongly to Scene Motion in the 8-year-olds (p = 0.003), but not the 5-
year-olds (p = 0.52). This increase in scene motion processing from 5 to 8 years was greater than
that for either object or face motion processing (both p’s < 0.05), indicating that this
developmental effect was specific to motion through scenes. Further, no developmental changes
were found in a motion selective region (MT) (p = 0.64), or in other scene-selective regions
(PPA or RSC) (both p’s > 0.68). These findings suggest that selective visually-guided
navigational function is still developing in OPA across childhood. Error bars depict the standard
error of the mean.

the 8-year-olds (#1s) = 3.50, p = 0.003, d = 0.88), but not the 5-year-olds (¢15y= 0.66, p = 0.52, d
=0.32) (Figure 4). These findings suggest that first-person perspective motion processing in

OPA develops slowly across childhood, and only emerges by age 8.
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However, does the developmental increase in first-person perspective motion processing
in OPA reflect increasing sensitivity to any kind of visual motion information, rather than motion
information in scenes, in particular? To address this question, we compared OPA responses to
scene motion with those to object motion (i.e., calculated by subtracting the responses to Static
Objects from that to Dynamic Objects) and face motion (i.e., calculated by subtracting the
responses to Static Faces from that to Dynamic Faces). A 2 (group: 5-year-olds, 8-year-olds) x 3
(motion domain: scene motion, object motion, face motion) mixed-model ANOVA revealed a
significant group x motion domain interaction (Fa,60)=4.73, p = 0.01, ,° = 0.14), with the 5-
and 8-year-olds showing a significantly greater change in scene motion responses than in object
motion (interaction contrast, p = 0.006) or face motion responses (interaction contrast, p = 0.04)
(Figure 4).

Given that motion information was not precisely matched across our stimuli, it is still
possible that OPA shows increasing sensitivity to any kind of visual motion information, and
responds more to scene motion than object or face motion by age 8 simply because more motion
information was present in the Dynamic Scene stimuli than the Dynamic Object or Dynamic
Face stimuli. To address this possibility, we compared responses in OPA with those in the
middle temporal area (MT), a domain-general motion-selective region. For MT, a 2 (group: 5-
year-olds, 8-year-olds) x 3 (motion domain: scene motion, object motion, face motion) mixed-
model ANOVA did not reveal a significant group x motion domain interaction (¥ 2,60, = 0.45, p =
0.64, 5,> = 0.01), but rather revealed a main effect of motion domain (F260)= 11.83, p < 0.001,
77p2 = (0.28), with greater responses to object motion than both face and scene motion (pairwise
comparisons, both p’s < 0.002) (Figure 4). These findings suggest that unlike OPA, MT does not

respond more to scene motion than face and object motion, and does not develop from 5 to 8



99

5 Year Olds 8 Year Olds

o
o
o
o

* - f g e )

o o
N (o))
o o
N (o))

Dynamic - Static Scenes
(% Signal Change)
o ¢ ¢
N
Dynamic - Static Scenes
(% Signal Change)
o
N

o

o

.
o
S
o
S

20 40 60 80 100 120 140 - 20 40 60 80 100 120 140
Top N Scene-Selective Voxels Top N Scene-Selective Voxels

Figure 5. No evidence of first-person perspective motion processing in the 5-year-old OPA.
Volume-selectivity function analyses were conducted to explore responses to scene motion
(Dynamic Scenes minus Static Scenes) in the top 152 most scene-selective OPA voxels in each
group. For the 5-year-olds, only 5 out of 152 voxels responded significantly greater than 0
(asterisks indicate significant voxels), fewer than would be expected by chance; by contrast, for
the 8-year-olds, 105 out of 152 responded significantly greater than 0, far more than would be
expected by chance. Thus, we found no evidence of even a small population of voxels
responding significantly to scene motion in the 5-year-old OPA, despite strong evidence of first-
person perspective motion processing at the individual-voxel level in the 8-year-old OPA.
Shaded regions depict the standard error of the mean.

years old. Testing this claim directly, a 2 (region: OPA, MT) x 2 (group: 5-year-olds, 8-year-
olds) x 3 (motion domain: scene motion, object motion, face motion) mixed-model ANOVA
revealed a significant region x age x motion domain interaction (F2,60) = 4.52, p = 0.02, 77p2 =
0.13). These results rule out the possibility that the Dynamic Scenes simply contained more
motion information than the Dynamic Faces or Objects, and therefore reveal a remarkably
specific developmental increase in scene motion selectivity in OPA from age 5 to 8.

Finally, we asked whether the development of first-person perspective motion processing

in OPA was driven by differences in attention between the 5- and 8-year-olds, with the 5-year-
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olds simply paying less attention to the Dynamic Scenes than the 8-year-olds? While this
possibility is unlikely, given that MT responses to scene motion did not differ between the two
groups (#(30) = 0.002, p > 0.99, d < 0.001), we nevertheless further addressed this concern by
comparing the responses in OPA to those in PPA and RSC. For both PPA and RSC, a 2 (group:
5-year-olds, 8-year-olds) x 3 (motion domain: scene motion, object motion, face motion) mixed-
model ANOVA failed to reveal a significant group x motion domain interaction (PPA: Fy ) =
0.35,p=0.71, ,° = 0.01; RSC: F62=0.39, p = 0.68, 5,” = 0.01) (Figure 4). These findings
suggest that unlike OPA, PPA and RSC show no change in motion processing from ages 5 to 8
(consistent with previous work in adults showing that these regions never develop the strong,
first-person perspective motion responses found in OPA (Kamps et al., 2016a)). Testing this
claim directly, a 3 (region: OPA, PPA, RSC) x 2 (group: 5-year-olds, 8-year-olds) x 3 (motion
domain: scene motion, object motion, face motion) mixed-model ANOVA revealed a significant
region x group X motion domain interaction (F2,62) = 2.82, p = 0.03, 17,° = 0.09). This three-way
interaction provides strong evidence against the possibility that the 5-year-olds simply paid less
attention to the Dynamic Scenes than the 8-year-olds, since a group difference in attention would
predict a main effect of group (with the 8-year-olds paying more attention to all Dynamic Stimuli
than the 5-year-olds, causing all regions in the 8-year-olds to respond more to all kinds of motion
information than the 5-year-olds), or a group x motion domain interaction (with 8-year-olds
paying more attention than 5-year-olds to the Dynamic Scenes in particular, causing all regions
in the 8-year-olds to respond more to scene motion than face or object motion, relative to the 5-
year-olds), but crucially not a region x group x motion domain. Rather, our results reveal
differential development within the cortical scene processing system, with first-person

perspective motion processing developing specifically in OPA, not PPA or RSC.



101

Does the 5-year-old OPA show any sensitivity to first-person perspective motion?

The findings above present strong evidence that first-person perspective motion processing
develops in OPA between 5 and 8 years old. However, is it truly the case that the 5-year-old
OPA does not represent first-person perspective motion whatsoever? For example, it could be the
case that a small population of voxels in the peak of the 5-year-old OPA respond strongly to
scene motion, but were not detected in the analysis above because they were averaged together
with the surrounding voxels that did not respond strongly to scene motion. To test this
possibility, we performed a volume-selectivity function (VSF) analysis (Norman-Haignere et al.,
2016; Saygin et al., 2016; Kamps et al., 2019a), which allowed us to explore scene motion
responses in individual voxels across the volume of OPA extending from the peak scene-
selective response outward. Individual OPA voxels were ranked in each participant from most-
to-least scene selective using one half of the runs, and the response to scene motion in the top
152 individual voxels of each participant was then averaged across participants in the remaining,
independent half of the runs, yielding the average scene motion responses in the top 152
individual voxels (our analysis focused on the top 152 voxels, since all participants had at least
152 voxels in OPA). For the 5-year-olds, only 5 out of 152 voxels (3.29%) showed a significant
response to scene motion (i.e., scene motion responses > 0). Given that we ran 152 statistical
tests with alpha = 0.05, this number is similar to the number of false-positive results expected by
chance (5%, or 8 voxels) (Figure 5). By contrast, for the 8-year-olds, 105/152 voxels (69.08%)
showed a significant response to scene motion — well beyond the number expected by chance
(Figure 5). Thus, we found no evidence of even a small population of scene motion-selective

voxels in the 5-year-old OPA, at least using the methods employed here.



102

5 5 Dyamic Scenes 2 Static Scenes
5yos ‘preferred” “non-preferred”
15 8yos 15 15
S 1 S 1 S 1
C C C
9] IS 5]
< Ky L
(3] | 3] (3]
= 0.5 = 0.5 < 0.5
c I | l c c
2 2 2
%) %) 7]
x® 0 x 0 x® 0
-0.5 -0.5 -0.5
-1 -1 -1
Dynamic Static 0 50 100 150 0 50 100 150
Scenes Scenes Top N Scene-Selective Voxels Top N Scene-Selective Voxels

Figure 6. The development of first-person perspective motion processing in OPA occurs via
construction of preferred responses, not pruning of non-preferred responses. To investigate how
development of first-person perspective motion processing occurs in OPA, we compared
responses between the 5- and 8-year-olds to the “preferred” stimuli (i.e., Dynamic Scenes) and
“non-preferred” stimuli (i.e., Static Scenes) separately. A) Increasing responses to the preferred
stimuli were observed from 5 to 8§ years old, with no change in responses to the nonpreferred
stimuli (p = 0.03). B) Further inspection of VSF confirms confirmed this effect across the
volume of the OPA. These results suggest that the development of first-person perspective
motion processing occurs via construction of preferred responses, with no evidence of pruning of
non-preferred responses. Error bars depict the standard error of the mean.

The development of first-person perspective motion processing in OPA reflects construction of
preferred responses, not pruning of non-preferred responses

Having established that first-person perspective motion processing develops in OPA in
childhood, we next asked #ow such development occurs. Does the development of first-person
perspective motion processing occur by construction of preferred responses, by pruning of non-
preferred responses, or by a combination of these two mechanisms? To address this question, we
directly compared responses to “preferred” stimuli (i.e., the Dynamic Scenes) between 5- and 8-
year-olds, as well as responses to “non-preferred” stimuli (i.e., Static Scenes) between 5- and 8-

year-olds. A 2 (response: preferred, non-preferred) x 2 (group: 5-year-olds, 8-year-olds) mixed-
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model ANOVA revealed a significant response x group interaction (F(131y=5.27, p = 0.03, 77p2 =
0.15), with responses to the preferred stimuli (i.e., Dynamic Scenes) showing a marginally
significant increase from 5 to 8 (pairwise comparison, p = 0.06), and with responses to the non-
preferred stimuli (i.e., Static Scenes) showing no significant difference between the 5- and 8-
year-olds (pairwise comparison, p = 0.61) (Figure 6a). To further explore how this development
occurred across the volume of OPA, and whether any smaller population of voxels might show
evidence of pruning, we next conducted a VSF analysis. This analysis confirmed that the
increasing response to the preferred stimulus was found consistently in individual voxels
extending from the peak scene-selective response well into the surrounding cortex, while no
discernable changes were found anywhere across the volume of OPA for the non-preferred
stimulus (Figure 6b). Taken together, these results suggest that the development of first-person
perspective motion processing occurs primarily via construction of preferred responses, rather
than pruning of non-preferred responses.

Discussion

Here we explored how visually-guided navigation develops by testing the development of OPA,
a key region supporting visually-guided navigation in adulthood. Five- and 8-year-old children
were scanned while OPA responses were measured to first-person perspective motion, a proxy
for the visual experience of navigation through scenes. Strikingly, we found that although OPA
already responded selectively to scenes (relative to objects and faces) by age 5, OPA did not
respond to first-person perspective motion at this same age, and only responded to such
navigationally-relevant information by age 8. This increase in first-person perspective motion
processing is specific to motion on scenes, not motion on faces or objects, and is found only in

OPA, not in motion-selective cortex (i.e., MT) or in other scene-selective regions (i.e., PPA and
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RSC). Our results therefore present novel neural evidence for the hypothesis that visually-guided
navigation undergoes protracted development, with key signatures of visually-guided
navigational function still emerging in childhood.

The hypothesis that visually-guided navigation is late developing dovetails with a number
of findings showing late development of visually-guided navigation ability. Perhaps most
directly, a recent behavioral study of navigation in a virtual environment found that spatial
memory for locations defined relative to boundary walls, but not landmark objects, is still
developing in children ages 6-10 (Julian et al., 2019), while a transcranial magnetic stimulation
(TMS) study using the same task in adults found that disruption of OPA impaired performance
for boundary-related locations, but not landmark-related locations (Julian et al., 2016). The
present findings unite these studies by finding direct evidence that selective navigational function
is still emerging in OPA across childhood, and suggest that late development of boundary-based
spatial memory may therefore be mediated in part by late development of OPA. The hypothesis
of a late developing visually-guided navigation system is also consistent with developmental
studies of locomotion and obstacle avoidance, which show that children ages 4-10 are slower and
make more errors than adults when navigating past obstacles in a cluttered terrain (Pryde et al.,
1997; Berard and Vallis, 2006) and are less adept than adults at using peripheral vision to guide
locomotion (Franchak and Adolph, 2010b).

At the same time, however, the hypothesis that visually-guided navigation undergoes
protracted development across childhood might seem incompatible with other findings showing
that sophisticated navigational ability is present within the first few years of life. For example,
children as young as 18-24 months are able to use the geometry of local boundaries to recall

previously learned locations (Hermer and Spelke, 1994; Hermer and Spelke, 1996), while infants
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as young as 6-14 months understand whether it is safe to navigate a “visual cliff” (Gibson and
Walk, 1960). Although the relationship between the navigational behaviors probed by these tasks
and those supported by OPA is unknown, there are two possibilities. First, it is possible that
these tasks do not depend on OPA, and rather are supported by distinct neural systems. For
example, the reorientation task may assess the ability to recall orientation relative to boundaries
— as supported by extra-hippocampal structures (Winter and Taube, 2014) — more so than the
ability to recall location relative to boundaries — as supported by OPA (Julian et al., 2019).
Likewise, the visual cliff task may be supported by a more general visual ability to perceive
depth, rather than the visually-guided navigation system in particular. Second, it is possible that
these tasks do, in fact, depend on the visually-guided navigation system in OPA, but can be
solved using representations that emerge earlier in this region than the representations of first-
person perspective motion processing studied here. Indeed, a preference for scenes relative to
faces is already detectable in the OPA by just 4-6 months (Deen et al., 2017), with scene-
selectivity emerging by 5 years or earlier, as revealed in the present study. While the precise
nature of these early-emerging scene representations is unknown, it is possible that they are
sufficient, for example, to determine which of two walls is closer (i.e., in the case of the
reorientation task) or which of two cliffs is steeper (i.e., in the case of the visual cliff task).
Under this account, the later emergence of first-person perspective motion processing may
reflect increasingly sophisticated navigational function (e.g., allowing the navigator to
dynamically plan and update possible navigational paths through a space). Intriguingly, a similar
developmental progression has been found in studies of the developing rodent medial temporal
lobe. For example, the rudiments of head direction cells, grid cells, and place cells are detectable

as soon as rat pups make their first movements outside of the nest, while the stability and
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precision of the spatial coding in these cells continues to be refined well into juvenility
(Langston et al., 2010; Wills et al., 2010).

Beyond the realm of visually-guided navigation, our results are also consistent with the
broad hypothesis that the dorsal visual system, which supports visually-guided action, is later to
develop than the ventral visual system, which supports visual perception (Bertenthal, 1996;
Atkinson et al., 2003; Braddick et al., 2003; Dilks et al., 2008). For example, studies using the
classic posting/matching task developed by Milner and Goodale have shown that the ability to
accurately post a card into an oriented slot (a measure of visually-guided action) is later
developing than the ability to match a card to the same slot’s orientation (a measure of visual
perception) (Dilks et al., 2008). Although most studies have focused exclusively on action and
perception in object processing, we recently proposed that a similar functional division of labor
is found for scene processing, with the more dorsal OPA supporting visually-guided navigation
through scenes, and the more ventral PPA supporting categorization of scenes (Dilks et al., 2011;
Kamps et al., 2016b; Kamps et al., 2016a; Persichetti and Dilks, 2016; Persichetti and Dilks,
2018a). The present findings therefore provide initial support for the novel hypothesis that the
scene-processing system undergoes differential development analogous to that found in object
processing, with the dorsal visually-guided navigation system maturing later than the ventral
scene categorization system. Critically, however, our study did not test the development of scene
categorization in the PPA, and future work will therefore be required to provide a complete test
of this hypothesis.

Finally, we found that all three known scene-selective regions (i.e., OPA, PPA, and RSC)
respond selectively to scenes (i.e., relative to objects, as well as faces) by age 5. To our

knowledge, this is the earliest demonstration of scene selectivity in this system to date, given that
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previous work has not tested children younger than 7 (Golarai et al., 2007; Pelphrey et al., 2009;
Scherf et al., 2011b; Jiang et al., 2014; Meissner et al., 2019), with the possible exceptions of two
studies of 5- to 8-year-olds (although it is unclear whether the scene selectivity observed in those
studies was driven by the older children only, given that the mean age of the children in each
sample was approximately 7 years old) (Scherf et al., 2007; Cohen et al., 2019). This finding
therefore places new constraints on theories of how scene selectivity develops, since the selective
response to scenes must be established relatively rapidly, within the first few years of life.

In conclusion, we present the first study of the development of visually-guided
navigational function in the cortical scene processing system. Strikingly, although OPA is
already scene selective by age 5, responses to first-person perspective motion information in
OPA were not present at this same age, and only emerged by age 8. These results therefore
present novel neural evidence for the hypothesis that human visually-guided navigation

undergoes protracted development.
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General Discussion

The present thesis sought to address two fundamental questions about human visual scene
processing: 1) How is the adult human visual scene processing system functionally organized?
and i1) How does that functional organization develop? Addressing these questions, I proposed
two novel hypotheses. First, I hypothesized that the adult human visual scene processing system
contains functionally dissociable systems for navigation (including OPA and RSC) versus scene
categorization (including PPA). Second, I hypothesized that these two systems develop
independently, with the navigation system maturing later than the scene categorization system.
The results of three Papers supported both of these hypotheses. Papers 1 and 2 provided evidence
for dissociable visually-guided navigation and scene categorization systems by showing that
these systems represent different information about scenes, and are differentially impaired in the
case of WS. Papers 2 and 3 provided evidence that these systems develop along independent
timelines by showing that the visually-guided navigational ability matures later than scene
categorization ability in children ages 4 to 7, and that late development of visually-guided
navigational function occurs specifically in OPA across the same age range. Taken together then,
these studies provide strikingly consistent support for the hypotheses that human visual scene
processing depends on two independently developing systems: an earlier developing scene
categorization system, and a later developing visually-guided navigation system.

The hypothesis that OPA and PPA are independent systems supporting visually-guided
navigation and scene categorization, respectively, echos the classic division of labor in object
processing between the dorsal “action” and ventral “perception” systems (Ungerleider and
Mishkin, 1982; Goodale and Milner, 1992). By extending this division of labor to scene

processing, the present results suggest that the division of labor between action and perception
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systems is a general organizing principle for the visual system, not just a principle of the object
processing system in particular. Critically, however, the studies in this thesis present only a
single dissociation. As such, it could still be the case that a single mechanism (e.g., for scene
processing in general) underlies both visually-guided navigation and scene categorization, and
that visually-guided navigation is simply a more difficult or complex case than scene
categorization. Thus, it will be critical for future work to find the complementary case of
impaired scene categorization (i.e., damage to PPA) coupled with spared visually-guided
navigation (i.e., sparing of OPA). Indeed, the analogous case in object processing was found in
patient D.F., who famously was unable to recognize objects, despite successful visually-guided
reaching for those same objects (Goodale et al., 1991).

Importantly, while we have drawn a broad division between systems for categorizing
scenes versus navigating through them, a key question for future work will be to understand
precisely how scene categorization and visually-guided navigation are accomplished within each
system. For example, although the currently available evidence rules out a role for PPA in
navigation, it does not provide strong constraints on precisely how PPA supports scene
categorization. For example, it could be the case that PPA represents superordinate categories
(indoor versus outdoor), basic categories (a beach versus a forest), subordinate categories (a
temperate forest versus a tropical forest), or all of the above. At very least, recent evidence
suggests that PPA does support scene categorization per se, and not scene individuation: patterns
of activity in PPA reliability discriminated coffee shops from hardware stores, but could not
distinguish one coffee shop from another (Persichetti and Dilks, in revision). Likewise, although
we present strong evidence for the role of OPA in visually-guided navigation, there are many

possibilities as to how, precisely, OPA contributes to this process. For example, OPA might
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contribute to the selection of a navigational goal within a scene, the visual identification of
possible paths (or “navigational affordances”) through the scene toward that goal, or the online
guidance of locomotion along the chosen path. Critically, while the precise role of OPA in
visually-guided navigation has yet to be discovered, our results do nevertheless help establish
that navigation supported by OPA (i.e., what I have termed “visually-guided navigation”) is
distinct from that supported in RSC (i.e., what I have termed “memory-guided navigation™)
(Kamps et al., 2016b; Kamps et al., 2016a), placing an initial limit on the hypothesis spaces for
the function role of each region.

The present thesis also found converging behavioral and neural evidence for the
hypothesis that the visually-guided navigation and scene categorization systems develop
independently, with the visually-guided navigation system maturing later than the scene
categorization system (at least in the case of the visually-guided navigation system supported by
OPA). These differential developmental trajectories provide a striking complement to related
work in object processing showing that the action system is slower to develop than the
perception system (Dilks et al., 2008), and suggest the overarching hypothesis that the dorsal
stream in general is later developing than the ventral stream. Based on this hypothesis of a late-
developing action system (i.e., relative to the perception system), it has further been suggested
that this system is also more susceptible to breakdown in cases of developmental disorder
(Atkinson et al., 1997; Braddick et al., 2003; Dilks et al., 2008). Consistent with this possibility,
we found that individuals with WS (a genetic, developmental disorder) are selectively impaired
in visually-guided navigation, not scene categorization. An interesting further question, however,
is whether individuals with any developmental disorder will show this pattern (Spencer et al.,

2000), or whether this pattern is specific to WS. Indeed, given that WS is caused by a specific
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genetic deletion (Ewart et al., 1993), involves cortical thinning in the parietal lobe (the location
of the dorsal action system) (Meyer-Lindenberg et al., 2004; Meyer-Lindenberg et al., 2006), and
that many genes are expressed in targeted regions of cortex (for example, 70% of gene signals in
mice localize to fewer than 20% of all brain cells, indicating that most genes localize to small
brain regions) (Lein et al., 2007), it is possible that this pattern of results is a specific
consequence of the genetic deletion in WS, targeting the dorsal stream in particular, and not the
ventral stream. Beyond revealing the more precise nature of the genetic impairment in WS, such
a finding would suggest the intriguing hypothesis that the division between the dorsal and ventral
visual systems has a genetic basis.

Notably, although we present neural evidence that the visually-guided navigation system
in OPA is late emerging, and found behaviorally that scene categorization ability develops earlier
than visually-guided navigation ability, we did not test the complementary neural prediction that
the scene categorization system in PPA develops early, since Paper 3 did not test for a specific
signature of scene categorization function. Future work will therefore be required to understand
how scene categorization function develops in PPA. Moreover, given that we limited our scope
to the visually-guided navigation system (as supported by OPA), none of the papers in the
present theses tested the development of memory-guided navigation (as supported by RSC).
Given the overarching hypothesis that navigation develops later than scene categorization, we
predict that memory-guided navigation function in RSC will mature later than scene
categorization function in PPA. However, it is unclear how regions within the navigation system
will develop. One possibility is that the navigation system as a whole develops in tandem.
However, given that OPA and RSC are hypothesized to support distinct navigational functions, it

may also be the case that these systems will develop independently as well.
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A final intriguing question concerns the developmental origins of the distinction between
the navigation and categorization systems. Do the scene categorization and navigation systems
emerge slowly over the first few years of life, consistent with a role for experience in shaping
their development? Or are the distinct foundations of these systems detectable from the earliest
days of life, allowing less room for experience in shaping their development? One clue comes
from a recent finding that the scene processing system already shows differential connectivity
from the face-processing system in as little as 27 days on average (Kamps et al., 2019b). Thus,
an intriguingly possibility is that regions within the scene processing system — while sharing
some connections that drive their overall selectivity for scenes — also show distinct patterns of
connectivity from one another, accounting for the later divergence in their functions within scene
processing. For example, by adulthood, OPA shows stronger connectivity than PPA to areas of
parietal cortex that putatively support visually-guided action and egocentric spatial processing
(Baldassano et al., 2013). If present in infancy, these connections could bias the OPA (but not the
PPA) toward visually-guided action processing on scenes (i.e., visually-guided navigation).
Beyond this connectivity hypothesis, it is also possible that cellular and molecular properties of
these systems bias their functions toward action versus perception. For example, although the
relationship between cytoarchitecture and function is far from established (Weiner et al., 2017),
OPA and PPA reside in distinct cytoarchitectonic regions (Zilles and Amunts, 2010), consistent
with this possibility.

Whatever the ultimate answers to these questions, the present thesis provides converging
evidence for the hypothesis that human scene processing depends on dissociable systems for
scene processing and navigation, and further, that these systems develop independently, with the

navigation system developing later than the categorization system.
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